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PREFACE

This book gathers the most current research from across the globe in the study of
artificial neural networks. Topics discussed include a neural network based visual servo
system; modeling of computer-assisted learning using artificial neural networks; prediction of
hole quality in drilling GFRE using artificial neural networks; ANN-based approaches to
study the nanoscale CMOS devices; artificial neural networks in chromatography and
spectroscopy; heterogeneous neural networks and tuning differential evolution for artificial
neural networks.

Chapter 1 — Robotics arm visual servo system does suffer from a number of issues, as
related to speed and complexity. One of which is the complicated kinematics relations, in
addition the needed computational time to execute a task. This manuscript highlights a
mechanism through which to approximate the inter-related visual kinematics relations that are
part of visual servo closed loop system through an artificial neural network system. A main
issue that hinders visual servo system is related to the complicated and time variant feature
Jacobian matrix. The methodology followed here is based on the concept of integration of
ANN with an Image Based Visual Servoing (IBVS) system. Artificial neural networks have
been employed here to learn and approximate the relations that relate an object moving to a
robotics arm movement through a visual servo. For validating the presented concept, one of
the closed loop visual servo system already developed, have been used here to verify the
presented concept. A learning Artificial Neural Network has proven to be an effective
approach in learning the nonlinear relationships that govern kinematics relations used in
robotics arm visual servo. In this respect, this chapter will explore how a trained artificial
neural net will be used to achieve a very precise robotics arm movement by extracting the
visual information from a moving object.

Chapter 2 — Recycling represents a valid alternative to the disposal of post-consumer
materials if it is possible to obtain new materials with good properties. In this chapter,
Polypropylene (PP)/waste ground rubber tire powder (WGRT) or waste polypropylene
(WPP)/waste ground rubber tire (WGRT) powder composites were studied with respect to the
effect of bitumen and maleic anhydride-grafted styrene-ethylene-butylene-styrene (SEBS-g-
MA) content by using the design of experiments (DOE) approach, whereby the effect of the
four polymers content on the final mechanical properties were predicted. Uniform design
method was especially adopted for its advantages. Optimization was done using hybrid
artificial neural network-genetic algorithm (ANN-GA) technique. The results indicated that
the composites showed fairly good ductibility provided that it had a relatively higher

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 3:50 PM via RIJKSUNIVERSITEIT
GRONINGEN

AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research

Account: rug



A1l rights reserved. May not be reproduced in any form without permission from the publisher, except fair uses

Nova Science Publishers, Inc.

permitted under U.S. or applicable copyright law.

Copyright © 2011.

viii Robert W. Nelson

concentration of bitumen and SEBS-g-MA under the studied condition. A quantitative
relationship was presented between the material concentration and the mechanical properties
as a set of contour plots, which were confirmed experimentally by testing the optimum ratio.

Chapter 3 — The present work belongs to a rather challenging interdisciplinary issue
associated with neuroscience modeling, educational psychology, and cognitive sciences for
searching two optimum teaching methodologies at children's classrooms. Firstly, that one
associated with trying effectively to find an optimal methodology for "how reading should be
taught?” at children's classrooms. However, the second topic is closely related to optimum
teaching method for solving long division problems following subsequent mathematical steps
such as: divide, multiply, subtract, bring down, and repeat (if necessary). Searching for
optimality leaning/teaching educational topics will depend upon comparative assessments and
analysis for different experimental educational methodologies that applied at children's
classrooms. Herein, presented assessment processes comprise application of visual and/or
auditory tutorial materials in addition to the classical classrooms teaching methodologies. The
comparative assessment processes are performed by using realistic Artificial Neural Network
(ANN) simulation programs, and/or mathematically formulated modeling. In addition, a
computer-assisted learning (CAL) module is designed carefully aiming to develop a specified
multimedia tutorial material.

Conclusively, it has been shown that optimal teaching methodology performance attained
if and only if visual and auditory tutorial materials have been both presented simultaneously
to reinforce the retention of learned material topics. Multi-sensory associative memories in
addition to Pavlovian classical conditioning theories are applicable, via designed CAL
package, at children's classrooms. It is worthy to note that comparative results obtained are
interesting, after field application of suggested CAL package, for association tutorials with
teacher's voice. Finally, presented study results in high recommendation for application of
novel teaching trends aiming to improve learning quality in children's two reading and
mathematical topics.

Chapter 4 — The weight and fuel savings offered by composite materials make them
attractive not only to the military, but also to the civilian aircraft, space, and automobile
industries. In these industries, drilled holes are extensively implemented for structure
assembly. The presence of hole defects due to drilling reduces the stiffness and strength of a
laminate and hence its load carrying capacity. The main objective of the present work is to
develop artificial neural networks (ANNs), with back-propagation training routine, for
predicting the machinability parameters in drilling glass fiber reinforced epoxy (GFRE)
composites with different machining conditions (feed, speed, and drill pre-wear).
Machinability parameters were characterized by thrust force, torque, peel-up and push-out
delaminations, and surface roughness of drilled holes.

The inputs to the neural networks used for predicting delamination size and surface
roughness are: spindle speed, feed, drill pre-wear, thrust force, and torque. The values of the
thrust force and torque that are fed as inputs to the above networks are predicted using ANNs
developed for predicting each of them. Several attempts were performed to achieve the best
neural network by changing both of network structure (i.e. the number of hidden layers and
the number of units within each hidden layer) and the initial values of the connection weights
and thresholds. The best obtained network structure for predicting thrust force, torque, peel-
up delamination, push-out delamination, surface roughness were 3-5-1, 3-3-1, 5-11-1, 5-7-3-
1, and 5-7-3-1, respectively. The developed ANNs predict the machinability parameters
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(thrust force, torque, peel-up and push-out delaminations and surface roughness) with
acceptable errors for the most confirmation tests.

Chapter 5 — The heart of the liquid desiccant cooling system is the dehumidification
process which is influenced by many parameters. Different types of dehumidification
equipment have been developed and a variety of analytical models have been employed to
analyze the dehumidification process. The dehumidification process involves simultaneous
heat and mass transfer and reliable transfer coefficients are required in order to analyze the
system. This has been proved to be difficult and many assumptions are made to simplify the
analysis.

Artificial Neural Network (ANN) is widely used as an innovative way to tackle complex
and ill-defined problems. The present research proposes the use of ANN based model in order
to simulate the relationship between inlet parameters and the performance of the
dehumidifier. For the analysis, randomly packed dehumidifier is chosen since the packed
tower facilitates high mass transfer by providing a large surface area in a relatively small
volume. Lithium chloride is selected as the liquid desiccant due to its stability with high
performance.

A multilayer ANN is used to investigate the performance of dehumidifier. For training
ANN models, data is obtained from analytical equations. The training process implies
adjustment of connection weights and biases so that the differences between ANN output and
the desired output are minimized. Eight parameters are used as inputs to the ANN, namely:
air and desiccant flow rates, air and desiccant inlet temperatures, air inlet humidity, the
desiccant inlet concentration, dimensionless temperature ratio, and the inlet temperature of
the cooling water. The output of the ANN is the water condensation rate. The predicted water
condensation rate by the ANN is validated with experimental data and the value of R* is
found to be 0.9251. Results and the performance of the developed system are presented in this
chapter.

Chapter 6 — In this chapter, the carrying of an object at a workspace, which was perceived
by vision, to another location was realized by a robot arm with five axes. Basic image process
techniques were used for object recognition and position determination. If the desired object
was inside the workspace, the inverse kinematics solution was realized, and then after
coordinates of the object’s location was sent to the robot arm. The inverse kinematics solution
of the robot arm was performed with artificial neural networks (ANN) model (Multi Layer
Perceptron-MLP and Radial Basis Function (RBF) Neural Network) based on the forward
kinematics solution. For an inverse kinematics solution of the robot, the training data set was
created in the ANN method by using the robot’s forward kinematics values first and then,
ANN modeling was realized. After the robot’s inverse kinematics solution was realized, the
determined joint angle values were directed to the EDUBOT robot arm and moving the object
to the desired location was realized successfully. Experimental results presented in this
chapter indicate that RBF is more efficient solution than MLP for inverse kinematic solution
of visually guided robot.

Chapter 7 — Over the past three decades, the primary driver of the exponential
improvements in integrated circuit performance has been the scaling of transistor dimensions.
The inherent benefits of MOSFET scaling are the speed improvement and energy reduction
associated with a binary-logic transition. As the MOSFET is scaled below the 100 nm
technology node the advantages of MOSFET scaling are diminished by the short channel
effects. Ultra-thin film body multigate structures become to be envisaged as a possible
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alternative to the conventional devices, due to its enormous potentiality to push back the
integration limits to which conventional bulk transistor are subjected [1-4]. The main
advantage of this architecture is to offer a reinforced electrostatic coupling between the
conduction channel and the gate electrode. In other terms, a multigate structure can efficiently
sandwich (and thus very well control, electrostatically speaking) the semiconductor element
playing the role of the transistor channel, which can be a Silicon thin layer or nanowire.
Moreover, it is known for its higher drive current, improved subthreshold slope, improved
short channel effect control and potential circuit design flexibility [1-4]. As shown in Figure
1, with two gates controlling the channel, short-channel effects can be greatly suppressed.
Due to the fact that simulation of nanoscale CMOS circuits has been the primary factor
driving improvements in integrated circuit performance and cost, which contributes to the
rapid growth of the semiconductor industry, there is a need to develop a new theory and
modeling techniques that capture the physics of quantum transport accurately to guide the
design for nanoscale CMOS circuits.

Chapter 8 — The purpose of this chapter is to demonstrate the application of artificial
neural networks in modern chemical investigation, mainly in chromatography and
spectroscopy.

The first part of the chapter presents a fast and simple procedure for estimation of steel
materials corrosion in artificial sweat solution with usage of artificial neural networks (ANN).
For the purpose of the mathematical modeling, optical emission spectroscopy experimental
data were used to train and test the most appropriate model of artificial neural networks.
Evaluation was performed by comparing the experimental data and values estimated by ANN
and by calculating the correlation coefficient and mean absolute error. It was concluded that
ANN can be easily applied for estimation of corrosion processes.

The second part of this chapter presents a combination of artificial neural networks and
genetic algorithms (GA) in optimization of thin layer chromatographic separation of seven
components from their mixture. As a goal of optimization, a resolution factor was calculated
for different mixture model solutions. Afterwards the prediction of the same parameter was
performed by ANN and GA, and very good correlation between predicted and calculated data
was observed. Therefore it can be concluded that the developed combination of ANN and GA
may be successfully used in many different chromatography investigations, like high
performance liquid chromatography (HPLC), ion chromatography (IC), gas chromatography
(GC) and other similar techniques.

Based on their current results the authors expect that artificial neural networks and their
combination with other methods (such as genetic algorithms) will be implemented in many
different chemical and analytical applications in a near future.

Chapter 9 — In the past decade, there have been many implementations in which artificial
neural networks (ANN) successfully applied to many areas of science and engineering. One
of these areas is time series forecasting. ANN method has been preferred to conventional time
series forecasting models because of its easy usage and providing accurate results. In spite of
the fact that ANN produces accurate forecasts in many time series implementations, there are
still some problems with using this method. When ANN method is utilized to forecast time
series, selection of the components of the method is a vital issue for obtaining good forecast
values. These components such as architecture structure, learning algorithm and activation
function have important effect on the performance of ANN. An important decision is the
selection of architecture structure that consists of determining the numbers of neurons in the
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layers of a network. Therefore, to making a good choice for architecture selection, various
approaches have been proposed in the literature. Aladag (2009a; 2009b) proposed a method
based on tabu search algorithm to determine the best ANN architecture. He showed that
accurate forecasts are obtained when the proposed method is employed for architecture
selection. In his proposed algorithm, he utilized a candidate list strategy in which six
architectures are examined. In this study, the tabu search algorithm proposed by Aladag
(2009D) is tried to be improved by defining a new candidate list strategy in which only four
architectures are examined. The beer consumption in Austria and the electricity consumption
in Turkey time series are forecasted by ANN and the applicability of the proposed strategy is
shown.

Chapter 10 — Measured meteorological parameters such as air temperature and relative
humidity values recorded between 1998 and 2002 for Abha city in Saudi Arabia were used
for the estimation of global solar radiation (GSR) and fraction of diffuse solar radiation
(DSR) in future time domain using artificial neural network method. The estimations of GSR
and DSR were made using three combinations of data sets namely, (i) day of the year and
daily maximum air temperature as inputs and global solar radiation as output, (ii) day of the
year and daily mean air temperature as inputs and global solar radiation as output and (iii)
time day of the year, daily mean air temperature and relative humidity as inputs and global
solar radiation as output. The measured data between 1998 and 2001 was used for training the
neural networks while the remaining 240 days’ data from 2002 as testing data. The testing
data was not used in training the neural networks.

Obtained results show that neural networks are well capable of estimating global and
diffuse solar radiation from temperature and relative humidity. Hence the methodology can be
used for estimating GSR and DSR for locations where only temperature and humidity data are
available.

Chapter 11 — Cementitious materials comprise a great part in construction process of
structures such as buildings, bridges, roads and dams. The most expected properties of
structural members prepared with cement mortar or concrete, are strength and durability.
These structural members are supposed to have strength values determined in the structural
analysis and to be durable against aggressive media in their service life. These characteristics
are the most effective criteria in civil and material engineering. Therefore, these two
parameters depend mainly on the pore structure and its characteristics of structural members.
Nowadays, scientists and engineers are using new computer technologies, simulations and
experimental techniques try to perform to characterize the inner structure of structural
materials in order to define microstructural formations and the effects of microstructural
phases such as pores on macro properties.

New image capturing tools and their improved magnification capacity induced
researchers to have an expanded view on investigation of microstructures. In addition, the
results of these studies are simply not enough to realize the simulation of effects of inner
structure. Some numerical and statistical methods performed by computers are needed at this
stage. Artificial neural network (ANN) is one of these methods. In last decades, artificial
neural network applications have become more considerable issue in engineering
applications. In the scope of this chapter, pore area ratio values represent total pore area
amount in a polished section of cement mortars were determined. Also, some pore
characteristics representing the probability of channels between pores are investigated. The
pore amounts and these pore characteristics are related to compressive strength values of
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cement mortars in order to establish a microstructure — macro property relationship. Thus,
nondestructive methodologies and artificial neural network have been used in the prediction
of a macro property, which only be determined by destructive testing techniques.

Chapter 12 — The concept of the drainage divide in a flat country can be taken as a
metaphor of health vs disease in a medical setting. In the medical landscape the authors could
consider spring location as the equivalent of genetic background at birth. Rivers become
people’s life trajectories. The seas the rivers ultimately flow into are the outcomes, for
example healthy aging vs. premature death due to chronic disease. Depending on the genetic
background (starting point), the influence of life events or particular life styles ( hills, peaks,
ridges) on the fate of the person ( river) would be negligible or determinant in inducing a
particular trajectory to a specific outcome.

If the principal aim of predictive medicine is to predict the future direction of a person’s
life in terms of health on the basis of available data, then in this metaphor the problem is to
predict what direction the river will take, given its spring location in a particular country and
the environmental data available. Two rivers whose “springs” are very close to each other can
easily flow in opposite directions.

At present, despite the incredible development of genetic testing technologies, defining
the role of genetic predisposition of a subject in determining future outcome still is an elusive
target.

In other words, at present, with the exception of extreme situations, the authors are not
able to translate efficiently the precise location of individual springs — in the prediction of the
river path . The essay discuss how the use of newer mathematical approaches like those
inherent to artificial neural networks environment the next future could really offer the chance
to trace the health — disease drainage divide. This is the future challenge for predictive
medicine.

Chapter 13 — Performance of a treatment plant highly depends on plant’s operation and it
is generally difficult to predict the performance due to several uncertainties. Also, many of
activated sludge processes produce poor effluent quality due to escape of sludge from
secondary clarifier as a result of excess filamentous growth. In this context, this study aims at
modeling a real scale activated sludge process using a popular artificial neural network
(ANN) to make its management easier. Effluent COD, effluent BODs and SVI were used as
model output parameters. The developed ANN model was very successful as an excellent to
reasonable match was obtained between the measured and the predicted parameters of
effluent COD (R = 0.90), effluent BODs (R = 0.83) and SVI (R=0.84). Hence, the ANN
based model can be used to predict a full scale wastewater treatment plant performance and to
control the operational conditions for improved process performance.

Chapter 14 — This chapter is devoted to solve the positioning control problem of under-
actuated robot manipulator. Artificial Neural Networks Inversion technique was used where a
network representing the forward dynamics of the system was trained to learn the position of
the passive joint over the working space of a 2R under-actuated robot. The obtained weights
from the learning process were fixed and the network was inverted to represent the inverse
dynamics of the system, and then used in the estimation phase to estimate the position of the
passive joint for a new set of data the network was not previously trained for in order to show
the success of the control strategy.
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Data used in this research are recorded experimentally from sensors fixed on the robot
joints in order to overcome whichever uncertainties presence in the real world such as ill-
defined linkage parameters, links flexibility and backlashes in gear trains.

The technique was implemented in two phases, the first phase was the forward learning
phase that used to obtain the training weights which are used in the second phase which is the
inverse estimation phase that is used to estimate the passive joint’s position for any set of data
the network was not trained for. The results were verified experimentally to show the ability
of the proposed technique to solve the problem efficiently.

Chapter 15 — Time series forecasting is a vital issue for many institutions. In the
literature, many researchers from various disciplines have tried to improve forecasting models
to reach more accurate forecasts. It is known that real life time series has a nonlinear structure
in general. Therefore, conventional linear methods are insufficient for real life time series.
Some methods such as autoregressive conditional heteroskedastiacity (ARCH) and artificial
neural networks (ANN) have been employed to forecast nonlinear time series. ANN has been
successfully used for forecasting nonlinear time series in many implementations since ANN
can model both the linear and nonlinear parts of the time series. In this study, a novel hybrid
forecasting model combining seasonal autoregressive integrated moving average (SARIMA),
ARCH and ANN methods is proposed to reach high accuracy level for nonlinear time series.
It is presented how the proposed hybrid method works and in the implementation, the
proposed method is applied to the weekly rates of TL/USD series between the period January
3, 2005 and January 28, 2008. This time series is also forecasted by using other approaches
available in the literature for comparison. Finally, it is seen that the proposed hybrid approach
has better forecasts than those calculated from other methods.

Chapter 16 — Evolving Connectionist Systems (ECoS) are a class of constructive artificial
neural networks that grow their structure as they learn. They have been widely applied to
many problems. Among their advantages are fast, efficient training and a resistance to
catastrophic forgetting. An attempt has previously been made to formally describe their
operation and behaviour. This formalisation has some objections associated with them. This
chapter describes the basic algorithms behind ECoS networks, critiques the previous
formalisation and presents a new theory of ECoS networks that overcomes the objections
associated with the previous work. Finally, the formalisation is tested on two well-known
benchmark data sets.

Chapter 17 — This chapter studies a class of neuron models that computes a user-defined
similarity function between inputs and weights. The neuron transfer function is formed by
composition of an adapted logistic function with the quasi-linear mean of the partial input-
weight similarities. The neuron model is capable of dealing directly with mix- tures of
continuous as well as discrete quantities, among other data types and there is provision for
missing values. An artificial neural network using these neuron models is trained using a
breeder genetic algorithm until convergence. A number of experiments are carried out in
several real-world problems in very different application domains described by mixtures of
variales of distinct types and eventually showing missing values. This heterogeneous network
is compared to a standard radial basis function network and to a multi-layer perceptron
networks and shown to learn from with su- perior generalization ability at a comparable
computational cost. A further important advantage of the resulting neural solutions is the
great interpretability of the learned weights, which is done in terms of weighted similarities to
prototypes.
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Chapter 18 — The efficacy of an optimization method often depends on the choosing of a
num- ber of behavioural parameters. Research within this area has been focused on devising
schemes for adapting the behavioural parameters during optimization, so as to alleviate the
need for a practitioner to select the parameters manually. But these schemes usually introduce
new behavioural parameters that must be tuned. This study takes a different approach in
which finding behavioural parameters that yield good performance is con- sidered an
optimization problemin its own right and can therefore be attempted solved by an overlaid
optimization method. In this work, variants of the general purpose op- timization method
known as Differential Evolution have their behavioural parameters tuned so as to work well
in the optimization of an Artificial Neural Network. The re- sults show that DE variants using
so-called adaptive parameters do not have a general performance advantage as previously
believed.

Chapter 19 — The modern drug discovery has entered a realm wherein artificial
intelligence plays a pivotal role in handling the huge overflow of the data and extracting vital
information related to structure-activity/property relationships and rational drug design. In
this communication, the authors present an overview of applications of Artificial Neural
Networks (ANN) specifically in the drug discovery arena of Acquired Immunodeficiency
Syndrome (AIDS) with special reference to modeling and design of Non-nucleoside Reverse
Transcriptase Inhibitors (NNRTIs) of Human Immunodeficiency Virus Type-1 (HIV-1).
Although both linear and non-linear techniques are appropriate in distinguishing the
biologically active from the inactive compounds, ANN has consistently shown better
predictive ability in case of training and test data sets both, thus can serve as an excellent tool
for statistical modeling. Also, a comparison of ANN technique with linear and other non-
linear techniques is portrayed in brief. Recent trends in application of ANN technique in drug
development for AIDS are also discussed in the communication. The flexibility of the neural
architecture serves in better understanding of the trained dataset. Since the last two decades,
ANN has emerged as a tool to enhance a descriptive model, though the higher computational
cost encountered in deriving a neural network compared to linear methods might be of
concern, but certainly not a limiting factor.

Chapter 20 — The objective of this paper is to analyze the theme of the application of the
intelligent learning systems (such as artificial neural networks, expert systems, fuzzy models
and genetic algorithms) in the pricing in banking and finance.

All firms must settle a price for the services or products which they offer. The price is an
important element of the marketing mix, being also an important source of income for the
firm. As the competition in the financial systems has intensified, nowadays the settlement of
correct prices has become an essential element for the marketing strategy of a bank.

The price must not be considered as a purely financial problem, calculated by estimating
only the costs to which a margin for profit will be added. The settlement of the price must
consider also the stakeholders point of view.

A peculiarity of the pricing in banking is also a partial lack of transparency which make
difficult to understand the variables to analyze in order to forecast the phenomenon.
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Chapter 1

A NEURAL NETWORK BASED VISUAL
SERVO SYSTEM: LEARNING VISUAL
KINEMATICS OF A SCENE

Ebrahim A. Mattar Al-Gallaf’

Associate Professor of Intelligent Control, Department of Electrical
and Electronics Engineering, College of Engineering,
University of Bahrain, Kingdom of Bahrain

ABSTRACT

Robotics arm visual servo system does suffer from a number of issues, as related to
speed and complexity. One of which is the complicated kinematics relations, in addition
the needed computational time to execute a task. This manuscript highlights a mechanism
through which to approximate the inter-related visual kinematics relations that are part of
visual servo closed loop system through an artificial neural network system. A main issue
that hinders visual servo system is related to the complicated and time variant feature
Jacobian matrix. The methodology followed here is based on the concept of integration of
ANN with an Image Based Visual Servoing (IBVS) system. Artificial neural networks
have been employed here to learn and approximate the relations that relate an object
moving to a robotics arm movement through a visual servo. For validating the presented
concept, one of the closed loop visual servo system already developed, have been used
here to verify the presented concept. A learning Artificial Neural Network has proven to
be an effective approach in learning the nonlinear relationships that govern kinematics
relations used in robotics arm visual servo. In this respect, this chapter will explore how a
trained artificial neural net will be used to achieve a very precise robotics arm movement
by extracting the visual information from a moving object.

* Corresponding author: ebrgallaf@eng.uob.bh

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 3:51 PM via RIJKSUNIVERSITEIT
GRONINGEN

AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research

Account: rug


mailto:ebrgallaf@eng.uob.bh

A1l rights reserved. May not be reproduced in any form without permission from the publisher, except fair uses

Nova Science Publishers, Inc.

permitted under U.S. or applicable copyright law.

Copyright © 2011.

2 Ebrahim A. Matter Al-Gallaf

I. INTRODUCTION

Visual servo is a technique that is used to control a motion of a robotics system using the
visual information to achieve a task. Visionary data is acquired from a camera that is mounted
directly on a robot manipulator or on a mobile robot, in which case, motion of the robot
induces camera motion. Differently, the camera can be fixed, so that can observe the robot
motion. In this sense, visual servo control relies on techniques from image processing,
computer vision control theory, kinematics, dynamic and real time computing. Robotics
visual servoing has been recently introduced by robotics, Al and control communities. This is
due to the significant number of advantages over blind robotic systems. Researchers have
been demonstrated that visual servoing is an effective and a robust framework to control
robotics systems while relying on visual information as feedback. An image-based scheme
task is said to be completely performed if a desired image is acquired by a robotic system.
Numerous advances in robotics have been inspired by the biological systems.

Visual servoing aims to control a robotics system through artificial vision in a way as to
manipulate an environment, comparable to humans actions. Intelligence-based visual control
has also been introduced by research community as a way to supply robotics system even
with more cognitive capabilities, [2]. A number of research on the field of intelligent visual
robotics arm control have been introduced. Visual servoing has been classified as using visual
data within a control loop, enabling visual-motor (hand-eye) coordination. There have been
different structures of visual servo systems. However, the main two classes are; Position-
based visual servo systems (PBVS), and the Image-based visual servo systems (IBVS). In this
chapter, we shall concentrate on the second class, which is the Image-based visual servo
systems.

An Image Based Visual Servoing using Takagi-Sugeno fuzzy neural network controller
has been proposed by Miao et. al. [3]. In this chapter, a Takagi-Sugeno Fuzzy Neural
Network Controller (TSFNNC) based Image Based Visual Servoing (IBVS) method is
proposed. Firstly, the eigenspace based image compression method is explored, which is
chosen as the global feature transformation method. After that, the inner structure,
performance and training method of T-S neural network controller are discussed respectively.
Besides, the whole architecture of the TS-FNNC is investigated.

Panwar and Sukavanam in [4] have introduced Neural Network Based Controller for
Visual Servoing of Robotic Hand Eye System. For Panwar and Sukavanam, in their paper a
neural network based controller for robot positioning and tracking using direct monocular
visual feedback is proposed. Visual information is provided using a camera mounted on the
end-effector of a robotics manipulator. A PI kinematics controller is proposed to achieve
motion control objective in an image plane. A Feedforward Neural Network (FFNN) is used
to compensate for the robot dynamics. The FFNN computes the required torques to drive the
robot manipulator to achieve desired tracking. The stability of combined PI kinematics and
FFNN computed torque is proved by Lyapunov theory.

Luis and Carlos [5], have prsented a research throught which a new control scheme for
visual servoing that takes into account the delay introduced by image acquisition and image
processing. The capabilities (steady-state errors, stability margins, step time response, etc.) of
the proposed control scheme and of previous ones are analytically analyzed and compared.
Several simulations and experimental results were provided to validate the analytical results
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and to illustrate the benefits of the proposed control scheme. In particular, it was shown that
this new control scheme clearly improves the performance of the previous ones.

Alessandro et. al. [6], in their paper, they proposed an image-based visual servoing
framework. Error signals are directly computed from image feature parameters, thus
obtaining control schemes which do not need neither a 3-D model of the scene, nor a perfect
knowledge of the camera calibration matrix. Value of the depth Z for each considered feature
must be known. Thus they proposed a method to estimate on-line the value of Z for point
features while the camera is moving through the scene, by using tools from nonlinear
observer theory. By interpreting Z as a continuous unknown state with known dynamics, they
build an estimator which asymptotically recovers the actual depth value for the selected
feature.

In [7] an adaptive visual servo regulation control for camera-in-hand configuration with a
fixed camera extension was presented by Chen, et. al. In this chapter, image-based regulation
control of a robot manipulator with an uncalibrated vision system is discussed. To
compensate for the unknown camera calibration parameters, a novel prediction error
formulation is presented. To achieve the control objectives, a Lyapunov-based adaptive
control strategy is employed. The control development for the camera-in-hand problem is
presented in detail and a fixed-camera problem is included as an extension. Epipolar
Geometry Toolbox [8], was also created to grant MATLAB users with a broaden outline for a
creation and visualization of multi-camera scenarios. In addition, to be used for the
manipulation of visual information, and the visual geometry. Functions provided, for both
class of vision sensing, the pinhole and panoramic, include camera assignment and
visualization, computation, and estimation of epipolar geometry entities. Visual servoing has
been classified as using visual data within a control loop, enabling visual-motor (hand-eye)
coordination. Image Based Visual Servoing Using Takagi-Sugeno Fuzzy Neural Network
Controller has been proposed by Miao et. al. [9]. In their study, a T-S fuzzy neural controller
based IBVS method was proposed. Eigenspace based image compression method is firstly
explored which is chosen as the global feature transformation method. Inner structure,
performance and training method of T-S neural network controller are discussed respectively.
Besides that, the whole architecture of TS-FNNC is investigated. For robotics arm visual
servo, this issue has been formulated as a function of object feature Jacobian. Feature
Jacobian is a complicated matrix to compute for real-time applications. For more feature
points in space, the issue of computing inverse of such matrix is even more hard to achieve.

1.2. Main Contribution

This manuscript is presenting a research framework which was oriented to develop a
robotics visual servo system that relies on approximating complicated nonlinear visual servo
kinematics. It concentrates on approximating differential visual changes (object features)
relations relating objects movement in a world space to object motion in a camera space
(usually time-consuming relations as expressed by time-varying Jacobian matrix), hence to a
robotics arm joint space. The research is also presenting how a trained Neural Network can be
utilized to learn the needed approximation. The research whole concept is based on utilizing
and mergence three fundamentals. The first is a robotics arm-object visual kinematics, the
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second is the Epipolar Geometry relating different object scenes during motion, and a
learning artificial neural system. To validate the concept, the visual control loop algorithm
developed by Rives has been thus adopted to include a learning neural system. Results have
indicated that, the proposed visual servoing methodology was able to produce a considerable
accurate results.

camera
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Figure 2. Pinhole Camera Geometry.
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1.3. Chapter Organization

This manuscript has been sub-divided into six main sections. In section (1) we introduce
concept of robotics visual servo background as related to visual servo. In section (2), we
present a background for single scene via signal camera system. Double scene, as known as
Epipolar Geometry is presented in section (3). Neural based IBVS is presented in Section (4),
whereas simulated Rives algorithm is presented in section (5). Section (5) presents a case
study and a simulation result of the modified Rives algorithm. Finally, Section (6) presents
the chapter conclusions.

Il. SINGLE CAMERA MODEL : OBJECT TO
CAMERA PLANE KINMEATICS

To assemble a closed loop visual servo system, a loop is to be closed around the robotics
system. In this study, this is a Puma-560 robotics arm, with a Pinhole camera system. For
analyzing closed loop visual kinematics, we shall employ a Pinhole Camera Model for
capturing object features. For whole representation, details of a Pinhole camera model in
terms of image plane (&, y* ) location are expressed in terms (&, vy, and (), as in Equ. (1):

In reference to Figure (2), we can express (&', y* ) locations as expressed in terms (&, v,
and C):

(M

Both (&', ") location over an image plane is thus calculated by Equ. (1). For thin lenses

(as the Pinhole camera model), camera geometry are thus represented by, [10] :
1
ga

2

Y| =
< |

In reference to [10], using Craig Notation, °P denotes coordinate of point P in frame
B. For translation case :

*P="P+80, 3)

®0. is a coordinate of the origin O, of frame (A) in a new coordinate system (B).
Rotations are given :
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AT
IB

SR = (%iaju"ka)=| A1 )

Akg

In Equ (4), ®ia is a frame axis coordinate of (A) in another coordinate (B). In this respect,
for rigid transformation we have :
B

P="R*P

A

B

P="R*P+20, (5)

For more than one consecutive rigid transformations, (for example to frame C), i.e. form
frames A — B — C, coordinate of point P in frame C can then be expressed by :

°P="R(®R*P+°0,)+°0s
®P=CRER"P +(CR”0x+°0x) (6)

. . . B
For homogeneous coordinates, it looks very concise to express P as:

5P| [®R ®0.[*P]
= ™
11107 1|1

[°P] [SR coe]®P
1 lom 11 ®)

He vl T ”
1 0] 1|0 1 1

We could express elements of a transformation T" by writing :

011 O12 O13 Ou4

l_, _ O21 022 023 O24 — AT Q (10)
Os1 O3 O3 Ou o 1
G411 O42 O43 Ous
as becoming offline transformation. If (A=R), i.e., a rotation matrix (I"), once R'R=1,
then :
R Q
r= (11)
o1
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Euclidean transformation preserves parallel lines and angles, on the contrary, affine
preserves parallel lines but not angles, Introducing a normalized image plane located at focal
length ¢=1. For this normalized image plane, pinhole (C) is mapped to the origin of an

image plane using :

P=(@ O (12)
C and P are mapped to :
a L .
B=|a|=1[r O{P} (13)
¢ 1
1
éc
~ 1 \ch
P==[ o] (14)
- 4
1
we also have :
u L kb 0 wl &
v =? 0 ké wlw
1 0 0 1c¢
u k¢ 0 w
1 v
v -z 0 ko wl[l O (15)
1 0 0 1

Now once k=k¢ and f=L¢, then we identify these parameters «,[,u,,v, as intrinsic

camera parameters. In fact, they do present the inner camera imaging parameters. In matrix

notation, this can be expressed as :

u x 0 u 0]°
v=iCoBV00‘V
¢ ¢
1 00 1 0f5
UlKOUQORgév
VZEOBVOO[T ‘VV (16)
1 001 0 (31
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Both (R) and (Q) extrinsic camera parameters, do represent coordinate transformation
between camera coordinate system and world coordinate system . Hence, any (u, v) point in
camera image plan is evaluated via the following relation :

u
1 w 1.
V|=—MMp" =—Mp 17)
1 o ¢

Here (M) in Equ (17) is referred to as a Camera Projection Matrix. We are given (a) a
calibration rig, i.e., a reference object, to provide the world coordinate system , and (2) an
image of the reference object. The problem is to solve (a) the projection matrix, and (b) the
intrinsic and extrinsic parameters.

COMPUTING A PROJECTION MATRIX : In a mathematical way, we are given

& oy ¢¥)and (u wv) fori=(...... n), we want to solve for M, and M, :
& &
Ui 1 w 1 WW
VilE e MiMe| L (=M (18)
N S < e
1 1
&
Ui O11 Oz O3 Oua w
Cicz Vi|=| 021 GC22 O O \g‘:‘, (19)
1 O31 O32 O33 O3 ]I-

Q.c ui = GZlé;N + o2 \U;N + o2 C:N + G (20)

Gui=ocun& +ony +oud +ou

Obviously, we can let o, =1 . This means, the projection matrix is scaled by . . We
have, KM=U , and Ke®®™*is a matrix, a 11-D vector, and U x> vector. A least square
solution of equation KM = U is thus given by :

M=kKk*'U or M=K'K*'K"U (21)

K* 1is the pseudo inverse of matrix K, and m and m,, consist of the projection matrix

M. We now turn to double scene.
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Figure 3. Camera image frame and Epipolar Geometry.

I11. DouBLE CAMERA SCENE ANALYSIS EPIPOLAR GEOMETRY

In this section, we shall consider an image resulting from two camera views. For two
perspective views of the same scene taken from two separate viewpoints O, and O,, this is

illustrated in Figure (3). Also we shall assume that (m, and m,) are representing two
separate points in two the views. In other words, perspective projection through O, and O,,
of the same point X, in both image planes A, and A, . In addition, by letting (¢, ) and (c, )
be the optical centers of two scene, the projection E, (E,) of one camera center O, (O, ) onto

the image plane of the other camera frame A,(A,) is the epipole geometry. We can

expressed such an epipole geometry in homogeneous coordinates in terms El and E ot

E,=(E, E, 1 and E,=(E, E, 1 (22)

y y

One of the main parameters of an epipolar geometry is the fundamental Matrix H (which
is Re3x3).
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In reference to the H matrix, it conveys most of the information about the relative
position and orientation (t,R) between the two different views. Moreover, the fundamental
matrix H algebraically relates corresponding points in the two images through the Epipolar
Constraint. For instant, let the case of two views of the same 3-D point X,, both

characterized by their relative position and orientation (t,R) and the internal, hence H is
evaluated in terms of K, and K, (extrinsic camera parameters), [8]

H=K, [t],RK,* (23)

In such a case, a 3-D point ( X, ) is projected onto two image planes, to points (m, ) and
(mu), as to constitute a conjugate pair. Given a point (m, ) in left image plane, its conjugate
point in the right image is constrained to lie on the epipolar line of (m.). The line is
considered as the projection through C, of optical ray of m, . All epipolar lines in one image
plane pass through an epipole point. This is the projection of conjugate optical centre :

=~ = (C . . . . . = .
E, =P, [11] Parametric equation of epipolar line of i, gives m," =E, +AP,P," my . In image

coordinates this can be expressed as :
L&+ AVE
g, + [V, 24)

(25)

here V=Pp,P," fin is a projection operator extracting the (i) component from a vector. When
(c,) is in the focal plane of right camera, the right epipole is an infinity, and the epipolar lines

form a bundle of parallel lines in the right image. Direction of each epipolar line is evaluated
by derivative of parametric equations listed above with respect to (1) :

w [)[] -[l]
@ (] ARy (26)

dv [V]( []] [E/]][ e, @7)

The epipole is rejected to infinity once [EZL =0. In such a case, direction of the epipolar
lines in right image doesn't depend on any more. All epipolar lines becomes parallel to vector
([Ez]l [EZL)T. A very special occurrence is once both epipoles are at infinity. This happens
once a line containing (c,) and (c,), the baseline, is contained in both focal planes, or the
retinal planes are parallel and horizontal in each image as in Figure (3). The right pictures plot
the epipolar lines corresponding to the point marked in the left pictures. This procedure is
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called rectification [8]. If cameras share the same focal plane the common retinal plane is
constrained to be parallel to the baseline and epipolar lines are parallel.

IVV. NEURAL NET BASED IMAGE-BASED VISUAL
SERVO CONTROL (ANN-IBVS)

Over the last section we have focused more in single and double camera scenes, i.e.
representing the robot arm visual sensory. In this section, we shall focus on Image-Based
Visual Servo (IBVS) which uses locations of object features on image planes (epipolar) for
direct visual feedback. For instant, re-consider Figure (1), where it is desired to move a
robotics arm in such away that camera's view changes from (initial) to (final) view, and
feature vector from (¢, ) to (¢, ). Here (¢, ) may comprise coordinates of vertices, or areas of

the object to be tracked. Implicit in (¢, ) is the robot is normal to, and centered over features

of an object, at a desired distance. Elements of the task are thus specified in image space. For
a robotics system with an end-effector mounted camera, viewpoint and features are functions
of relative pose of the camera to the target, (°¢,). Such function is usually nonlinear and
cross-coupled. A motion of end-effectors DOF results in complex motion of many features.
For instant, a camera rotation can cause features to translate horizontally and vertically on the
same image plane, as related via the following relationship :

¢=F("¢,) (28)

Equ (22) is to be linearized. This is to be done around an operating point :

S0=" 3. x)5 “x (29)
ey 0b
1ex) = (30)

In Equ (24), "J.(°x.) is the Jacobian matrix, relating rate of change in robot arm pose to

rate of change in feature space. Variously, this Jacobian is referred to as the feature Jacobian,
image Jacobian, feature sensitivity matrix, or interaction matrix [10]. Assume that the
Jacobian is square and non-singular, then :

“%='J(Cxp) T @31

from which a control law can be expressed by :

“s = [KI[ % (Cxp) 1(F, —F (D)) (32)
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will tend to move the robotics arm towards desired feature vector. In Equ (26), K" is a
diagonal gain matrix, and (t) indicates a time varying quantity. Object posture rates °x. is
converted to robot end-effector rates. A Jacobian , fJ.(°x.) as derived from relative pose
between the end-effecter and camera, (°x,) is used for that purpose. In this respect, a
technique to determine a transformation between a robot's end-effector and the camera frame
is given by Tsai and Lenz [11] . In turn, an end-effector rates may be converted to
manipulator joint rates using the manipulator's Jacobian [12], as follows :

6,="°J.1(0)" x. (33)

0, represents the robot joint space rate. A complete closed loop equation can then be

given by :

e[ :KI6J;1 (e)tleeJ;lCXt (fd —f(t)) (34)

For achieving this task, an analytical expression of the error function is given by :
0=2"0,+1(,-22) 2 (35)
oX

Here, y e R* and Z* is pseudo inverse of the matrix Z, Ze R™ =R(Z") =R(J;) and J
is the Jacobian matrix of task function as J = 2—;2 . Due to modeling errors, such a closed-loop

system is relatively robust in a possible presence of image distortions and kinematics
parameter variations of the Puma 560 kinematics. A number of researchers also have
demonstrated good results in using this image-based approach for visual servoing. It is always
reported that, the significant problem is computing or estimating the feature Jacobian, where a
variety of approaches have been used [12]. The proposed IBVS structure of Weiss [13,14],
controls robot joint angles directly using measured image features. Non-linearities include
manipulator kinematics and dynamics as well as the perspective imaging model. Adaptive
control was also proposed, since 'J;'(°0) , is pose dependent, [15]. In this study, changing

relationship between robot pose, and image feature change is learned during the motion via a
learning neural system. The learning neural system accept s a weighted set of inputs
(stimulus) and responds.

Avrtificial Neural Networks : Biological Inspiration

Animals are able to react adaptively to changes in their external and internal
environment, and they use their nervous system to perform these behaviours. An appropriate
model/simulation of the nervous system should be able to produce similar responses and
behaviours in artificial systems. The nervous system is build by relatively simple units, the
neurons, so copying their behaviour and functionality should be the solution [16]. The human
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+10

brain is a part of the central nervous system, it contains of the order of 10  neurons. Each
+4

can activate in approximately Sms and connects to the order of 10 other neurons giving
+14

10 connections as shown in Figure (4.2), [17].
The neuron as shown in Figure (4) made of, [16]:

e Synapses: Gap between adjacent neurons across which chemical signals are
transmitted: ( known as the input) .

e Dendrites: Receive synaptic contacts from other neurons.

e Cell body / soma: Metabolic centre of the neuron: processing.

e Axon: Long narrow process that extends from body: (known as the output).

Information transmission happens at the synapses as shown in Figure (5). The spikes
travelling along the axon of the pre-synaptic neuron trigger the release of neurotransmitter
substances at the synapse. The neurotransmitters cause excitation or inhibition in the dendrite
of the post-synaptic neuron. The integration of the excitatory and inhibitory signals may
produce spikes in the post-synaptic neuron. The contribution of the signals depends on the
strength of the synaptic connection [16]. An Artificial Neural Network (ANN) is an
information processing paradigm that is inspired by the way biological nervous systems, such
as the brain, process information. The key element of this paradigm is the novel structure of
the information processing system. It is composed of a large number of highly interconnected
processing elements (neurons) working in unison to solve specific problems. ANN system,
like people, learn by example. An ANN is configured for a specific application, such as
pattern recognition or data classification, through a learning process. Learning in biological
systems involves adjustments to the synaptic connections that exist between the neurons. This
is true of ANN system as well [18].

Figure 4. Human Brain nerve Systems (Nuerons), [16].

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 3:51 PM via RIJKSUNIVERSITEIT
GRONINGEN

AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research

Account: rug



A1l rights reserved. May not be reproduced in any form without permission from the publisher, except fair uses

Nova Science Publishers, Inc.

permitted under U.S. or applicable copyright law.

Copyright © 2011.

14 Ebrahim A. Matter Al-Gallaf

Axon Branches

Figure 5. Multipolar Neuron, [16].

The four-layer feed-forward neural network with (n) input units, (m) output units and N
units in the hidden layer, shown in the Figure (8), and as will be further discussed later.
Figure (8). exposes a one possible neural network architecture that have been used. In
reference to the Figure (8), every node is designed in such away to mimic its biological
counterpart, the neuron. Interconnection of different neurons forms an entire grid of the used
ANN that have the ability to learn and approximate the nonlinear visual kinematics relations.
The used learning neural system composes of four layers. The input, output layers, and two
hidden layers.

A Neural
»  Network Learning
System
Error
computation
Visual Robot Camera
X S* isua . |
d Control N image plane
Algorithm »  Jacobian Hardware »  Robot Arm >
Inverse Controllers
K
S(t) )
Robot Arm Low-Level Joint feedback
f(t) . Visual feedback
Pose Feawre | o | Epipolar 1 | “gensor of 3D
Estimation Extraction Geometry features

Figure 6. Neural system based Visual servo.
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If we denote "v, and "o, as the camera’s linear and angular velocities with respect to

the robot frame respectively, motion of the image feature point as a function of the camera
velocity is obtained by :

0 o px px px _ px p><

P
. a : : ‘ “[*rR, 0 T*v,
> I ACRRPCR ) I B
pc 1 _1 - y pcx px _ pcx px _cpx w ('Oc
pZ pZ pZ

Instead of using coordinates *P. and 'P, of the object feature described in camera

coordinate frame, which are a priori unknown, it is usual to replace them by coordinates (u)
and (v) of the projection of such a feature point onto the image frame.

V. SIMULATION VISUAL SERVOING WITH PIN-HOLE CAMERA
FOR 6-DOF RoBoTICS ARM (A CASE STUDY)

Visual servoing with a pin-hole camera for a 6-DOF robotics arm is simulate here. The
system under study and simulation is shown Figure (6). During simulations the task has been
performed using 6-DOF Puma manipulator with 6 revolute joints and a camera that can
provide position information of the robot tip and the target in the robot workplace. The robot
direct kinematics is given by the set of equations of Puma 560 robotics system, as
documented in [15]. Kinematics and dynamics equations are already well known in the
literature. For the purpose of comparison, the used example is based on visual servoing
system developed by Rives [1]. The robotics system are has been servoing to follow an object
that is moving in a 3-D working space. Object has been characterized by (8-features) marks,
this has resulted in 24, R €*°size, feature Jacobian matrix. This is visually sown in Figure
(7). The object 8-features will be mapped to the movement of the object in the camera image
plane through defined geometries. Changes in features points, and the differentional changes
in robot arm, constitute the data that will be used for training the ANN. The used ANN
architecture is hence shown in Figure (8).

Visual DATA Generation

The foremost ambition of this visual servoing is to drive a 6-DOF robot arm, as simulated
with Robot Toolbox [14], and equipped with a pin-hole camera, as simulated with Epipolar
Geometry Toolbox, EGT [8], from a starting configuration toward a desired one using only
image data provided during the robot motion. For the purpose of setting up the proposed
method, Rives algorithm has been run a number of time before hand. In each case, the arm
was servoing with different object posture and a desired location in the working space. The
EGT function to estimate the fundamental matrix H, given U; and U,, for both scenes in
which U; and U, are defined in terms of eight (¢, , () feature points :
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Large training patterns have been gathered and classified, therefore. Gathered patterns at
various loop locations gave an inspiration to a feasible size of learning neural system. Four
layers artificial neural system has been found a feasible architecture for that purpose. The net
maps 24 (3x8 feature points) inputs characterizing object cartesian feature position and arm
joint positions into the (six) differential changes in arm joints positions. The network is
presented with some arm motion in various directions. Once the neural system has learned
with presented patterns and required mapping, it is ready to be employed in the visual servo
controller. Trained neural net was able to map nonlinear relations relating object movement to
differentional changes in arm joint space. Object path of motion was defined and simulated
via Rives Algorithm, as given in [1], after such large number of running and patterns, it was
apparent that the learning neural system was able to capture such nonlinear relations.

An Execution Phase

Execution starts primary while employing learned neural system within the robotics
dynamic controller (which is mainly dependent on visual feature Jacobian). In reference to
Figure (6), visual servoing dictates the visual features extraction block. That was achieved by
the use of the Epipolar Toolbox. For assessing proposed visual servo algorithm, simulation of
full arm dynamics has been achieved using kinematics and dynamic models for the Puma 560
arm. Robot Toolbox has been used for that purpose. In this respect, Figure (9) shows an aerial
view of actual object posture and the desired one. This is prior to visual servoing to take
place. The figure also indicates some scene features. Figure (10) shows the Robot arm-camera
servoing and approaching towards a desired object posture. ANN was fed with defined
pattern during arm movement. Epipolars have been used to evaluate visual features and the
update during arm movement.

Object Visual Features Migration

Figure (11) shows error between the Rives Algorithm and the proposed ANN based
visual servo for the first (60) iterations. Results suggest high accuracy of identical results,
indicating that a learned neural system was able to servo the arm to desired posture.
Difference in error was recorded within the range of (4x107°) for specific joint angles. Figure
(12) shows migration of the eight visual features as seen over the camera image plan. Just the
once the Puma robot arm was moving, concentration of features are located towards an end
within camera image plane. In Figure (13), it is shown the object six dimensional movement.
They indicate that they are approaching the zero reference. As an validaition of the enural
network ability to servo the robotics arm toward the object, finally in Figure (14) we show
that the trained ANN visual servo controller does approach zero level of movement, as for
different training patterns for different arm postures.
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CONCLUSIONS

Servoing a robotics arm towards an object movement using visual information is an issue
that has been discussed by a number of research for the last twenty years. This manuscript has
discussed a mechanism to learn the kinematics and feature-based Jacobian realtions that are
used for robotics arm visual servo system. In this respect, the concept introduced has been
based on the employment of an artificial neural network system trained to learn a mapping
relating kinematics and changes in visual loop kinematics. Changes in a v loop visual
Jocobain depends heavily on a robotics arm 3-D posture, in addition, it depends on features
associated with an object under visual servo (to be tracked). Results have shown that, trained
neural network can be used to learn the complicated visual relations relating an object
movement to an arm joint space movement. The proposed methodology has also resulted in a
great deal of accuracy. The proposed methodology was applied to the well-know Image
Based Visual Servoing already discussed by Rives in [10].
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Chapter 2

PREDICTION OF MECHANICAL PROPERTIES OF
POLYPROPYLENE/WGRT COMPOSITES VIA UNIFORM
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130012, People’s Republic of China
*Polymer Science and Engineering, School of Nano and Advanced aterials
Engineering, Gyeongsang National University, Jinju 660-701,
Gyeongnam, Republic of Korea

ABSTRACT

Recycling represents a valid alternative to the disposal of post-consumer materials if
it is possible to obtain new materials with good properties. In this chapter, Polypropylene
(PP)/waste ground rubber tire powder (WGRT) or waste polypropylene (WPP)/waste
ground rubber tire (WGRT) powder composites were studied with respect to the effect of
bitumen and maleic anhydride-grafted styrene-ethylene-butylene-styrene (SEBS-g-MA)
content by using the design of experiments (DOE) approach, whereby the effect of the
four polymers content on the final mechanical properties were predicted. Uniform design
method was especially adopted for its advantages. Optimization was done using hybrid
artificial neural network-genetic algorithm (ANN-GA) technique. The results indicated
that the composites showed fairly good ductibility provided that it had a relatively higher
concentration of bitumen and SEBS-g-MA under the studied condition. A quantitative
relationship was presented between the material concentration and the mechanical
properties as a set of contour plots, which were confirmed experimentally by testing the
optimum ratio.

Keywords: waste ground rubber tire powder; composites; mechanical properties; uniform
design; artificial neural network.
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1. INTRODUCTION

Our laboratory has been focusing considerable attention on development of technologies
to effectively recycle waste ground rubber tire [1-3]. In the first stage of the 10 year project
(2000~2002), we developed technologies to produce ultra fine powder from waste ground
rubber tire. In the second stage (2003~2005), we developed technologies to manufacture
thermoplastic elastomers from waste ground rubber tire powder. In the third stage
(2006~2009), we are developing technologies for mass production of TPEs based on waste
ground rubber tire powder. Recycling of waste ground rubber tire requires special techniques
because waste ground rubber tire is a thermoset material, which cann’t be reprocessed like
thermoplastics. Powder utilization is one of the attractive techniques for effective utilization
of waste ground rubber tire. A promising way of ‘recycling’” waste ground rubber tire powder
(WGRT) is to incorporate it into thermoplastics to obtain thermoplastic elastomers (TPEs)
and a perfect choice for thermoplastic is polypropylene (PP) or waste polypropylene (WPP)
due to their low cost and the resulting protection of environment. One of major criteria for a
thermoplastic elastomer is elongation at break is more than 100%. In order to achieve the
target, bitumen and compatibilizer were added to the polypropylene/waste ground rubber tire
powder (PP/WGRT) or waste polypropylene/waste ground rubber tire powder (WPP/WGRT)
blend systems. According to the former papers, we know that bitumen acts as a plasticizer for
polyolefin [4]. In addition, bitumen also acts as a devulcanized agent for WGRT [5,6]. The
interface adhesion between PP or WPP and WGRT is usually very weak due to the
crosslinked structure of WGRT. In order to solve the problem, some attempts were made to
produce thermoplastic rubbers [7,8]. It was early recognized that WGRT should be
devulcanized or at least partially devulcanized to facilitate the molecular entanglement
between PP and WGRT. In order to further improve the interface adhesion between PP or
WPP and WGRT, the compatibilizer and bitumen are added together.

The sharp market competition makes it important to shorten the development cycle of
products and reduce the costs. The application of statistical experimental design and analysis
technology in the rubber industry provides composites with a convenient, accurate and
quantitative means. Statistical design of experiments (DOE) has been long used to provide
efficient approaches to optimize process parameters and rubber formulary in rubber
processing [9]. Most statistical experimental designs usually adopted in rubber composites are
two level factorial design, screening design and response surface design, in which the
response surface design especially has been used widely because of its use of less
experimental trials and its capability of fitting quadratic regression equations [10]. However,
with the increase of experimental factors, the number of coefficients of the quadratic equation
increases exponentially and hence, does the number of experimental trials. More recently, a
new statistical design of experiments, the uniform design method is found to overcome this
problem. Keeping this in mind, a three factor with seven trials uniform experimental design
Uy (73 ) was chosen and experiments were carried out.
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Table 1. Uniform design table (U(7%)) and the corresponding results for
PP/WGRT/Bitumen/SEBS-g-MA composites

Exp.no. Factors Results
PP Bitumen | WGRT | SEBS-g-MA | Tensile strength | Elongation at
Wt.%) | (wt%) | (wt.%) (phr) (MPa) break (%)

1 65 13.5 21.5 6.7 12.3 380.0
2 35 18 47 10 7.8 339.0
3 60 0 40 13.3 11.5 139.3
4 40 4.5 55.5 3.3 10.4 165.9
5 50 9 41 20 10.3 342.0
6 55 22.5 22.5 0 10.7 300.0
7 45 27 28 16.7 8.9 505.7

Uniform design (UD) is a useful and simple method, which was first proposed by Fang
and co-workers [11]. Generally speaking, UD is a form of "space filling" design for computer
experiments [12]. In order to establish a UD, one needs to find suitable design points that are
scattered uniformly on the experimental domain. However, if we restrict the domain to certain
lattice points, then UD is also an efficient fractional factorial design. For a given measure of
uniformity M, a uniform design has the smallest M-value over all fractional factorial designs
with n runs and m g-level factors. Examples of successful applications of the UD method for
improving technologies in various fields have been consistently reported [13-17].

Table 2. Uniform design table (U-(7%)) and the corresponding results for
WPP/WGRT/Bitumen/SEBS-g-MA composites

Exp.no. | Factors Results
WPP Bitumen | WGRT | SEBS-g- Tensile strength Elongation at
(wt.%) | (wt.%) (wt.%) | MA (MPa) break (%)

(phr)

1 65 13.5 21.5 6.7 12.1 188.7

2 35 18 47 10 8.9 256.4

3 60 0 40 13.3 12.6 157.2

4 40 4.5 55.5 33 11.6 131.2

5 50 9 41 20 11.2 207.6

6 55 22.5 22.5 0 10.6 239.4

7 45 27 28 16.7 8.7 393.1

Table 3. Comparison of experimental properties and those predicted by RCAD for

PP/WGRT/Bitumen/SEBS-g-MA composites

Properties Predicted by RCAD | Experimental value
Tensile strength (MPa) | 9.4 9.3
Elongation at break (%) | 500.2 534.8
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An artificial neural network (ANN) approach is a powerful mathematical tool in
recognizing and modeling of material properties. They have been used in diverse applications
in control, robotics, pattern recognition, forecasting, power systems, manufacturing,
optimization, signal processing, etc. The idea to solve engineering problems using neural
networks was developed in the 1940s in the United States. It has been introduced into the
fields of materials recently [18,19]. They are actually a computing system containing simple
processing elements known as units or nodes connected by links. Each neuron generates an
output signal and this is in the case that the weighted sum of inputs is greater than an
actuation value. Output of each neuron is related to the inputs through transfer or actuation
functions. These subsystems are organized in a series of layers. In each neuron, the scalar
input p is transmitted through a connection that multiplies its strength by the scalar weight w,
to form the product wp, again a scalar. This product may be added to a scalar bias (much like
a weight, except that it has a constant input of 1) to form the final argument of the transfer
function. A neural network is not constructed for the solution of a specific mathematical
problem and no mathematical or engineering principles are applied to determine the system
output. They just apply the gained knowledge from previously solved examples to build a
system of neurons that learn how to solve a new examined problem by adapting the intensity
of the links between nodes [20].

On the other hand, genetic algorithm (GA) is a direct search algorithm that is based on
the natural evolution concept coming from Darwin’s theory of evolution. It is actually a
probability-based optimization algorithm, started with an initial population of design
variables. In GA, natural selection increases the surviving capability of the populations over
the foregoing generations. The characteristics of each design are used to generate a fitness
value indicating its level of performance with respect to the other designs in the population.
Designs that perform the best (i.e., have the highest fitness value) are given the greatest
probability of breeding with other good designs so that their characteristics can be passed to
future generations. ANN and GA are the most promising natural computation techniques. In
recent years, ANN has become a very powerful and practical method to model very complex
nonlinear systems [21-25] and can be found in various research fields for parameter
optimization [22-24,26].

In the present chapter, polypropylene (PP)/waste ground rubber tire powder (WGRT) or
waste polypropylene/waste ground rubber tire powder (WPP/WGRT) composites were
prepared. The effect of bitumen and maleic anhydride-grafted styrene-ethylene-butylene-
styrene (SEBS-g-MA) of various concentrations on the mechanical properties of the above
composites was studied. Instead of studying the effect of each factor one at a time and finally
optimizing, design of experiments (DOE) methodology was chosen and uniform design
method was especially adopted involving a minimum of only seven experiments.
Optimization was done using a hybrid artificial neural network (ANN)-genetic algorithm
(GA) approach. The primary focus of this article is to predict the mechanical properties of
PP/WGRT or WPP/WGRT composites companied with bitumen and SEBS-g-MA using
ANN-GA approach with minimum number of experiments. Results from the predicted
properties were also experimentally confirmed.
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Table 4. Comparison of experimental properties and those predicted by RCAD for
WPP/WGRT/Bitumen/SEBS-g-MA composites

Properties Predicted by RCAD | Experimental value
Tensile strength (MPa) | 9.2 8.9
Elongation at break (%) | 506.8 461.6

2. EXPERIMENTAL

2.1. Materials

Polypropylene (PP R520Y, MFI=1.8 g/10min) was manufactured by SK Corporation in
Korea. Waste polypropylene (WPP) was supplied by Korean TR Co. Ltd. Maleic anhydride-
grafted styrene-ethylene-butylene-styrene (SEBS-g-MA, Kraton FG-1901X) were obtained
from Shell Chemical Co. Ltd. Bitumen (X-4) was obtained from Waterproofbank Company in
Korea. Waste ground rubber tire powder (WGRT) of about 50 meshes was produced by
Hongbok Industries in Korea. The composition of WGRT powder was polymer content of
48.5% with a natural rubber (NR) and a styrene-co-butadiene rubber (SBR). The other
composition of WGRT powder was organic additive, carbon block and ash content of 13.4%,
27.7% and 10.4% respectively.

2.2. Sample Preparation

Waste ground rubber tire powder (WGRT) was devulcanized in a 30 mm single-screw
extruder. First WGRT was passed through the extruder at the screw speed of 40 rpm and
temperature profile of 110/120/140 °C. Afterwards, the extruded WGRT was extruded again
together with the bitumen at the screw speed of 20 rpm and temperature profile of 90/100/110
°C. Finally, PP/WGRT/Bitumen/SEBS-g-MA or WPP/WGRT/Bitumen/SEBS-g-MA
composites were produced in a L40/D19 twin-screw extruder at the screw speed of 180 rpm
and temperature profile of 170/180/200/210/210/215/215/210 °C. The final samples were
molded at temperature profile of 220/230/240/250 °C by injection for the measurements of
tensile properties.

2.3. Characterization

The tensile properties of the dumbbell samples were measured according to ASTM D412,
using a Lloyd LR10K tensile testing machine, with crosshead speed of 500 mm/min, and the
average value of mechanical properties was calculated using at least 5 samples.
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Figure 1. Optimization methodology in RCAD.

Bitumen: 13.50 wt%  SEBS-g-MA: 10.00 phr Bitumen: 1350 wt%  SEBS-g-MA: 10.00 phr

13.00 379.00
1200 ] 350.80 '
o P -
o B
g S
- %
F
5 1100 2 3260
o %
7] c
o 2
% )
£ 1000 S 29440
= o

900 — - 266.20

8.00 238.00

3500 4100 4700 5300 5900 6500 3500 4100 4700 5300 5900  65.00
PP (wt%) PP (wi%)

Figure 2. Predicted properties of RCAD with respect to PP concentration at a constant bitumen (13.50
wt%) and SEBS-g-MA (10.00 phr) concentration for PP/WGRT/Bitumen/SEBS-g-MA composites.

2.4. Stages in Experimentation

The various steps involved in execution of design of experiment [27], which was
employed in this study: (1) recognition and statement of the problem (2) choice of factors and
levels (3) selection of the response variables (4) design of experiments (i.e., layout for
carrying out the trial) (4) conduct of the experiment (5) analysis of data (6) selection of
optimum combination of parameters and (7) trial implementation to confirm the result. The
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first step is the recognition and statement of the problem, which is the objective of the study
to determine the effect of bitumen and SEBS-g-MA and develop a thermoplastic elastomer
based on PP and WGRT possessing good ductibility by involving a minimum number of
experiments. Four important factors identified to have maximum impact on the properties of
the blends are PP (x1), bitumen (x2), WGRT (x3) and SEBS-g-MA (x4) contents. The ranges
of the factors to be evaluated are: 35 wt% < x1 <65 wt%, 0 wt% < x2 <27 wt%, 0 phr < x4 <
20 phr and x1 + x2 + x3 = 100%. Although there are four factors involved, the existence of x1
+x2 + x3 = 100% decides to take the U; (7°) involving three factors ( x1, x2, x4 ) and seven
experimental runs (Table 1). The effect of each factor one at a time and finally optimizing,
design of experiments (DOE) methodology was chosen and uniform design method was
especially adopted involving a minimum of only seven experiments. The response variables
selected for study are tensile strength and elongation at break, as these are the chief and
critical factors to any industrial application.

2.5. Optimization by Hybrid Artificial Neural Network — Genetic Algorithm

The uniform design data was used as the input for optimization procedure. Due to the
good approximation ability of neural network and the robust evolutionary searching
performance of GA, this hybrid ANN-GA strategy was particularly selected for optimization
in this study. It also has the primary advantage of being used for optimization of processes
without explicitly knowing the forms of objective functions. The application of this strategy
is recently finding increased applications in many different scientific and engineering
disciplines owing to its accuracy in prediction/optimization and flexibility. The searching
mechanism of the hybrid strategy can be briefly described as follows. Firstly, as approximate
models of the practical problem, ANNs are constructed with certain training algorithms based
on a collection of training samples. Then, the GA is employed to explore good solutions
among solution space. Once the GA generates a new solution, the ANN will be used to
determine its fitness value for the GA to continue its searching process. Until the stopping
criterion of the GA is satisfied, the strategy will output the best solution resulted by the GA
and its performance determine by detail evaluation based on actual problem. In other word,
the objective values of solutions can be predicted efficiently by the ANN with certain extent
of precision degree due to its good approximation performance, so as to improve the
searching efficiency of GA by without paying much computational time for evaluation. On
the other hand, the GA can guarantee promising solutions due to its effective and robust
searching performance for this current optimization problem. A proprietary software package
developed in Qingdao University of Science and Technology, China called Rubber Computer
Aided Design (RCAD) [28] was used for this purpose. The schematic diagram for
optimization of RCAD is shown in Figure 1.
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Figure 3. Predicted properties of RCAD with respect to bitumen concentration at a constant PP (50.00
wt%) and SEBS-g-MA (10.00 phr) concentration for PP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 4. Predicted properties of RCAD with respect to SEBS-g-MA concentration at a constant PP
(50.00 wt%) and bitumen (13.50 wt%) concentration for PP/WGRT/Bitumen/SEBS-g-MA composites.

3. RESULTS AND DISCUSSION

As observed in our preliminary studies, mixtures of PP or WPP and WGRT do not lead to
the formation of composites having appreciable mechanical properties. Accordingly, it was
presumed that incorporation of bitumen and SEBS-g-MA in the PP/WGRT or WPP/WGRT
composites could produce the desired properties. Bitumen was chosen because of its
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plasticized effect for PP or WPP [4] and its devulcanized effect for WGRT [5,6]. Namely the
sulfur crosslink in WGRT are broken under mechanical stress (the first extrusion) [5] and the
components of bitumen react with the sulfur in WGRT (the second extrusion) [6]. SEBS-g-
MA was also selected for its use as a good compatibilizer. Namely SEBS-g-MA has a certain
extent compatibility with PP or WPP but also MA group in SEBS-g-MA can react with
phenolic OH group in WGRT. In our former studies [29], it has been proved that the presence
of bitumen could improve the elongation at break of polypropylene (PP)/waste ground rubber
tire powder (WGRT) composites due to the devulcanized and plasticized effects of bitumen.
Moreover, the presence of compatibilizer (SEBS-g-MA) could also enhance the elongation at
break of polypropylene (PP)/waste ground rubber tire powder (WGRT) composites. This
should origin from the compatibilized effect of SEBS-g-MA. On the basis of the addition of
compatibilizer (SEBS-g-MA), the improvement of the composites in the elongation at break
increased with the content of bitumen. This should result from the increase of the
devulcanized and plasticized effects of bitumen. On the basis of WGRT treated with bitumen,
the properties of the composites showed different change with the addition of different
compatibilizer. However, the composition of the plastic/elastomer ratio in every trial of the
above experiments was changeless. Thus, it was difficult to character the mechanical
properties in complete range of the composites. It is noteworthy that the uniform design can
solve this problem.

Most importantly, the composition of the plastic/elastomer ratio in these composites is
not kept constant in order to study the mechanical properties in complete range of the
composites. The uniform design and the experimental results for PP/WGRT/Bitumen/SEBS-
g-MA and WPP/WGRT/Bitumen/SEBS-g-MA composites are listed in Table 1 and 2,
respectively. It is interesting to note from Table 1 and 2 that tensile strength and percentage
elongation at break (EB) are almost inversely related i.e. with increase in the tensile strength a
simultaneous decrease in the elongation at break. This is confirmed by the prediction of the
RCAD for PP/WGRT/Bitumen/SEBS-g-MA composites, which is shown in Figure 2-4. At a
constant bitumen (13.50 wt%) and SEBS-g-MA (10.00 phr) concentration, the variation of
the different properties with respect to the PP content is presented in Figure 2. The tensile
strength is found to increase with increase in the PP content, while the elongation at break is
found to increase with increase in the PP content until 55.00 wt% and then starts decreasing
fast. This is due to the presence of bitumen (13.50 wt%) and SEBS-g-MA (10.00 phr) for the
available WGRT to get dispersed and thereby having a gradual increase to get a maximum
elongation at break of 370 %. But, when PP further increases, namely WGRT further
decreases, it is obvious that bitumen (13.50 wt%) and SEBS-g-MA (10.00 phr) could not
disperse well in the available WGRT and thereby having a fast decrease from the maximum
elongation at break of 370 %. At a constant PP (50.00 wt%) and SEBS-g-MA (10.00 phr)
concentration, the variation of the different properties with respect to the bitumen content is
presented in Figure 3. The tensile strength is seen to decrease with increase in the bitumen
content, whereas the elongation at break is seen to increase due to the increase in the
devulcanizated and plasticized effect of bitumen. At a constant PP (50.00 wt%) and bitumen
(13.50 wt%) concentration, the variation of the different properties with respect to the SEBS-
g-MA content is presented in Figure 4. The change of mechanical properties behaves
similarly i.e. the tensile strength is seen to decrease with increase in the SEBS-g-MA content,
whereas the elongation at break is seen to increase due to the increase in the compatibilized
effect of SEBS-g-MA. The aforementioned phenomena are confirmed by the prediction of the
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RCAD for WPP/WGRT/Bitumen/SEBS-g-MA composites, which is shown in Figure . 5-7.
At a constant bitumen (13.50 wt.%) and SEBS-g-MA (10.00 phr) concentration, the variation
of the different properties with respect to the WPP content is presented in Figure . 5. The
tensile strength is found to almost increase with increase in the WPP content, while the
elongation at break is found to increase with increase in the WPP content until 52.00 wt.%
and then starts decreasing fast. This is due to the presence of bitumen (13.50 wt.%) and
SEBS-g-MA (10.00 phr) for the available WGRT to get dispersed and thereby having a
gradual increase to get a maximum elongation at break of 268 %. But, when WPP further
increases, namely WGRT further decreases, it is obvious that bitumen (13.50 wt.%) and
SEBS-g-MA (10.00 phr) could not disperse well in the available WGRT and thereby having a
fast decrease from the maximum elongation at break of 268 %. At a constant WPP (50.00
wt.%) and SEBS-g-MA (10.00 phr) concentration, the variation of the different properties
with respect to the bitumen content is presented in Figure . 6. The tensile strength is seen to
decrease with increase in the bitumen content, whereas the elongation at break is found to
increase with increase in the bitumen content until 24.00 wt.% and then starts decreasing fast.
This may origin from the increase in the devulcanizated and plasticized effect of bitumen and
thereby having a gradual increase to get a maximum elongation at break of 400 %. But, when
bitumen further increases, it is possible that bitumen as plasticizer changes into bitumen as
diluent agent and thereby having a fast decrease from the maximum elongation at break of
400 %. At a constant WPP (50.00 wt.%) and bitumen (13.50 wt.%) concentration, the
variation of the different properties with respect to the SEBS-g-MA content is presented in
Figure . 7. The tensile strength is seen to decrease with increase in the SEBS-g-MA content,
whereas the elongation at break is seen to increase due to the increase in the compatibilized
effect of SEBS-g-MA.

Bitumen: 13.50wt%  SEBS-g-MA: 10.00 phr Bitumen: 13.50 wt%  SEBS-g-MA: 10.00 phr
13.00 272.00
//
0 25440
ol 9 " \
: T8
z e v \
P < L/ \
§ 14 = 5 2380 "
8 /, e / l‘.
5] yd 5 / \
2 v 3 / \
& 1060 § 21920 v
[t / w ’ \
/| \
e \
P \
2.80 201.60 T
A\
\_\
9.00 184.00
35.00 41.00 47.00 53.00 59.00 65.00 35.00 41.00 47.00 53.00 59.00 65.00
Waste PP (wt%) Waste PP (wit%)

Figure 5. Predicted properties of RCAD with respect to PP concentration at a constant bitumen (13.50
wt%) and SEBS-g-MA (10.00 phr) concentration for WPP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 6. Predicted properties of RCAD with respect to bitumen concentration at a constant PP (50.00
wt%) and SEBS-g-MA (10.00 phr) concentration for WPP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 7. Predicted properties of RCAD with respect to SEBS-g-MA concentration at a constant PP
(50.00 wt%) and bitumen (13.50 wt%) concentration for WPP/WGRT/Bitumen/SEBS-g-MA
composites.

The RCAD program also gave two-dimensional contour plots after the simulation. Two
special cases are considered. Figure 8 shows the contour plots of the effect of PP and bitumen
at constant SEBS-g-MA loadings (10 phr) on the tensile strength and elongation at break
respectively. We can find that tensile strength is maximum in the region 49 wt% < PP < 65
wt% & 0 wt% < Bitumen < 10.8 wt%, while elongation at break is maximun in the region 42
wt% < PP < 65 wt% & 20.5 wt% < Bitumen < 27 wt%. Figure 9 shows the contour plots of
the effect of PP and SEBS-g-MA at constant bitumen loading (13.50 wt%) on the tensile
strength and elongation at break respectively. We can find that tensile strength is maximum in
the region 52 wt% < PP < 65 wt% & 0 phr < SEBS-g-MA < 8 phr, while elongation at break
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is maximun in the region 38 wt% < PP <61 wt% & 13 phr < SEBS-g-MA < 20 phr. Figure 10
shows the contour plots of the effect of bitumen and SEBS-g-MA at constant PP loading
(50.00 wt%) on the tensile strength and elongation at break respectively. We can find that
tensile strength is maximum in the region 0 phr < SEBS-g-MA <4 phr & 0 wt% < Bitumen <
5.4 wt% while elongation at break is maximun in the region 12 phr < SEBS-g-MA <20 phr &
20 wt% < Bitumen < 27 wt%. Figure . 11 shows the contour plots of the effect of WPP and
bitumen at constant SEBS-g-MA loadings (10 phr) on the tensile strength and elongation at
break respectively. We can find that tensile strength is maximum in the region 53 wt.% <
WPP <65 wt.% & 0 wt.% < Bitumen < 8 wt.%, while elongation at break is maximun in the
region 51 wt.% < WPP < 58 wt.% & 20 wt.% < Bitumen < 27 wt.%. Figure . 12 shows the
contour plots of the effect of WPP and SEBS-g-MA at constant bitumen loading (13.50 wt.%)
on the tensile strength and elongation at break respectively. We can find that tensile strength
is maximum in the region 52 wt.% < WPP < 65 wt.% & 0 phr < SEBS-g-MA < 7 phr, while
elongation at break is maximun in the region 44 wt.% < WPP < 56 wt.% & 15 phr < SEBS-g-
MA <20 phr. Figure . 13 shows the contour plots of the effect of bitumen and SEBS-g-MA at
constant WPP loading (50.00 wt.%) on the tensile strength and elongation at break
respectively. We can find that tensile strength is maximum in the region 0 phr < SEBS-g-MA
<7 phr & 0 wt.% < Bitumen < 8.1 wt.% while elongation at break is maximun in the region
13 phr < SEBS-g-MA <20 phr & 18 wt.% < Bitumen < 27 wt.%.

In order to check the validity of the prediction, an experiment is needed to be done.
According to Figure 7 and 13, two trials with PP=50 wt%, Bitumen=25 wt%, WGRT=25
wt%, SEBS-g-MA=20.00 phr and WPP=50 wt%, Bitumen=25 wt%, WGRT=25 wt%, SEBS-
2-MA=20.00 phr were selected for the vertification.
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Figure 8. Contour plots of the effect of PP and bitumen on tensile strength and elongation at break for
PP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 9. Contour plots of the effect of PP and SEBS-g-MA on tensile strength and elongation at break
for PP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 10. Contour plots of the effect of bitumen and SEBS-g-MA on tensile strength and elongation at
break for PP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 11. Contour plots of the effect of PP and bitumen on tensile strength and elongation at break for
WPP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 12. Contour plots of the effect of PP and SEBS-g-MA on tensile strength and elongation at break
for WPP/WGRT/Bitumen/SEBS-g-MA composites.
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Figure 13. Contour plots of the effect of bitumen and SEBS-g-MA on tensile strength and elongation at
break for WPP/WGRT/Bitumen/SEBS-g-MA composites.

The materials according to this recipe were extruded at the same processing conditions as
done for the seven uniform design-based experiments. Table 3 and 4 show the comparison of
properties between the predicted and the experimental values for the above trials,
respectively. It was observed that the predicted and the experimentally determined properties
are fairly close to each other and thereby confirming that uniform experimental design-based
ANN-GA optimization procedure can be used for the prediction of properties with a fair
degree of accuracy.

CONCLUSION

PP/WGRT or WPP/WGRT composites with bitumen and SEBS-g-MA of various
concentrations were investigated using DOE methodology to optimize a recipe for
commercial applications having high mechanical properties. A proprietary software package
called Rubber Computer Aided Design (RCAD) was used for this purpose. RCAD utilizes the
uniform design technique for the design of starting experiments which was selected for
reducing the number of preliminary experiments when compared to traditional simultaneous
methods, followed by a hybrid ANN-GA technique for optimization and prediction of the
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composite properties. Three material factors namely PP or WPP, bitumen and SEBS-g-MA
concentration leading to seven trials gave an optimized recipe with respect to tensile strength
and elongation at break for property prediction. The predicted optimum formulation was
found to agree with the experimental recipe thereby validating the accuracy of the uniform
design method-based ANN-GA optimization procedure. No doubt that the use of RCAD is
convenient for the commercial application of PP/WGRT or WPP/WGRT composites with an
appropriate property.
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MODELING OF COMPUTER-ASSISTED LEARNING
USING ARTIFICIAL NEURAL NETWORKS
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ABSTRACT

The present work belongs to a rather challenging interdisciplinary issue associated
with neuroscience modeling, educational psychology, and cognitive sciences for
searching two optimum teaching methodologies at children's classrooms. Firstly, that one
associated with trying effectively to find an optimal methodology for "how reading
should be taught?” at children's classrooms. However, the second topic is closely related
to optimum teaching method for solving long division problems following subsequent
mathematical steps such as: divide, multiply, subtract, bring down, and repeat (if
necessary). Searching for optimality leaning/teaching educational topics will depend
upon comparative assessments and analysis for different experimental educational
methodologies that applied at children's classrooms. Herein, presented assessment

" Corresponding author: E-mail: fahad.alzahrani@gmail.com

" E-mail: mustafa_hasan47@yahoo.com; On leave from the Educational Technology Department, Faculty of
Specified Education-Banha University Egypt

** E-mail: Ayoub.Al-Hamadi@ovgu.de

E-mail: khashabu@zu.edu.eg & ukhashaba@kau.edu.sa; On leave from the Department of Mechanical Design
and Production Engineering,Zagazig University, Zagazig, Egypt.
EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 3:58 PM via RIJKSUNIVERSITEIT
GRONINGEN
AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research
Account: rug


mailto:mustafa_hasan47@yahoo.com
mailto:Ayoub.Al-Hamadi@ovgu.de
mailto:khashabu@zu.edu.eg
mailto:ukhashaba@kau.edu.sa

except fair uses

A1l rights reserved. May not be reproduced in any form without permission from the publisher,

Inc.

Nova Science Publishers,
permitted under U.S. or applicable copyright law.

Copyright © 2011.

42 Fahad A. Al-Zahrani, Hassan. M. Mustafa, Ayoub Al-Hamadi et al.

processes comprise application of visual and/or auditory tutorial materials in addition to
the classical classrooms teaching methodologies. The comparative assessment processes
are performed by using realistic Artificial Neural Network (ANN) simulation programs,
and/or mathematically formulated modeling. In addition, a computer-assisted learning
(CAL) module is designed carefully aiming to develop a specified multimedia tutorial
material.

Conclusively, it has been shown that optimal teaching methodology performance
attained if and only if visual and auditory tutorial materials have been both presented
simultaneously to reinforce the retention of learned material topics. Multi-sensory
associative memories in addition to Pavlovian classical conditioning theories are
applicable, via designed CAL package, at children's classrooms. It is worthy to note that
comparative results obtained are interesting, after field application of suggested CAL
package, for association tutorials with teacher's voice. Finally, presented study results in
high recommendation for application of novel teaching trends aiming to improve learning
quality in children's two reading and mathematical topics.

Keywords: Artificial Neural Network, Hebbian learning, Pavlov's classical conditioning,
Associative memories, Computer assisted learning, Multimedia applications

1. INTRODUCTION

For a long time, psycho-linguistics researchers and educationalists were searching
effectively for an optimal tutoring method for "how reading should be taught to children?”
[1]. Optimality of teaching elementary of English language reading (letters & words) has been
addressed by Rayner et al. [2]. This searching direction motivated by a great debate given by
researchers at fields of psychology, linguistic and, cognitive sciences were continuously in
cooperation [2,3]. Steps of mathematical processes such as: divide, multiply, subtract, bring
down, and repeat are necessary to optimize learning/teaching methodology for solving long
division problems [4].

Herein, the adopted optimality searching approach is inspired by realistic modeling and
simulation of computer assisted learning (CAL) as well as classical teaching performance by
using relevant Artificial Neural Network (ANN) learning paradigms. Commonly, presented
analysis for leaning/teaching topics has been fulfilled by realistic modeling originated from
simulation unsupervised learning paradigm on the basis of Hebb's self-organized learning rule
[5]. The model was constructed based on Pavlovian classical conditioning for associative
memory phenomenon (between visual and auditory stimuli signal) [6].

CAL packages for leaning/teaching topics, which simulating visual and/or auditory
tutorial materials, are experimentally tested in educational field on children of about 11 years
of age. Dominant optimality of teaching reading phonically over other methodologies has
been proven by realistic ANN modeling along with educational field testing results, Rayner et
al. [2]. Additionally, obtained field results were supported well by cognitive multimedia
theory that suggests simultaneously presenting visual and auditory material, on the basis of
memory association, to reinforce the retention of learned materials [7].

Interestingly, referring to more recently announcement by National Institutes of Health
(NIH) in UAS children in elementary school were qualified to learn "basic building blocks"
of cognition. Children after about 11 years of age take these building blocks and use them [8].
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Consequently, it is convenient to suggest pupils' samples as children of aboutl1 years of age
for searching optimality of methodologies considering both leaning/teaching topics [2,9,10].

In the present work, a generalized learning model is presented along with a descriptive
conceptual view (block diagram) on adopted ANN learning model. Detailed description of the
learning/teaching model using visual and auditory tutorial materials that associated with
reading topic was investigated. More detailed analysis of that model with mathematical
formulation for associative memory function is introduced. Simulation results after running of
suggested ANN learning model in addition to an evaluation of environmental noise effect on
learning performance are presented.

2. GENERALIZED ANN LEARNING MODEL

2.1. Interactive Educational Model

In educational practice, learning/teaching modelling motivated mainly by two essential
cognitive leaner's brain functions [11-13]. Firstly, pattern classification/recognition function
based on visual/audible interactive signals stimulated by CAL packages. Secondly,
associative memory function is used, which is originally based on classical conditioning
motivated by Hebbian learning rule [5]. Both functions are commonly required to perform
efficiently interactive educational processes for suggested learning/teaching topics in
accordance with environmental learning and behaviourism [11-16].

Inputs to the neural network learning model, Figurel, are provided by environmental
stimuli (unsupervised learning). The correction signal for the case of learning with a teacher
is given by responses outputs of the model that will be evaluated by either the environmental
conditions or by the teacher. Finally, the tutor plays a role in improving the input data
(stimulating learning pattern), by reducing noise and redundancy of model pattern input.
According to tutor’s experience, the model can be provided with clear data by maximizing its
signal to noise ratio. Details of mathematical formulation describing memory association
between auditory and visual signals are shown in fourth section.

Meural network
learning maodel

Fesponse esponse

! Correctio
Stimulus

Link o environment
Learning Teacher
Environment Feedback

(redundancy fred

Figure 1. Illustrates a general view for interactive educational process, adapted from [10].
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r
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Figure 2. Generalized ANN block diagram, adapted from [7].

2.2. Basic ANN Model

Figure 2 shows the basic block diagram for suggested ANN learning/teaching model that
simulates two diverse learning paradigms.

The paradigms are presented by interactive learning/teaching process, as well as other
self-organized learning. The first paradigm is concerned with classical (supervised by tutor)
learning observed at our classrooms (face to face tutoring). Accordingly, this paradigm
proceeds interactively via bidirectional communication process between teacher and his
learner(s) [5,11]. The second paradigm performs self-organized (unsupervised) tutoring
process [14].

Referring to Figure 2, the error vector at any time instant (n) observed during learning
processes is given by:

e(n)=y(n)-d(n) (1)

Where &(n) is the error correcting signal controlling adaptively the learning process,

x(n) is the input stimulus, y(n) is the output response vectors, and a(n) is the desired

numeric value(s).
The following equations are easily deduced:

Vie(n) = X (MW (n) #))

Yie(n) = oV (n)) = (1-e kM) /(1+7VK) (3)
ek () =|dy () - yic ()] @)

Wi (n+1) =W,;(n) + AW, () 5)
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Where X is input vector, W is the weight vector, @ is an activation (odd sigmoid) function
characterized by A as gain factor and Y as its output. € is the error value, and dy is the desired
output. Noting that AW,;(n) is the dynamical change of weight vector value connecting the K
and i neurons . Egs. (2-5) are commonly applied for both the supervised (interactive learning
with a tutor), and the unsupervised (learning though students' self-study) paradigms. The
dynamical changes of weight vector value for supervised phase are given as following:

AWy (n) =ney (n) X ;(n) (6)

where, n is the learning rate value during learning process. However, for unsupervised
paradigm, the dynamical change of weight vector value is given by:

AW (M) =Yy (M) X 3 (n) O

Noting that ey (n) in (6) is substituted by Yy, (n) at any arbitrary time instant (n) during
learning process.

3. MODELING OF TEACHING READING

3.1. Neurobiological Model Concepts

The concept of reading model, from neurobiological point of view, is presented with
some biological hypotheses. These hypotheses are derived according to observed
cognitive/behavioral tasks during the experimental learning process. Generally, the output
response signal varies in its strength as inspired by original Pavlov's psycho-experimental
work (classical conditioning) [6]. Therein, the learning response strength signal is measured
quantitatively as the number of salivation drops.

In accordance with neurobiology, the adopted model is designed basically to fulfill better
systematic investigations of the previously measured performance of classical conditioning
experiments. So, the strength of response signal is dependent upon the transfer properties of
the output motor neuron stimulating salivation gland. The structure of the model following
the original Hebbian learning rule in its simplified form was illustrated in Figure 3.

Each of lettered circles A, B, and C presents a neuron cell body, however the line
connecting cell bodies represents an axon that terminates synaptic junctions. Both of two
signals released out from sound and sight sensory neurons A and C are represented
respectively, by y; and y,. The activation functions of neurons A and C are respectively ¢pa(L)
and ¢c(L). Both are suggested to be fractional of signum function as follows:
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b a=0
Pt = [ (8)
—& A=)

(1-€) a0
i) = |: (9)
~(1-8) )

Suchthat 0 = & <1

Where 6 is an implicit factor that representing the interrelation between motivational and
reinforcement learning. However, in practice & factor may be time dependent during progress
of training phases. For simplest, it is considered as constant for average signal decay through
auditory and visual nervous pathways (& and 1-0 ) respectively. More details about learning
convergence (latency) time due to effect of dynamically changing threshold value &t), and
choosing of 6 factor are presented elsewhere [12].

3.2. Reading Model

Learning how to read is an essential step in the educational ladder, especially for children
during their primary school years. Thus, failure to achieve reading ability leads to nearly
permanent learning disability during the following more advanced educational stages. For a
long time, psycho-linguistics researchers as well as educationalists were trying effectively to
find an optimal method for "how reading should be taught?”” [1,2]. During the last decade
phonics method is replaced, at several USA schools, by other guided reading methods that are
performed using literature-based activities [3]. Nevertheless, comparative evolutional analysis
for both methodological approaches proved the superiority of phonics method [10,17]. It is
worth to mention that learning by phonics is performed directly by concurrent association
between the pronounced sound (phoneme) and its corresponding letter/word.

In nature reading process two basic brain functions are considered to perform that process
efficiently. The first function is to classify seen/heard patterns i.e. pattern classification. From
neuronal network point of view this function is originated in the perception and essentially
requires supervisor’s (teacher’s) instructions for learning completion. Secondly, the
associative memory function is originally based on classical conditioning motivated by
Hebbian learning rule [5]. It is belongs to the principle of learning without a teacher
(unsupervised). The response outputs of the model will be evaluated either by the
environmental conditions (unsupervised learning) or by the teacher. Finally, teacher
experience plays an important role in improving the input data (stimulating the learning) by
maximizing signal to noise ratio and redundancy of the model input.

The generalized simplified form of the model structure that following originality of
Hebbian learning rule (with single neuronal output) is shown in Figure 4. It simulates
realistically the process of teaching/learning children "How to read?". It complies with
associative memorization concept motivated by classical conditioning (unsupervised)
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learning. I; and I, represent the inputs of sound (heard) stimulus and visual (sight) stimulus
respectively. A and C represent two sensory neurons (receptors), while B and D are
presenting nervous subsystems developing output responses. The generalized simple structure
drives an output response (pronunciation) that is as O,. However, O, is the output response
that obtained when input sound is considered as conditioned stimulus. Hence visual
recognition as conditioned response of the heard letter/word is obtained as output O,.

The output response signal varies as shown in the original Pavlov experimental work [6],
where it is measured quantitatively via the exactness of pronouncing letter/word. In
accordance with biology, the strength of response signal is dependent upon the transfer
properties of the output motor neuron stimulating salivation gland. In the present work, the
transfer properties of output motor neurons simulate pronunciation as unconditioned response
(UCR) for heard phoneme (sound signal). However, this pronounced output is considered as
conditioned response (CR) when input stimulus is given by only sight (seen letter/word). In
order to justify the superiority and optimality of the phonic methodology over other teaching
to read approach an elaborated mathematical formulation will be introduced later.

The suggested ANN learning model obeys original self-organized Hebbian learning rule
[5]. Hence, simulation of the reading process is inspired by that rule in analogous manner to
previous Pavlovian conditioning model [6]. The input stimuli to the model are considered as
either conditioned or unconditioned. Visual and audible signals are considered
interchangeably for training the model to get desired responses at the output. Moreover, the
model obeys more elaborate mathematical analysis for Pavlovian learning process [12]. In
addition, the model is modified to follow the general Hebbian algorithm and correlation
matrix memory.

Sound signal X;

z=4(t)

Salivation signal

Sight signal X2

Figure 3. Structure of Neurobiological model.

(Writing of Heard Signal)
1, g 1e2rd signal

(x4)

I Sight signal
(x5)

Figure 4. Generalized reading model of phonics methodology, (adapted from [17]).
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O

1, o Heard signal ¥ Wy e
& =
Wiz ‘

I, o Sight signal 5(t)
&) V2

Pronouncing of
seen letterfword

Figure 5. Structure of the first model for pronouncing seen letter/word (adapted from [17]).

Figure 5 presents the classical conditioning learning process inspired by Pavlov's psycho
experimental work [6]. Where each of lettered circles A, B, and C presents a neuron cell
body. The line connecting cell bodies represents an axon that terminates synaptic junctions.
Both of two signals released out from sound and sight sensory neurons A and C are
represented by y; and y».

Mathematical description with some simplifications of any neuronal cell arguments was
illustrated as follows: the differential equation describing electrical neural activity was given

by;

do, .
o Z f(yij )— J(Oi) (10)
=1

where, yj; represents the activity at the input (j) of neuron (i) , f(y;) indicates the effect of
input on membrane potential, j(0;) is nonlinear loss term combining leakage signals,
saturation effects occurring at membrane in addition to the dead time till observing output
activity signal. The steady state solution of Eq.10, proved to be presented as transfer
functions. Assuming, the linearity of synaptic control effect, the output response signal is
given as:

n
O =¢ _leinij —6; (11)
J:

where, ¢ has two saturation limits, the function ¢ may be linear above a threshold and zero
below or linear within a range but flat above & is the threshold (offset) parameter, and w;
synaptic weight coupling between two neuron (i) and (j). Specifically, the function (¢i) is
recommended to be chosen as a ramp or sigmoid signal function [7]. However, the ramp
function was used to represent the output response of the model, because of it’s
mathematically similarity to sigmoid function. Referring to the weight dynamics described by
the famous Hebb’s learning law, the adaptation process for synaptic interconnections is given
by the following modified equation:

— = NZYjj —a(oi )ﬂ)ij (12)
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Where, the first right term corresponds to the unmodified learning (Hebb’s law) and n is
a positive constant. The second term represents active forgetting; a(o;) is a scalar function of
the output response (0;). Referring to the model structure given in Figure4, the adaptation
equation of the single neuronal model (between i, j nodes) is as follows:

W, = —aWjj +77¥;X;j (13)

Where wjj represents synaptic connectivity between node i and node j, y; is the output
obtained from node i. The values of 1, y;j and Xjj are assumed all to be non-negative quantities,

n is the proportionality constant. The values of the constants mand a are less than one. The

solution of the above equation is graphically illustrated elsewhere [18].
Assuming the ratio of the values of 1 and a; to be (n/a=1) . Thus a linear neuron model

for the output is fulfilled as suggested for generalized Hebbian algorithm. The study of the
interrelations between the neural network models and experimental results of classical
condition are presented earlier, [12,17].

4. MATHEMATICAL FORMULATION OF
ASSOCIATIVE MEMORY MODEL

Referring to Figures 4 & 5, suggested reading model obeys the concept of Pavlovian
learning .That is by considering the two inputs I;, I, represent sound (heard) stimulus and
visual (sight) stimulus respectively. However, the outputs O;, O, represent pronouncing
(reading), and image recognition (writing) processes respectively. In order to justify the
superiority and optimality of phonic approach over other teaching to read methods an
elaborated mathematical formulation is introduced to show how to perform reading tasks, in
addition to writing recognized letters/words by audible signal. In more details, for the
generalized learning/teaching topic model, Figure 4, consider X and Y to map input and
output vectors presented as (I;, I;) and (O, O,) respectively. Consequently, the input
(conditioned/unconditioned) stimulus vector X with m-dimensionality (composed of m
components) was decomposed into two smaller sub-vectors. The first small sub-vector with r-
dimensionality (components) simulates the auditory/heard stimulus signal. However the other
sub-vector has the rest (m-r)-dimensions simulates the visual/seen stimulus signal. Similarity
the output vector Y considered to be decomposed into two smaller sub-vectors representing
(conditioned/unconditioned) responses. Consider q pairs of patterns relating to X and Y
vectors that formulate learning convergence of reading activities. The k™ pair of patterns is
represented by the key vector X and the memorized Y.

Let the key vector X with m input space dimensionality, which represents implicitly both
of heard phoneme (sound signal) stimulus and its corresponding seen letter/word (visual
signal) stimulus. Hence, this implicit vector should be decomposed into two smaller sub-
vectors each with dimensionality less than m. Assume that sound signal is simulated as vector
with r dimensionality. Obviously the correlated visual signal is simulated as a vector with
dimension (m-r). This means in practical application that vanishing any of two smaller
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vectors implies non-existence of either input stimuli. In other words input conditioned or
unconditioned stimulus is detected by measuring input space dimensionality of vector X.
Similarly, the memorized vector Yy represents two unconditioned/ conditioned response to
the input stimulus vector Xy. However the dimensionality of that memorized response vector
differs from that for input vector. Consequently, considering that Y, vector have I
dimensionality, hence it decompose into two smaller vectors as unconditioned and/or
conditioned responses. Let Yy vector with |-dimensionality implicitly includes both output
response signals, i.e. when pronouncing signal vector have s-dimensionality the other
recognizing process of seen letter/word is simulated as a vector with (I-s) dimensionality.

The ANN model obeys the mathematical analysis for Pavlovian learning process [6,12].
The model is modified to follow the general Hebbian algorithm and correlation matrix
memory. So, the simulated reading process by suggested model performs analogously to the
original Pavlovian conditioning experimental work [6,12]. The input stimuli to the model are
considered as either conditioned or unconditioned stimuli. Visual and audible signals are
considered interchangeably for training the model to get desired responses at the output of the
model. Details about the mathematical formulation are given as following:

Consider X, and X, are the two vectors simulating heard and seen input stimuli

respectively. Similarly Y, and Y, are the two vectors simulating pronouncing and visual

recognizing output responses respectively. The two expected unconditioned responses are
described in matrix form by the equation:

Y, =W(k)- X, k=123...9 (14)

Where W(K) is a weight matrix determined solely by the input-output pair (X, Y,)

:
Vi = Wi (K) - Xy Q=121 (15
j=1

Where w;; (k), j=12,..,r are the synaptic weights of neuron i corresponding to the K™

pair of associated patterns of the input-output pair (X,,Y,). The equivalent form of y,; is

expressed by;

X1

Yii = [Wig (K), Wiy (K)..., Wi, (K)] 2| .iZ12 s (16)

The visual input stimulus X, results in recognizing output response (seen letter/word)

Y,
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Xkra1

Yii = [Wir+1(k)’Wir+2(k)""’Wim_r (k)] .).(f(.r.ﬂ a7

i=s5+123,..,1

Similarly, for conditioned response, the input hearing stimulus X, results in recognizing
of visual signalY, . However input seen letter/word stimulus X, results in pronouncing that

letter/word as conditioned response vector Y, , which expresses the reading activity, Eq.18.

Xgr1

ylki = [Wir 1 (K), Wig (K enos Wiy (K) ] .).(ﬁr.+2 .

i=123...,s

In a similar manner the other conditioned response for recognizing heard phoneme is
described by;

Xir41

Y = [ (), Wy (K)o W, ()] 42 | =12, (19)

As a result of the above equation the memory matrix that represents all g-pairs of pattern
associations is given by m*| memory correlation matrix as follows

M = S W (K)
k=1

where W(k) weight matrix is defined by

Wi (k) wia(k) oy (K)
W (k) = Wy (K)  Wop(K) .o wyp(K) (20)

Wi (k) Wi (k) o wiy (k)
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This weight matrix relating input stimulus vector with m-dimensionality X, connected
by synapses via output response vector Y, with |-dimensionality. The complete relation for

input/ output relation is given by the following equation

Yia Wi (K)  wip(k) o Wi (K) | | Xiq
Yk2 Wor(K)  Woo(k) ... wyp(K) | X2

- Q1)

Yu Wir(K)  wip(k) oo Wi (K) | | Xum

It is worthy to note that, the above equation represents memory correlation matrix after
learning convergence. So this matrix is given in other way as:

M=Y-XT (22)

The above equation illustrates that all values of memory matrix M elements present
synaptic weights relating key pattern X with memorized stored patterns Y. In other words, the
relation between input patterns to the proposed model and that model’s output patterns is
tightly closed by the steady state values of the memory matrix M after reaching of learning
convergence. Noting, that learning process obeys well the above presented ANN model
performance (referring to Figure 2); which valid for both suggested learning/teaching topics.

5. SIMULATION RESULTS

5.1. Children's Achievement Analysis

At this section realistic simulation results are illustrated in Figure 6 as well as in Table 1.
Those are obtained after computer running of an ANN model adapted from realistic learning
simulation with considering various learning rate values. It is worthy to note that learning rate
value associated to CAL with teacher's voice proved to be higher than CAL without voice.
Simulation curves at Figure 6 illustrate statistical comparison for two learning processes with
two different learning rates. The lower learning rate (n = 0.1) may be relevant for simulating
classical learning process. However, higher learning rate (n = 0.5) could be analogously
considered to indicate the case of CAL process applied without teacher's voice.

The experimental results in Tables 2 and 3 were obtained after performing three different
learning experiments. The results in Table 2 are classified in accordance with different
students' learning styles following three teaching methodologies. Firstly, the classical learning
style is carried out by students-teacher interactive in the classroom. Secondly, learning is
taken place using a suggested software learning package without teacher’s voice association.
The last experiment is carried out using CAL package that is associated with teacher's voice.
This table gives children's achievements (obtained marks) considering that maximum mark is
100. The statistical analysis of the three experimental marking results is given in details at
Table 3.
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Figure 6. Simulation results presented by statistical distribution for children's achievements versus the
frequency of occurrence.

Table 1. Simulation results for different learning rate values 1

Learning | Children’s average | Variance | Standard Coefficient Improvement of
rate achievement score o deviation of variation teaching quality
value M) \/E p= \/E M
n=0.1 42 428.5 20.7 0.61 --
n=0.5 64 918.1 30.3 0.47 66%

Table 2. lllustrates children's marks after performing three educational experiments

Classical 3514312950 (3717|1060 ]20|48 (15 ([55]|40 |8 |20
Learning
CAL (without 3912952605068 ]62]|30]55|42(40(59]|48]|70]2
voice)
CAL (with 65170 | 50| 75|45 (5062|908 |50 (80 |9 | 58| 55] 60
voice)

Table 3. Illlustrates statistical analysis of above obtained children's marks

Teaching Children’s average | Variance Standard Coefficient of Improvement of
Methodology achievement score c deviation variation teaching quality
M / f
(M) o p=NO M

Classical 32.46 265.32 16.28 0.5 --
CAL (without 46.80 297.49 17.24 0.36 44.1%
tutor’s voice)
CAL (with 64.33 283.42 16.83 0.26 98.2%
tutor’s voice)
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Table 4. Effect of noisy environment on learning of reading convergence

Noise Power | 0.2 [ 0.1 | 0.05
(s/n) Ratio 5 10 | 20
t (cycles) 85 [ 62 | 47

error correction algorithm
s ! ! ! ; ! ! ! s :

120

100

80

60

40

Mo of occurrences for each cycle

20

0 10 20 30 40 a0 60 70 80 30 100
itr. number

Figure 7. Statistical distribution of learning convergence time for different learning rate values.

Lindstrom [19] found that participants could only remember 20% of the total materials
when they were presented with visual material only, 40% when they were presented with both
visual and auditory material, and about 75% when the visual and auditory material were
presented simultaneously. The results in Table 3 agree with the results of Lindstrom [19].

5.2. Effect of Noisy Environment on Learning Performance

Naturally, ideal (noiseless) learning environment is not available in practice. Usually, it is
environmental learning data is vulnerable to contaminations by either external or internal
noisy conditions. So, learning/teaching processes in our classrooms, for either suggested
topics, have to be accomplished under influenced effect of some environmental noise [20].
Therefore considerable attention has been paid in this subsection to report the effect of either
noisy CAL environment or noisy teacher on learning convergence time.

The simulation results were obtained via association between the two input stimuli
(visual and auditory) following classical conditioning learning [6,12]. Obtained results for
optical character recognition under different noise levels are given in a tabulated form as in
Table 4. Practically, the best way to teach children how to read is carried out under the effect
of less noisy data.

The noise effect is measured by signal to noise ratio value (s/n) versus the number of
training cycles (t). Conclusively, an interesting remark observed considering relation between
number of training cycles values (convergence learning time), and noisy environmental data
in case of application of adopted ANN learning model.
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The convergence time cycles (t), of learning process is inversely proportional to signal to
noise ratio values, (s/n) and learning rate values. On the other hand, it is directly proportional
to noise power value(s) [2]. Additionally, the evaluated relation between learning rate values
and noisy data (teacher) appeared considering unsupervised learning. The convergence time
of learning process is reached after 47, 62, 85 training cycles when noise power is 0.05, 0.1
and 0.2, respectively, as shown at Table 4.

Running the ANN simulation program with three numerical learning rate values (0.2, 0.1
and 0.05) resulted in the training cycles (3, 5, and 10) respectively. Figure7 shows the
statistical distribution for the relation between number of training cycles and learning rates.
This distribution is seems to be similar to Gaussian (normal) as it has a bell shape, which
proved the realistic of the developed model.

CONCLUSION

This article presents some interesting results associated with reaching optimal
methodologies for two suggested tutorial topics. More precisely, presented research work
adopted the above introduced ANN model that is based on cognitive associative learning with
visual and auditory materials. Interestingly, The introduced mathematical justification model (
given at section 4 ) as well as obtained results after running our suggested model are
supported by following recent founding:

1. The statistical distribution for the relation between number of training cycles and
learning rates seems to be similar to Gaussian (normal) as it has a bell shape, which
proved the realistic of the developed model.

2. The obtained field testing results were supported well by cognitive multimedia
theory (visual and auditory material should be simultaneously presented, on the basis
of memory association, to reinforce the retention of learned materials).

3. The results of ANN model agree with the experiential results of Lindstrom.

4. As future expected extension of presented paper, it is highly recommended to
consider more elaborate investigational analysis and evaluations for other behavioral
and cognitive learning phenomena observed at educational field (such as learning
creativity, improvement of learning performance, learning styles,...... etc.) using
ANNs modeling. As consequence of all presented in above, it is worthy to
recommend implementation of modified ANNs models, to be realistically applicable
in solving more educational phenomena issues associated with diverse cognitive
styles observed at educational field activities.

5. The prospective modification of suggested CAL package is measurement of time
response (learning) parameter may be promising for more elaborate of learning
performance measurement in practice application (educational field classrooms).
This time parameter is recommended for educational field practice [17,21]. For very
recently published research work, this parameter suggested for of e-learning systems
performance measurement [22].
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Chapter 4

PREDICTION OF HOLE QUALITY IN DRILLING
GFRE USING ARTIFICIAL NEURAL NETWORKS

U. A. Khashaba®", I. A. El-Sonbat”,
A. 1. Selmy®” and A. A. Megahed”

'Department of Production Engineering & Mechanical Systems Design,
Faculty of Engineering King Abdul Aziz University, Jeddah 21589, KSA
*Mechanical Design and Production Engineering Department, Faculty of

Engineering, Zagazig University, Zagazig, Egypt

ABSTRACT

The weight and fuel savings offered by composite materials make them attractive not
only to the military, but also to the civilian aircraft, space, and automobile industries. In
these industries, drilled holes are extensively implemented for structure assembly. The
presence of hole defects due to drilling reduces the stiffness and strength of a laminate
and hence its load carrying capacity. The main objective of the present work is to develop
artificial neural networks (ANNSs), with back-propagation training routine, for predicting
the machinability parameters in drilling glass fiber reinforced epoxy (GFRE) composites
with different machining conditions (feed, speed, and drill pre-wear). Machinability
parameters were characterized by thrust force, torque, peel-up and push-out
delaminations, and surface roughness of drilled holes.

The inputs to the neural networks used for predicting delamination size and surface
roughness are: spindle speed, feed, drill pre-wear, thrust force, and torque. The values of
the thrust force and torque that are fed as inputs to the above networks are predicted using
ANNs developed for predicting each of them. Several attempts were performed to
achieve the best neural network by changing both of network structure (i.e. the number of
hidden layers and the number of units within each hidden layer) and the initial values of

* Corresponding author: khashabu@zu.edu.eg & ukhashaba@kau.edu.sa; On Leave from the Department of
Mechanical Design and Production Engineering, Zagazig University, Zagazig, Egypt
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the connection weights and thresholds. The best obtained network structure for predicting
thrust force, torque, peel-up delamination, push-out delamination, surface roughness were
3-5-1, 3-3-1, 5-11-1, 5-7-3-1, and 5-7-3-1, respectively. The developed ANNs predict the
machinability parameters (thrust force, torque, peel-up and push-out delaminations and
surface roughness) with acceptable errors for the most confirmation tests.

Keywords: Drilling, Composites, Thrust force, Torque, Delamination size, Surface roug-
hness, Artificial Neural Networks (ANNS).

1. INTRODUCTION

Machining composite materials is a rather complex task owing to its heterogeneity, heat
sensitivity, and to the fact that reinforcements are extremely abrasive. Conventional
machining methods should be adapted in such a way that they diminish thermal and
mechanical damage. Drilling is a frequently practiced machining process in industry owing to
the need for component assembly in mechanical pieces and structures. The drilling of
laminate composite materials is significantly affected by the tendency of these materials to
delaminate and the fibers to bond from the matrix under the action of machining forces (thrust
force and torque). The presence of delamination reduces the stiffness and strength of a
laminate and hence its load carrying capacity. Delamination can often be the limiting factor in
the use of composite materials for structural applications, particularly when subjected to
compressive, shear and fatigue type of loads and when exposed to moisture and other
aggressive environments over a long period of time.

Artificial neural networks (ANNs) have recently been introduced into the field of
polymer composites. Inspired by the biological nervous system, ANNs can be used to solve a
wide variety of complex scientific and engineering problems. Like their biological
counterparts, ANNs can learn from examples, and therefore can be trained to find solutions of
the complex non-linear, multi-dimensional functional relationships without any prior
assumptions about their nature; further, the network is built directly from experimental data
by its self-organizing capabilities [1].

Stone and Kishnamurthy [2] developed a thrust force controller to minimize the
delamination associated with drilling in graphite-epoxy laminate. A neural network control
scheme was implemented which required a neural network identifier to model the drilling
dynamics and a neural network controller to learn the relationship between feed rate and the
desired thrust force. The robustness of the controller was demonstrated by varying some of
the drilling parameters, spindle speed and drill diameter. Enemuoh et al. [3] used an
intelligent sensor fusion technique based on artificial neural network to predict on-line
delamination during drilling of an advanced fiber composite beam (AS4/PEEK). The fusion
model included two drilling parameters (feed rate and cutting speed), two drilling conditions
(tool material and tool geometry) and two sensors (thrust force and acoustic emission).

Chakraborty [4] aimed at developing an artificial neural network model for detection of
extent of delamination, its shape and location in a graphite/epoxy composite laminate using
natural frequencies as inputs and corresponding size, shape and location of delamination as
outputs of the network. Hundreds of finite element models have been run to generate natural
frequencies up to ten modes for various combinations of size, shape and location of an
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embedded delamination in a laminate and these data have been used to train a back
propagation neural network for future prediction of delamination in the laminate. Sardifas et
al. [5] proposed a multi-objective optimization of the drilling process of a laminate composite
material. Two mutually conflicting objectives are optimized: material removal rate, which
represents the productivity; and delamination factor, which characterizes the superficial
quality. A micro-genetic algorithm was implemented to carry out the optimization process.
An a posteriori approach was used to obtain a set of optimal solutions. Finally, the obtained
outcomes were arranged in graphical form (Pareto’s front) and analyzed to make the proper
decision for different process preferences.

Srinivasa Rao et al. [6] used the multi-variable linear regression analysis to make the
correlation between the delamination factor and the drilling parameters; feed rate, spindle
speed and drill diameter, when drilling glass/epoxy woven mat cross-ply laminates. Karnik et
al. [7] predicted the delamination factor at the entrance side of drilled CFRP plates, using the
multilayer feed forward ANN model trained by error-back propagation training algorithm,
with spindle speed, feed rate and point angle as the inputs to the developed ANN. Drilling
experiments are conducted as per full factorial design using cemented carbide (grade K20)
twist drills that serve as input—output patterns for ANN training.

Surface roughness is a commonly encountered problem in machined surfaces. It is
defined as the finer irregularities of surface texture, which results from the inherent action of
the production process. Consequently, surface roughness has a great influence on product
quality, and the part functional properties such as lubricant retentivity, void volume, load
bearing area, and frictional properties [8]. Surface roughness cannot be controlled as
accurately as geometrical form and dimensional quality as it fluctuates according to many
factors such as machine tool structural parameters, cutting tool geometry, workpiece and
cutting tool materials, environment, etc. In other words, surface quality is affected by the
machining process, e.g. by changes in the conditions of either the workpiece, tool or machine
tool. Surface roughness changes over a wide range in response to these parameters [9].

Behnam and Suman [10] proposed an indirect method to monitor the cutting force (thrust
force) during the drilling operation and map it to the corresponding hole quality using
artificial neural networks. They performed drilling experiments to evaluate the effect of the
thrust force, speed and feed-rate on hole quality in drilling of aluminum alloys, 2024-T3,
7075-T3. Variables under consideration for evaluation of the hole quality are the average burr
height and surface roughness parameter R,. Mathews and Shunmugam [11] carried out a
reaming process in EN4 steel work samples for the purpose of condition monitoring. To
enhance the capability of sensor system in monitoring all the relevant aspect of the cutting
process, a multisensor strategy on acoustic emission, force and vibration signals were
considered. An artificial neural network, using Back-propagation algorithm, was trained using
thrust, torque, acoustic emission and vibration parameters as input vectors and surface
roughness parameter R,, roundness error and residual stress as output vectors.

Enemuoh et al. [3] used an intelligent sensor fusion technique based on artificial neural
network to predict on-line surface roughness during drilling of an advanced fiber composite
beam (AS4/PEEK). The fusion model included two drilling parameters (feed rate and cutting
speed), two drilling conditions (tool material and tool geometry) and two sensors (thrust force
and acoustic emission). The final network predicted surface roughness with error ranging
from 0% and 5%. Tsao and Hocheng [12] proposed an experimental approach, when drilling
woven WFC200 fabric carbon fiber/epoxy matrix, to the prediction and evaluation of thrust
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force and surface roughness produced by candle stick drill using regression analysis of
experiments and ANN. The authors found the feed rate and the drill diameter are recognized
as the most significant factors affecting the thrust force, while the feed rate and spindle speed
are seen to make the largest contribution to the surface roughness. In the confirmation tests,
ANN is demonstrated more effective than multi-variable regression analysis for the prediction
and evaluation of drilling-induced thrust force and surface roughness in drilling of the used
composite material.

This paper summarizes an approach for prediction of hole quality (represented by
delamination at both drill entry and exit sides of the hole as well as surface roughness, R,
parameter, of the produced hole wall) resulting from drilling GFRE specimens, using the
feed-forward artificial neural networks (ANNSs) technique trained with the back-propagation
routine. The inputs to the neural networks were; spindle speed, feed, drill pre-wear, thrust
force, and torque.

2. ARTIFICIAL NEURAL NETWORKS

Artificial neural network algorithms are regarded as multivariate nonlinear analytical
tools capable of recognizing patterns from noisy complex data and estimating their nonlinear
relationships. Their major advantages include superior learning, noise suppression, and
parallel data processing capabilities [13]. Further, the network is built directly from
experimental data by its self-organizing capabilities [1].

Artificial neural networks have highly interconnected structure similar to brain cells of
human neural networks and consist of large number of simple processing elements called
neurons, which are arranged in different layers in the network. Each network consists of an
input layer, an output layer and one or more hidden layers. One of the well-known advantages
of ANN is that the ANN has the ability to learn from the sample set, which is called training
set, in a supervised or unsupervised learning process. Once the architecture of network is
defined, then through learning process, weights are calculated so as to present the desire
output [14].

In the present work, in order to, develop the required neural networks, from all of the
holes that were machined in the experimental work, holes were selected randomly as; 100
holes for training patterns, 25 holes for cross validation patterns (which were used as a
training stoppage criterion [15]), and 12 holes were used as test patterns. All of the developed
ANNSs are of multi-layer perceptron type and trained using the back-propagation routine
[16,17]. A NeuroSolutions software (version 5) [18] was used in the training, validating and
testing process of the developed neural networks. For training, a value of 0.7 was selected for
the momentum term, a starting value of 1.0 was assigned for the learning rate, and maximum
epochs of 40,000 were chosen with batch weight update method. Each network was obtained
by training five times (runs) starting with five different initial weight values, the run and
epoch numbers which gave the minimum mean square error (MSE) of the validation sets were
chosen as the required net. The criterion of selecting the best net from the tried networks is
the minimum mean square of the differences between the measured and the predicted values
obtained from the net, applied for the test data sets.
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3. EXPERIMENT WORK

3.1. Specimen Preparation

Quasi-isotropic polymeric composite laminates were fabricated from epoxy resin
reinforced by woven E-glass fiber using hand lay- up process presented earlier [19]. Care
must be taken when cutting and laying the woven glass fiber layers. The cutting must be
through the warp and weft threads to ensure right angles of all layers. The laminates consist
of 25 layers with 8.3 mm thickness. The fiber volume fraction (Vi) was determined
experimentally using the ignition technique according to ASTM D3171-99. The average
value of V¢ was 35%.

3.2. Drilling Processes

A StankoImport (Moskva - SSSP) radial drill machine, 21 spindle rotational speeds
(range from 20 to 2000 RPM) and 12 longitudinal feeds (range from 0.056 to 2.5 mm/rev.)
was used for drilling the specimens. All specimens were drilled using cemented carbide drill
with 8 mm diameter. The specimens were drilled under dry cutting conditions with five
spindle speeds (V = 6.41, 12.71, 20.25, 32.03, and 50.63 m/min), five feeds (f = 0.056, 0.112,
0.22, 0.315, 0.45 mm/rev) and five drill pre-wear values (fresh drill plus four artificially
introduced pre-wear values; W = 7, 19, 26, 34 gm X10'4). Specimens were clamped, on the
dynamometer, between two plates each has a center hole of 26 mm.

3.3. Thrust Force and Torque Measurements

In the present work a two component dynamometer, based on strain-gage sensor, has
been designed and manufactured to measure the thrust force and torque during the drilling
processes. Details about drilling set-up, and the drill dynamometer are illustrated elsewhere,
Khashaba et al. [20,21].

3.4. Delamination Measurements

The surface delamination was measured using the “AutoCad method”, which suitable for
quasi-transparent composite materials. Details for the technique set-up and the measuring
processes are published earlier, Khashaba [20]. The size of the delamination is defined as the
difference between the maximum damage radius (R,,y) and the drilled hole radius (R = 4
mm).
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3.5. Surface Roughness Measurements

The surface roughness of the drilled hole wall (R,) was measured using ‘“Rank Taylor
Hobson Surtronic 3+” surface roughness measuring instrument. The cut-off and traversing
length values were taken 0.8 mm and 4 mm, respectively [22]. The surface roughness value of
each specimen is the arithmetic average value of three surface roughness measurements made
across the lay, at three different positions along the circumference of the hole wall, separated
by around 60° - 90° [22,23].

At the end of the experimental work there were 125 holes. Additional 12 holes were
drilled with cutting conditions different from that of the experimental work for the purpose of
testing the developed neural networks for generalization. The experimental results of thrust
force, torque, peel-up delamination, push-out delamination and surface roughness are
presented elsewhere, Khashaba et al. [24].

4. RESULTS AND DISCUSSION

The effect of the machining parameters (feed, speed and drill pre-wear) on the machining
parameters (thrust force, torque, delamination and surface roughness) are discussed
elsewhere, Khashaba et al. [22,24].

4.1. Anns for Thrust Force and Torqgue Prediction

Among the inputs to the ANNs for delamination size and surface roughness prediction,
there are thrust force and torque. Thus, before using the developed networks, thrust force and
torque generated during the drilling process should be predicted in order to eliminate the need
for measuring each of thrust force and torque at every prediction process. The value of the
thrust force and torque that is fed to the ANNs is the average value of the maximum five
peaks in drilling process of the hole.

To obtain the best neural network structure for each of thrust force and torque, eleven
neural networks were developed by changing both of the number of hidden layers and the
number of hidden units within each hidden layer.

(1) ANNS for thrust force prediction

Figure 1 shows the schematic diagram of the neural net for predicting the thrust force
(Fy). Three inputs were fed to the network; cutting speed, feed, and drill pre-wear. Table 1
represents the tried neural networks that were used for the prediction of F;. From the Table it
can be seen that the best neural network for predicting F; is the net which has the structure of
3 input units, 5 hidden units in the hidden layer and one output node (Fy), i.e. 3-5-1 structure,
where its test data set error is the lowest value (1086.91 N?). Figure 2 shows the relationship
between the measured and the predicted values of F; for this best net, including the results of
training, validation and test data sets.
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Figure 1. Schematic diagram of the neural network for predicting thrust force.
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Figure 2. Relationship between actual (desired) and predicted (output) values of the best obtained
network for predicting thrust force.

(2) ANNs for torque prediction
Figure 3 shows the schematic diagram of the neural net for predicting the torque (T).
Three inputs were fed to the network; cutting speed, feed, and drill pre-wear. Table 2
represents the tried neural networks that were used for the prediction of T. From the Table it
can be seen that the best neural network for predicting T is the net which has the structure of 3
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input units, 3 hidden units in one hidden layer, and one output node (T), i.e. 3-3-1 structure,
where its test data set error is the lowest value (0.00978 (N.m)?). Figure 4 shows the
relationship between the measured (target) and the predicted (output) values of T for this best

net, including the results of training, validation and test data sets.

Table 1. Trials for the ANNs for predicting thrust force

No. | Network Structure | Training Set MSE | Validation Set MSE | Test Set MSE
(N (N (N
1 3-3-1 563.0180 826.8925 2756.5914
2 3-5-1% 126.4593 144.6190 1086.9103
3 3-7-1 91.7994 128.0033 1955.1853
4 3-9-1 72.8345 93.6432 1858.2038
5 3-3-3-1 525.1276 716.8111 3157.5226
6 3-3-5-1 471.7167 620.1074 1813.8737
7 3-5-3-1 94.0000 137.3710 5324.9907
8 3-5-5-1 80.3308 119.2037 3282.0877
9 3-5-8-1 110.4572 109.7060 2961.7219
10 3-8-5-1 84.7874 108.3428 9412.8380
11 3-8-8-1 62.2545 117.9673 2875.9578
* The best network structure
Hidden
Input Information
[ Cutting
Output Information
[ Feed Torque

[ Drill pre-wear

Figure 3. Schematic diagram of the neural network for predicting torque.
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Figure 4. Relationship between actual (desired) and predicted (output) values of the best obtained

network for predicting torque.

Table 2. Trials for the ANNSs for predicting torque

No. Network Training Set Validation Set Test Set MSE
Structure MSE (N.m)> MSE (N.m)? (N.m)’

1 3-3-1* 0.00450 0.00159 0.00978
2 3-5-1 0.00385 0.00118 0.01099
3 3-7-1 0.00374 0.00119 0.01242
4 3-9-1 0.00327 0.00129 0.01430
5 3-3-3-1 0.00387 0.00151 0.01234
6 3-3-5-1 0.00372 0.00129 0.01387
7 3-5-3-1 0.00363 0.00112 0.01104
8 3-5-5-1 0.00357 0.00107 0.01191
9 3-5-8-1 0.00363 0.00135 0.01129
10 3-8-5-1 0.00345 0.00120 0.01208
11 3-8-8-1 0.00311 0.00108 0.01317

* The best network structure.

4.2. ANNSs for Delamination Size Prediction

Figure 5 shows the schematic diagram of the neural net for predicting the delamination
size at drill entrance and drill exit. For each output, five inputs were fed to the network
(spindle speed, feed, drill pre-wear, thrust force, and torque).
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To obtain the best neural network structure, eleven neural networks were developed by
changing both of the number of hidden layers and the number of hidden units within each
hidden layer. Tables 3 and 4 represent the tried networks for predicting delamination at drill
entry and exit sides respectively. From these Tables, the best network structures, among the
present trials, for predicting delamination size at hole entry and exit sides are 5-11-1 (with a
MSE of 0.0499 mm?) and 5-7-3-1 (with a MSE of 0.1203 mm?) respectively.

Hidden
Layer(s)
Units
Input —
Layer

Input Information  Units

[ Cutting speed

[ Feed Output Information

Drrill pre-wear [ Delamination size ]

[ Thrust force

| Torque

Figure 5. Schematic diagram of the neural network for predicting delamination size at drill entrance and
exit sides.

Table 3. Trials for the ANNSs for predicting delamination at drill entrance

No. | Network Structure | Training Set MSE Validation Set Test Set MSE
(mm?) MSE (mm?) (mm?®)

1 5-3-1 0.0107 0.0114 0.0781
2 5-5-1 0.0049 0.0077 0.0716
3 5-8-1 0.0029 0.0105 0.0570
4 5-11-1*% 0.0026 0.0061 0.0499
5 5-3-3-1 0.0138 0.0141 0.0785
6 5-3-7-1 0.0131 0.0138 0.0626
7 5-7-3-1 0.0019 0.0140 0.0755
8 5-7-7-1 0.0037 0.0101 0.0634
9 5-7-11-1 0.0021 0.0063 0.0646
10 5-11-7-1 0.0017 0.0074 0.0540
11 5-11-11-1 0.0016 0.0093 0.0802

* The best network structure.
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Table 4. Trials for the ANNs for predicting delamination at drill exit

No. | Network Structure | Training Set MSE | Validation Set MSE | Test Set MSE
(mm?®) (mm?®) (mm?®)
1 5-3-1 0.0368 0.0529 0.2646
2 5-5-1 0.0172 0.0478 0.1717
3 5-8-1 0.0161 0.0511 0.1898
4 5-11-1 0.0105 0.0386 0.2303
5 5-3-3-1 0.0403 0.0492 0.2834
6 5-3-7-1 0.0271 0.0394 0.2489
7 5-7-3-1% 0.0114 0.0612 0.1203
8 5-7-7-1 0.0352 0.0577 0.2313
9 5-7-11-1 0.0178 0.0505 0.2411
10 5-11-7-1 0.0308 0.0562 0.2441
11 5-11-11-1 0.0288 0.0550 0.2721

* The best network structure.
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Figure 6. Relationship between actual (desired) and predicted (output) values of the best obtained
network for predicting delamination size at drill entrance.

Figures 6 and 7 illustrate the relationships between the actual (desired) and predicted
(network output) values of the best obtained neural network structures for predicting
delamination at hole entry and exit respectively.
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Figure 7. Relationship between actual (desired) and predicted (output) values of the best obtained
network for predicting delamination at drill exit.
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Figure 8. Schematic diagram of the neural network for predicting surface roughness.

4.3. Anns for Surface Roughness Prediction

Figure 8 shows the schematic diagram of the neural net for predicting the surface
roughness, assessed by the roughness average height parameter (R,). Five inputs were fed to
the network (spindle speed, feed, drill pre-wear, thrust force, and torque).
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Figure 9. Relationship between actual (desired) and predicted (output) values of the best obtained
network for predicting R, parameter.

Table 5. Trials for the ANNs for predicting R, parameter

No. | Network Structure | Training Set MSE (um?) | Validation Set MSE | Test Set MSE
(um®) (um®)
1 5-3-1 0.6027 1.1581 0.6173
2 5-5-1 0.2692 0.7582 0.8672
3 5-8-1 0.1741 0.6162 1.3545
4 5-11-1 0.1219 0.6416 3.6262
5 5-3-3-1 0.4025 0.4805 0.6490
6 5-3-7-1 0.3779 0.5408 0.5695
7 5-7-3-1* 0.1766 0.5908 0.4381
8 5-7-7-1 0.1606 0.4659 0.5102
9 5-7-11-1 0.1021 0.6813 0.7555
10 5-11-7-1 0.0530 0.4885 0.7461
11 5-11-11-1 0.0790 0.4010 1.3869

* The best network structure

Table 6. Correlation coefficients for training, validation and test data sets

Correlation coefficients
Best Networks Training Data Set | Validation Data Set | Test Data Set
Thrust force (3-5-1) 0.999 0.999 0.992
Torque (3-3-1) 0.963 0.985 0.919
Drill Entry (5-11-1) 0.987 0.966 0.956
Drill Exit (5-7-3-1) 0.980 0.883 0.967
R, (5-7-3-1) 0.976 0.936 0.962
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To obtain the best neural network structure, twenty-seven neural networks were
developed by changing both of the number of hidden layers and the number of hidden units
within each hidden layer. Table 5 represents the tried networks for predicting roughness
parameter R,. From the Table, the best network structure, among the performed trials, for
predicting R, is 5-7-3-1 (with a MSE of 0.4381 pm?).

Figure 9 illustrates the relationship between the actual (desired) and predicted (network
output) values of the best obtained neural network structure for predicting R,.

In order to investigate the performance of the best obtained networks, correlation
coefficients between the targets and the corresponding network outputs (actual-predicted
relationship) were estimated. Correlation coefficient is a measure of how well the variation in
the outputs is explained by the targets, if the number is equal to one, it means that there is a
perfect correlation between the targets and the ANNs outputs.

Table 6 shows the values of the correlation coefficients for each of training, validation
and test data sets for the developed ANNs. From this Table, it is clear that the values of the
correlation coefficients approach to one which give strong indication that the obtained ANNs
can be used effectively to model and predict thrust force, torque and hole quality represented
by delamination size (at drill entrance and exit sides) and surface roughness of hole wall
(assessed by the roughness parameter R,) resulting from drilling GFRE specimens.

4.4. Confirmation Test

The cutting conditions used in the confirmation tests are shown in Table 7. Tables 8, 9
and 10 indicate the comparison between the experimental values of the machinability
parameters (thrust force, torque, peel-up and push-out delamination and surface roughness)
and the predicted values using ANNs developed in this study. The results in these tables show
that ANNs predict the machinability parameters with acceptable errors for the most
confirmation tests.

Table 7. Cutting conditions in confirmation tests

Test No. Cutting conditions

Speed m/min | Feed Mm/rev. | Wear gx10™
1 10.05 0.08 0
2 15.834 0.16 0
3 40.212 0.08 0
4 25.133 0.16 0
5 15.834 0.16 7
6 40.212 0.9 7
7 7.917 0.315 19
8 20.253 0.16 19
9 10.053 0.08 26
10 25.133 0.16 26
11 40.212 0.315 34
12 25.133 0.22 34

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 4:01 PM via RIJKSUNIVERSITEIT
GRONINGEN

AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research

Account: rug



Nova Science Publishers, Inc. All rights reserved. May not be reproduced in any form without permission from the publisher, except fair uses

Copyright © 2011.

permitted under U.S. or applicable copyright law.

Prediction of Hole Quality in Drilling GFRE Using Artificial Neural Networks

73

Table 9. Experimental confirmation of delamination and comparison with ANNs

torque and comparison with ANNs

Table 8. Experimental confirmation of thrust force and

Test No. Thrust force Torque

FL(N) | FF(N) | Error% | T(N.m) | T (N.m) | Error %

Exp. ANNs Exp. ANNs
1 34.11 | 52.20 53.01 0.216 0.319 47.76
2 59.88 | 66.73 11.45 0.444 0.471 5.99
3 28.16 | 51.32 82.23 0.462 0.255 44.77
4 61.56 | 68.44 11.17 0.525 0.393 25.23
5 254.73 | 237.59 6.73 0.442 0.518 17.34
6 637.78 | 665.34 4.32 0.909 1.011 11.23
7 489.36 | 426.92 12.76 0.877 0.882 0.59
8 386.67 | 355.44 8.08 0.581 0.585 0.64
9 273.83 | 242.61 11.40 0.455 0.474 4.20
10 438.24 | 419.95 4.17 0.685 0.647 5.54
11 795.09 | 862.93 8.53 0.794 0.939 18.23
12 606.44 | 622.18 2.60 0.760 0.840 10.62

Test No. Delamination

Peel-up Peel-up Error Push-out | Push-out Error

(mm) (mm) % (mm) (mm) o

Exp. ANNs Exp. ANNs

1 1.125 0.782 30.42 1.121 1.265 12.93
2 1.143 0.985 13.77 1.137 1.516 33.36
3 1.085 0.583 46.29 0.903 1.131 25.27
4 1.148 0.808 29.66 1.059 1.348 27.26
5 1.461 1.480 1.30 2.338 2.372 1.49
6 1.858 1.811 2.50 3.149 2.685 14.72
7 1.772 1.726 2.54 2.634 2.847 8.11
8 1.336 1.295 3.00 3.116 2.899 6.94
9 1.377 1.189 13.59 2.111 2.467 16.91
10 1.446 1.377 4.72 2.615 2.704 3.42
11 1.664 1.471 11.60 3.756 3.244 13.63
12 1.585 1.510 4.75 3.735 3.074 17.70
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Table 10. Experimental confirmation of surface roughness
and comparison with ANNs

Test No. Surface roughness

R, (um) | R, (um) | Error

Exp. ANNSs %

1 221 2.259 | 2.20
2 2.79 2.637 | 5.50
3 2.26 2.957 | 30.83
4 221 3.168 | 43.34
5 5.33 5.038 | 5.49
6 5.68 5599 | 1.42
7 5.48 4.660 | 14.96
8 5.85 6.440 | 10.08
9 7.76 8.479 | 9.27
10 7.11 8.495 | 19.48
11 7.64 7.433 | 2.70
12 7.16 7.648 | 6.81

CONCLUSIONS

In this work the artificial neural networks technique, with back-propagation training
routine was developed for prediction the machinability parameters in drilling GFRE
composites. Several attempts were made to obtain the best structure of these networks. The
results obtained lead to the following conclusions;

e The best obtained network structure for predicting thrust force, torque, peel-up
delamination, push-out delamination, surface roughness were 3-5-1, 3-3-1, 5-11-1, 5-
7-3-1, and 5-7-3-1, respectively.

e As the correlation coefficients for each of training, validation and test data sets for
the best developed networks approach to one, therefore the ANNs predict the
machinability parameters (thrust force, torque, peel-up and push-out delaminations
and surface roughness) with acceptable errors for the most confirmation tests.
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Chapter 5

PERFORMANCE ANALYSIS OF LIQUID DESIC
CANT DEHUMIDIFICATION SYSTEM USING
ARTIFICIAL NEURAL NETWORKS

P. Gandhidasan and M. A. Mohandes
King Fahd University of Petroleum and Minerals, Dhahran, Saudi Arabia

ABSTRACT

The heart of the liquid desiccant cooling system is the dehumidification process
which is influenced by many parameters. Different types of dehumidification equipment
have been developed and a variety of analytical models have been employed to analyze
the dehumidification process. The dehumidification process involves simultaneous heat
and mass transfer and reliable transfer coefficients are required in order to analyze the
system. This has been proved to be difficult and many assumptions are made to simplify
the analysis.

Artificial Neural Network (ANN) is widely used as an innovative way to tackle
complex and ill-defined problems. The present research proposes the use of ANN based
model in order to simulate the relationship between inlet parameters and the performance
of the dehumidifier. For the analysis, randomly packed dehumidifier is chosen since the
packed tower facilitates high mass transfer by providing a large surface area in a
relatively small volume. Lithium chloride is selected as the liquid desiccant due to its
stability with high performance.

A multilayer ANN is used to investigate the performance of dehumidifier. For
training ANN models, data is obtained from analytical equations. The training process
implies adjustment of connection weights and biases so that the differences between
ANN output and the desired output are minimized. Eight parameters are used as inputs to
the ANN, namely: air and desiccant flow rates, air and desiccant inlet temperatures, air
inlet humidity, the desiccant inlet concentration, dimensionless temperature ratio, and the
inlet temperature of the cooling water. The output of the ANN is the water condensation
rate. The predicted water condensation rate by the ANN is validated with experimental
data and the value of R” is found to be 0.9251. Results and the performance of the
developed system are presented in this chapter.
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1. INTRODUCTION

Air dehumidification is not only an important industrial process of water vapor removal
from moist air but also in comfort cooling of buildings and this can reduce the electric power
consumption and/or eliminate the chlorofluorocarbons (CFC’s). Dehumidified air is required
for many industrial applications with particular reference to chemical, metallurgical,
combustion and air conditioning industries. It is used for drying air in air handling systems in
commercial and domestic buildings. In a desiccant air conditioning system, moisture is
removed from the air by bringing it in contact with the desiccant material and followed with
sensible cooling of air by a conventional vapor compression or vapor absorption cooling
system or evaporative cooling system [1].

In storage applications, the space has to be maintained at a specific humidity and
temperature, so that the products stored do not absorb moisture from the surroundings.
Hygroscopic materials such as sugar, flour, plastics and other types of synthetic materials and
chemicals are often stored in humidity controlled areas, thus keeping them ready for use and
handling. It is also used in controlled atmosphere storage for hygroscopic products such as
candies, dried fruits or vegetables, baked goods, controlling the ripening of fruit or drying of
meat and fish and drying of crops. In the electronics industry, moisture can cause a multitude
of problems ranging from pitting of electrical contacts due to excessive arcing under high
humidity conditions to the bursting of casings of electrical heating elements. Food stuffs such
as potato chips, instant coffees, soda crackers and other hygroscopic materials require only a
very small amount of water vapor to cause them to congeal or become rancid and stale after a
very short period of time.

In pharmaceutical industry, dry air is required for storing raw materials and chemicals to
prevent contamination, in addition to processing and packaging of the finished products.
Other special applications are for wind tunnels and altitude chambers where fogging occurs
and interferes with observations and photography. In textile industry, the humidity affects the
quality and quantity of all types of natural and synthetic fibres. The efficiency of a drying
operation depends largely on humidity control. Drying is slow and inefficient under high
humidity conditions. When air is used for combustion processes, the water content must be
low for efficient operation so that it minimizes fuel consumption.

2. DEHUMIDIFICATION METHODS

Dehumidification of air can be accomplished by different methods [2]. It can be achieved
by either cooling (refrigeration method) or increasing the pressure of air by compression
process (mechanical method) or by adsorption/absorption of moisture by solid or liquid
material, known as desiccants. In the refrigeration method, the moisture content of the air is
reduced by lowering its temperature below the dew point temperature. Dehumidification can
also be accomplished by using surface condensers or by using cold water sprays such that the
moisture in the air is condensed. Air compression constitutes another method of reducing the
moisture content of air. When air is compressed, the partial pressure of the water vapor in the
water-air mixture is raised to the point where moisture can be condensed from the air at a
higher temperature. This system is suitable for small volumes of air to be dehumidified. But
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the cost of the compressor, high power requirements and the cooling water requirement make
this system impractical.

Desiccant materials have a high affinity for water vapor. A desiccant dehumidifier is a
device that employs a desiccant material to produce a dehumidification effect. The process
involves exposing the desiccant material to high relative humidity air stream, allowing it to
attract and retain some of the water vapor. This process is followed by exposing the same
desiccants to a lower relative humidity air stream which has the affect of drawing the retained
moisture from the desiccant. The first air stream is the air that is being dehumidified while the
second air stream is used only to regenerate the desiccant material. Two major categories of
desiccants are adsorbents and absorbents. Adsorbent materials hold water molecules in pores
at their surface, no chemical change results. Absorbents go through chemical change as they
attract and retain water vapor. Absorbents generally can attract and hold greater quantities of
water per kilogram of desiccant material.

In adsorption method, solid desiccants like silica gel, activated alumina, activated
bauxite, microsieves, etc. which have great affinity for water are used for dehumidifying the
air. This system is suitable in the field where low dew points are desired. As the air to be
processed is passed through the desiccant bed, the moisture in the air is condensed out in the
pores of the desiccant. During the process the latent heat of vaporization of the moisture
condensed is converted to sensible heat thereby raising the temperature of the air. In
conventional units, gas, steam or electrical energy are used to regenerate the adsorbent beds.
Attempts have been made to use solar energy as the heat input in this system. Many space
cooling systems using solid desiccants have been proposed [3, 4]. In these systems
dehumidification of room air is achieved by using a desiccant bed and it is regenerated by
solar heated air. The regeneration temperature for this system is in the range of 80 to 95°C.

3. L1QuID DESICCANT DEHUMIDIFICATION

Air may be dehumidified when sprayed with a suitable liquid. The aqueous solution of
absorbent would seem to have the best prospects for the dehumidification process. If a
solution of water with a substance such as calcium chloride, lithium chloride or bromide,
glycols, sodium chloride, etc. is brought into contact with air either singly or in combination,
the air attempts to assume the vapor pressure of the solution [5]. At a given temperature the
solution of any of these substances has a lower vapor pressure than water itself. A spray of a
hygroscopic solution will therefore be especially effective for dehumidification. The
regeneration temperature required for liquid desiccant system is in the range of 50-65°C.
Where only moderately low humidities are required and where large quantities of air are to be
dehumidified, the liquid absorbents are ideally suitable.

Although many methods are available for dehumidification operation, liquid desiccant
system is considered in the present study due to the following several design and performance
advantages:

o Flexibility in operation and in its location.
e Readily circulated by means of a small pump.
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e Absorbing inorganic and organic contaminants in the air and hence, improved indoor
air quality.

e Ability of using low grade thermal energy due to the requirement of low regeneration
temperature.

¢ Simultaneous cooling during dehumidification.

e Ability to use low-cost cooling tower water for removing sensible heat from the
dehumidification process.

e Ability to store the energy in the form of chemical energy.

e Part of the weak desiccant solution can be over-concentrated and mixed with the
remaining solution.

¢ Single regenerator for multiple conditioners.

Some of the demerits of liquid desiccant systems include problems associated with
corrosion (except for glycols), carryover of solution into the air stream and crystallization of
desiccant material. However, to reduce corrosiveness some inhibitors can be added to the
solution. Among the various available liquid desiccant materials, lithium chloride is chosen
for the current study since it has good desiccant characteristics and does not vaporize in air at
ambient conditions. Lithium chloride can absorb up to 1,200 times their dry weight in water
[6]. The authors developed an Artificial Neural Network (ANN) model to predict the vapor
pressures of liquid desiccants and validated the model results for three different liquid
desiccants namely: lithium chloride, calcium chloride, and lithium bromide with experimental
data [7].

4. DEHUMIDIFICATION EQUIPMENT

In a liquid desiccant dehumidifier the air is dehumidified when exposed to cool and
strong desiccant solutions. The dehumidification process can be accomplished in equipment
such as a finned-tube surface in a column, spray tower, or packed tower.

4.1. Finned-Tube Surface

This type of dehumidifier was first proposed by Turner [8] in which the desiccant
solution is sprayed over fins and air is blown through fin passages. Cooling water is
circulated through the tubes. However, such equipment requires unreasonably high air
velocity in certain cases. It is also difficult to control the liquid film on the fin. Therefore,
Peng and Howell [9] proposed an alternative finned-tube surface arrangement. The interfacial
surface area is assumed to be equal to the fin surface as long as the liquid flow occupies less
than 20% of the volume. However, in the experimental studies there were many problems
because of the flooding which is coupled with choking. The reason for this is the structure of
the fins and the liquid desiccant (triethylene glycol). The liquid is sprayed over the tubes of
the fin tube surfaces in a column where the air is blown upward through the column. The
cooling water that circulates inside the fin tube keeps the operation isothermal. However, in
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some cases, extremely large air flow rates are required, and it is difficult to control the liquid
film over the fin tubes.

4.2. Spray Tower

In this arrangement large surface area for heat and mass transfer is obtained by breaking
the liquid into small droplets with the help of nozzles [10]. This system has many advantages
such as low cost, low pressure drop on air side, compact size, and simple operation. However,
this system has some drawbacks that include large pressure drop on liquid side and chances of
liquid carryover.

4.3 Packed Tower

Packed tower configuration has received more attention because of a large rate of heat
and mass transfer per unit volume. Other advantages include compactness, high efficiency
and large contact time. In a counter-flow packed tower dehumidifier, a strong and cool
desiccant solution is distributed from the top and allowed to trickle down through the tower in
a thin film covering the packing material surfaces as shown in Figure 1. The humid air enters
the dehumidifier at the bottom. The moisture content of the air in the unit is controlled by
adjusting the temperature and the concentration of the desiccant. Since the desiccant solution
vapor pressure is less than the water vapor pressure in the air, the moisture transfer takes
place from the air to the desiccant solution. The dehumidified air exits at the top. A warm and
diluted (weak) solution leaves at the bottom of the dehumidifier. Two types of packing are
generally used viz. random packing and regular (structured) packing. Although regular
packing such as cellulose rigid media pads, wood grids, and expanded metal lash packing, etc.
offers low pressure drop for the air stream at the expense of costly installation, random
packing such as Berl saddles, Raschig rings and Intalox saddles, etc. provide good contact
between air and the desiccant solution. Hence, a random packing is chosen for the present
study. The performance of the dehumidifier is measured by the amount of water condensed
from the humid air.

The dehumidification process involves simultaneous heat and mass transfer and reliable
transfer coefficients are required in order to analyze the dehumidifier. This has been proved to
be difficult and many assumptions are made to simplify the analysis. For this purpose
different theoretical models have been developed to study the performance of the
dehumidifier and this is out of the scope of the present work. Due to the high number of
variables involved in the process, the analysis becomes increasingly complex. The objective
of the current study is to examine the possibilities of using ANN to predict the performance of
the random packed dehumidifier. ANN is widely used as an innovative way to overcome the
limitations of physical modeling of complex and ill-defined problems.
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Figure 1. Schematic of air dehumidification process with liquid desiccant.

5. THERMODYNAMIC ANALYSIS OF THE DEHUMIDIFIER

The assumptions and the concept of the dehumidifier performance analysis are adapted
from [5]. Referring to Figure 1, air at humidity ratio, @,;, and temperature, T,;, enters the
bottom of the dehumidifier and leaves at the top with humidity ratio, @,,, and temperature,
Tao. The desiccant solution enters at the top of the dehumidifier with temperature, Ts;, and
concentration, &, and leaves at the bottom with temperature, Ts,, and concentration, & . The
mass flow rate of air and the desiccant solution per unit cross-sectional area of the
dehumidifier is defined as G, and Gg, respectively.

The dimensionless temperature difference ratio can be defined as,

JB — Tai—Tes (1)

T:_E_T:_i
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&3

In order to obtain the desiccant solution temperature at the inlet of the dehumidifier in
terms of the solution temperature at the outlet, the effectiveness of the heat exchanger is

defined as,

The effectiveness of the heat exchanger is assumed as constant at 0.6.
Water condensation rate is given by,

M=2[EEE (T, —T,) — G, CaB(To: — Tu))]

(1-z2}

B

The humidity ratio of air at the outlet of the dehumidifier is given by,

where

lr, _ D.GzZ 4
Farg;

Pl - 1

) D.E27
pll.[ - 1 E:_i

The concentration of the desiccant at the outlet of the dehumidifier can be found as

_ Esi
ES_.E - __+£

=
=5
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The above analysis shows the dependence of the dehumidification process on operational
parameters such as air and desiccant flow rates, the desiccant concentration and its
temperature as well as the air humidity ratio and its temperature at the inlet of the
dehumidifier. The latent heat of condensation and the specific heat of the fluids are assumed
to be constants. However, the cooling water inlet temperature to the heat exchanger is
considered as one of the variables in the present study. Further, the performance of soft
computing methodology, trained ANN based on multilayer algorithm is used for the
performance analysis of the dehumidifier.

6. ARTIFICIAL NEURAL NETWORK MODEL

The current interest in artificial neural networks (ANNs) is largely due to their ability to
mimic natural intelligence in its learning from experience [11]. They learn from examples by
constructing an input-output mapping without explicit derivation of the model equation.
ANNSs have been used in a broad range of applications including: pattern classification [12,
13], function approximation, optimization, prediction and automatic control [14] and many
others.

An artificial neural network consists of many interconnected identical simple processing
units called neurons. Each connection to a neuron has an adjustable weight factor associated
with it. Every neuron in the network sums its weighted inputs to produce an internal activity
level a;,

g; :::E:VVinij'_VVio
1= (10)

where wij; is the weight of the connection from input j to neuron i, Xjj is input signal number j
to neuron i, and Wj, is the threshold associated with unit i. The threshold is treated as a normal
weight with the input clamped at -1. The internal activity is passed through a nonlinear
function ¢ to produce the output of the neuron y;,

(11)

Several forms of differentiable activation functions have been used with the most popular
being the logistic function of the form:

C1+exp(-a) 12)
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Hidden layer 2

Hidden layer 1

Figure 2. Structure of artificial neural network.

The weights of the connections are adjusted during the training process to achieve the
desired input/output relation of the network.

Artificial neural networks come in many different paradigms, some require topologies
with total interconnection among neurons and others require arrangement in layers. A
multilayer feedforward network has its neurons organized into layers with no feedback or
lateral connections. Layers of neurons other than the output layer are called hidden layers.
The input signal propagates through the network in a forward direction, on a layer-by-layer
basis. Figure 2 shows a three-layer feedforward network.

The backpropagation algorithm [15] is a supervised iterative training method for
multilayer feedforward nets with sigmoidal nonlinear threshold units. It uses training data
consisting of S input-output pairs of vectors that characterizes the problem. Using a
generalized least-mean-square algorithm the backpropagation algorithm minimizes the mean
square difference between the real network output and the desired output [16]. The error
function that the backpropagation algorithm minimizes is the average of the square difference
between the output of each neuron in the output layer and the desired output. The error
function can be expressed as:

E :éz Z(dsk _Osk)2
s k (13)

where S is the index of the S training pair of vectors, k is the index of elements in the output
vector, dg is the kth element of the sth desired pattern vector, and Oy is the kth element of the
output vector when pattern S is presented as input to the network.

Minimizing the cost function represented in Eq. (13) results in an updating rule to adjust
the weights of the connections between neurons. The weight adjustment of the connection
between neuron i in layer m and neuron j in layer m + 1 can be expressed as:
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where i is the index of units in layer m, 7 is the learning rate, 0; is the output of unit i in the
mth layer, and ¢Jj is the delta error term back-propagated from the jth unit in layer m + 1
defined by:

é‘j = [dj -0, ]Oj [l — Oj], neuron j is in the output layer
5J. =Y, [1 — yj] ; O, W, ;» neuron j is in a hidden layer and k is index of neurons in

the layer (m+2), ahead of the layer of neuron j.

Choosing a small learning rate 7 leads to slow rate of convergence, however, too large 77
leads to oscillation. A simple method for increasing the rate of learning without oscillation is
to include a momentum term as:

AWji(n+1)+775j 0 +aAWJ'i(n) (15)

where n is the iteration number, and « is a positive constant which determines the effect of
past weight changes on the current direction of movement in weight space. Detailed
description of the multilayer feedforward neural networks and the backpropagation algorithm
may be found in [16].

7. RESULTS AND DISCUSSIONS

The variables that are found to have the most significant effect on the dehumidifier
operation are: flow rates of fluids, inlet temperature of the fluids, inlet desiccant
concentration, dimensionless temperature ratio, air inlet humidity ratio, and cooling water
inlet temperature. The ranges of these operating variables that are used in generating the data
for training are given in Table 1. Equations (1) to (9) have been used to generate about 1200
data points to be used for training the neural network model. The simulated data is used to
train a feedforward neural network with 8 inputs and one output to predict the water
condensation rate. After several trials, a network with § inputs, 10 hidden units in one layer
and one output is selected. A maximum of 100 epochs were allowed, alternatively, training
could stop when the Mean Square Error (MSE) for the difference between the desired output
and the obtained results reaches a pre-specified limit which is on this case set to be 0.0001.
When network training was successfully completed, the network was tested on a reliable set
of experimental data from the literature [17] and the results are given in Table 2. It is to be
noted that the experimental data set was not used during the training process. The comparison
between the ANN simulated results and the experimental data are also shown in Figures 3 and
4. The R? value is found to be 0.9251 which indicates a reasonable agreement between the
measured testing data and the neural network simulated results. As seen from the results
obtained, the water condensation rate to the desiccant solution is obviously predicted within
acceptable ranges.
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Figure 3. Performance of the dehumidifier as compared to experimental data.
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Figure 4. The ANN prediction for the water condensation rate.

Table 1. Operating parameters and their ranges used for generating data

8
Experimental water condensation rate, g/mzs

9

1
10 "

12

13

S. No. Operating parameters Symbol Unit Operating range
1 Air inlet temperature Tai °C 28 to 41

2 Air inlet humidity ratio O kg w/kg da 0.014 to 0.022

3 Air flow rate G, kg/m’s 0.85to 1.5

4 Desiccant inlet temperature Tsi °C 251036

5 Desiccant inlet concentration Es.i % by weight | 33 to 40

6 Desiccant flow rate G, kg/m’s 3.5t06.5

7 Temperature difference ratio B - -10to 26

8 Cooling water inlet temperature | T; °C 23t035.2
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Table 2. Comparison of trained ANN results with the experimental data

G, Toi | @ G, Toi | & | T |B M, g/m’s
ANN | Expt.
1.180 | 30.1 | 0.0181 | 6.227 | 30.3 | 34.7 | 29.6 | 10.50 | 8.14 | 8.85
1.513 | 302 | 0.0181 | 6.113 | 30.0 | 343 [ 29.1 | -10.0 | 12.29 | 11.5
1.189 | 355 | 0.0188 | 6.290 | 30.3 | 34.5 | 293 | 0.52 | 8.89 | 9.29
1.183 | 40.1 | 0.0180 | 6.287 | 30.5 | 34.4 | 295 | 0.73 | 8.47 | 7.97
1214 | 303 | 0.0142 | 6.273 | 30.1 | 339 | 29.7 | 4.0 | 523 | 5.09
1.187 | 29.9 | 0.0215 | 6.272 | 30.3 | 33.9 | 294 | 875 | 11.21 | 11.73
1.190 | 30.1 | 0.0180 | 5.019 | 302 | 34.4 | 294 | 21.0 | 8.69 | 8.4
1.198 | 29.9 | 0.0177 | 6.269 | 25.0 | 34.7 [ 23.9 | 0.35 | 11.40 | 11.06
1.176 | 29.9 | 0.0178 | 6.309 | 352 | 349 [ 35.1 | 1.10 | 436 | 4.65
1.182 | 29.9 | 0.0179 | 6.164 | 30.1 | 33.1 | 29.5 | 125 | 7.30 | 7.96
1.192 | 29.9 | 0.0179 | 6.267 | 30.2 | 33.8 | 29.6 | 8.67 | 7.43 | 8.41
1.176 | 30.0 | 0.0181 | 6.206 | 30.2 | 34.8 | 29.5 | 10.0 | 8.35 | 9.07

CONCLUSIONS

Air dehumidification is crucial for industrial applications as well as for air conditioning
of all types of buildings in humid climates. This leads to a reduction in power consumption
and the elimination or minimization of the CFC’s. Water condensation rate is the most
important characteristic for the operation of the humidity reduction system. ANN approach is
used in this paper to predict the water condensation rate in a liquid desiccant dehumidifier.
The ANN model is implemented and its feasibility is established. Good agreement between
the output from the ANN model and the corresponding results from the experimental data has
been found. This study reveals that ANN model can work well as a predictive tool to
complement the experiments with a high degree of accuracy. When more experimental data
becomes available, the model can be further evaluated.
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NOMENCLATURE
a internal activity level of unit i
C specific heat at constant pressure, kJ/kg K
dg kth element of the pth desired pattern vector
E error function
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Subscripts
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ji

mass flux, kg/m” s

index of elements in the output vector
water condensation rate, g/m” s
output of unit i in the m th layer

kth element of the output vector when pattern S is presented as input to the
network

vapor pressure, mm Hg

total pressure, mm Hg

index of the training pair of vectors

total number of training vectors

temperature, °C

weight of the connection from input j to neuron i

threshold associated with unit i
input signal number j to neuron i

output of the neuron

dimensionless temperature difference ratio

delta error term backpropagated from the jth unit in layer m+1

heat exchanger effectiveness
latent heat of condensation, kJ/kg
concentration of the desiccant solution by weight, %

weight adjustment of the connection between neuron i in layer m and neuron

j in layer m+1
air humidity ratio, kg water vapor/kg dry air
nonlinear activation function

learning rate

air

cooling water
inlet

outlet

desiccant solution
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Chapter 6

APPLICATION OF THE ARTIFICIAL NEURAL
NETWORKS ON VISUALLY GUIDED ROBOT

Emregul Ersan™”, Vedat Topuz,”* and Ayca Gokhan Ak’ %*
'Zeytinburnu Industrial Vocational School Zeytinburnu, Istanbul/Turkey
? Vocational School of Technical Sciences Marmara University,
Goztepe, Istanbul/Turkey,

ABSTRACT

In this chapter, the carrying of an object at a workspace, which was perceived by
vision, to another location was realized by a robot arm with five axes. Basic image
process techniques were used for object recognition and position determination. If the
desired object was inside the workspace, the inverse kinematics solution was realized,
and then after coordinates of the object’s location was sent to the robot arm. The inverse
kinematics solution of the robot arm was performed with Artificial Neural Networks
(ANN) model (Multi Layer Perceptron-MLP and Radial Basis Function (RBF) Neural
Network) based on the forward kinematics solution. For an inverse kinematics solution of
the robot, the training data set was created in the ANN method by using the robot’s
forward kinematics values first and then, ANN modeling was realized. After the robot’s
inverse kinematics solution was realized, the determined joint angle values were directed
to the robot arm and moving the object to the desired location was realized successfully.
Experimental results presented in this chapter indicate that RBF is more efficient solution
than MLP for inverse kinematic solution of visually guided robot.
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1. INTRODUCTION

Large part of research in computer technology increasingly day to day to simplify the
people's lives and to provide new opportunities is concerned in developing intelligent
machines that can move itself without human intervention. Using in conjunction of image
processing algorithms and intelligent machines such as robots has an important place among
the technological developments of today. Most of these robotic manipulators require
knowledge about their environment in order to perform their function. Indeed, typical robots
have no eyes for tracking, detecting, or recognizing any objects. If we want a robot to catch
objects in real time, it needs a camera to form a vision system as its eyes in order to measure
the position of an object. The vision system provides the raw data corresponding to a
coordinate frame, X and y, which appear on a CCD array. Therefore, the vision system must
cooperate with the robot controllers. In addition, the robot requires a visual servo controller to
assist in successfully catching a moving object. As a result, the incorporation of a vision
system is an integral part of both the application of robotics and the robotics industry [1].

There are many studies for robotic image processing techniques in the literature. The
mobile robot to catch a ball that had fallen had implemented by Mundhra et al. [2]. Mondi et
al. have developed ping-pong playing robot arm. The coordinates of the ping-pong balls have
determined with image processing techniques applied on real-time images taken from CCD
video camera and the robot arm move is realized [3]. Electrical plug and its coordinates have
been determined with a camera attached to the robot arm by using pattern recognition
algorithms in Bustamante and Gu study. Then they have ensured recharging of the mobile
itself going to designated areas and that making the necessary connections [4]. Knoeppel et al.
have determined with two CMOS camera mounted on the car's rear window whether a
vehicle following the car on max 150m away and between the distances from other vehicle
[5]. A mobile robot has moved without hitting the wall through the sensors in a confined
space such as the maze in study of Choi, Ryu and Kim. They have plotted the confined space
with processing the image received from the camera with morphological image processing
techniques [6].

Inverse kinematics modeling has been one of the main problems in robotics research. The
most popular method for controlling robotic arms is still based on look-up tables that are
usually designed in a manual manner. ANNSs are alternative methods for inverse kinematics
solution [7]. Various ANN approaches has been studied for inverse kinematics solution. The
performance of the recurrent neural network and the dynamic neural processor was compared
on inverse kinematic computations of a two-linked by robot Rao and Gupta [8]. Bingul et al.
have applied an ANN using backpropagation algorithm to solve inverse kinematics problems
of industrial robot manipulator [9]. Choi and Lawrence have applied MLP networks to the 3
degrees of freedom (DOF) spatial manipulator robot inverse kinematic problem [10]. Yang et
al. have realized the comparison of the performance of RBF and back propagation ANN
paradigms trained to learn data obtained from the kinematics model of a U.M.1 RTX robotic
arm. [11]. Different neural network approaches have been studied for visual application on
robots [12], [13].

In this chapter, the carrying of an object at the workspace, which was perceived by
vision, to another location by a robot arm (EDUBOT) was realized. This process consists of
four main stages such as object recognition, determination of the object’s location, inverse
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kinematics solution of the robot arm and the robot arm movement. An interface was designed
for image processing of the object’s image and motion control of the robot arm.

Basic image processing techniques were used for object recognition and position
determination. An image of the object was transferred to the system by the camera which was
placed at the top of the workspace so that the robot arm would not hit it. After the captured
image was taken through some image processing stages such as filter and calibration, it was
determined that the object at workspace was the desired object. If the desired object was at
the workspace, the inverse kinematics solution was realized, after coordinates of the object’s
location were sent to the robot arm. An interface was designed for image processing and
motion control of the robot arm for this purpose.

The inverse kinematics solution of the robot arm was performed with ANN (MLP and
RBFNN) based on the forward kinematics solution. For an inverse kinematics solution of the
robot, the training data set was created in the ANN method by using the robot’s forward
kinematics values first and then, ANN modeling was realized.

After the robot’s inverse kinematics solution was realized, the determined joint angle
values were directed to the EDUBOT robot arm and then, moving the object to the desired
location was realized successfully.

This chapter isarranged as follows: The next section visually guided robot arm is
presented then, image processing technique, robot manipulator and ANN are introduced.
ANN for calculation of the inverse kinematics is presented section 3. Section 4 contains the
experimental results. Section 5 concludes the paper.

2. VISUALLY GUIDED RoBOT

In visually guided robot system, object found in the study area, is identified with the help
of image processing techniques. Than inverse kinematics solution of the robot is computed
with ANNS. Finally, object is moved to the desired location by the five-axis robot. The block
diagram of the system is given on Figurel.

2.1. Image Processing

Each point on images taken the projection from three-dimensional environment to two-
dimensional images plane has a color value and coordinate. To create a digital image, the
perceived continuous data should be converted to digital format. Digitization process includes
two processes: sampling and quantization [14].

Resolution of digital image is determined as a result of sampling process (i.e.:1024x768,
640x480), the color depth of the image is determined as a result of quantization (color depth;
256 for 8 bit grey level, 65536 for 16 bit grey level). In addition, a matrix of the actual
number is obtained as a result of sampling and quantization.
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Figure 1. Block Diagram of the Visually Guided System.

MxN dimensional digital image of a digital f(x,y) image can be written in matrix form (1).
Every element in the matrix array are called pixel.

f(00)  FOL - - FON-1)
f(1L0)  fA1) - - FLN-1)
flxy) = - | - ()

FMS10) FM-11) . . FM—1N-1)

Another property of a pixel in the image other than the coordinate is gray level. Color
images, are formed by passing the gray value of the original image through, respectively, red,
green, blue filters. Due to hardware limitations of the number of gray levels are determined
mainly by 2 forces. The most commonly used is 8-bit (28), although some applications are
used 16 bit. 256 gray values can be defined as a byte here.

After obtaining digital images, image processing techniques are utilized to perform many
applications such as to recover them from background, to eliminate the unwanted noise
caused by a lighting system, to increase image quality, to correct image distortions caused by
the structure of the system, etc. Image processing techniques can be grouped as image
enhancement, image filtering and restoration, image compression, object identification.

Image enhancement is done to improve image interpretation and understanding of the
image. Various filters try to recreate or fix a distorted image with using the solid parts of the
image. Elimination or sharp the blur in the image includes applications such as sharp, refine
edge, increasing the contrast and brightness of the image, removing the noise [15].
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Segmentation is a grouping to analysis and to classify of specific shapes taken from an
image. Segmentation process could be used to adjustment the desired color level,
discretization, clarification, cleaning the background noise and the detection of objects in
different form.

Discretization is done with thresholding technique between the object and the
background. Before making thresholding to the image a picture in different shades of gray
can be converted into binary format into a matrix which consisted 0 and 1s, at to show 0 black
and 1 white. Related pixel on the output image is set 1 for each value above the threshold
value and 0 for below the threshold value. Thus, features of the objects with the background
on the object can be extracted.

Tagging is the separation of objects at none neighborhood from each other in a binary-
coded image with painted different colors. Tagging process is done pixel to pixel scanning of
binary-coded image starting at the (0.0). In binary-coded pictures objects is white and the
floor is black. During the scanning, when white pixels (object) is encountered, it is looked at
neighboring pixels 3x3 matrix shape of that pixel. White pixel value is assigned the same
label if a pixel already labeled between adjacent pixels is found. If there isn’t pre-labeled
pixel value between adjacent the white pixel, the end labeling value is given to the white pixel
by an increased and the labeling is applied to all picture [16].

Brightness and contrast settings of the image are made with contrast enhancement. The
limits of different colors can be sharp with contrast and brightness settings by changing color
value at a pixel and the image can be made more prominent.

2.2 Robot Manipulator

Robot used in this study (EDUBOT) is a five-axis robot designed for educational
purposes. All joints realize rotational motion and joint movements are provided with R/C
servo motor (Fig 2).

Figure 2. EDUBOT Robot and Rotation Axis.
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Firstly robot's rotational axes are designated for calculation of the robot's forward
kinematics and DH parameters are set out with utilizing the axes movement shown in Figure
2. DH parameters are given on Table 1.

Table 1. DH Parameters of the Robot

1 [ 2] 3 4 5
o, ol 90| o 0 +90
a 0/ 0]0.08] 0.06]0.125
9, | 0, 0,] 0, 0, 05
d; |0.18] 0001 ]0.042 0

o ;: the angle between z;; and z; measured about x;

a ;: distance along x; from o;; to the intersection of the x; and z;., axes
0 ; : the angle between x;; and x; measured about z;

d; : distance along z;.; from o, to the intersection of the x; and e z;,

The transformation matrix of a joint is expressed as equation 2 [17]. Forward kinematics
solutions are obtained as follows using DH parameters and equation 2.

cos B, —sin &, 0 & _q

sinf, *cosa._, cosB, =cosa._y, —Sina,_y —sina,_y*d;

iy = ()

sinf, *sina,_; cosH, *sina,_; €OS&_y cosa; ,*d,
0 )] 0 1
The forward kinematics solution containing of the initial position and orientation of the

end effector is obtained multiplied the transformation matrices of each joint, as shown in
Equation 3.

r=0ririr iriT A3)
Forward kinematics solution of the Edubot Robot was obtained in eq. 4.
I 0 0 0.265
8 0 I 0 0.032
sT= 7 7 )
o 0 ] 018
o 0 0 I

Inverse kinematics problem is conversion process of the orientation and the position of a
robot manipulator end effectors from Cartesian coordinate system to the joint coordinate
system [18]. This relationship between joint space and Cartesian space is illustrated in Figure
3 [4].

Inverse kinematics problem for a given robot configurations can be solved completely
analytically. But the solution of the inverse kinematics problem comprised of nonlinear
equation systems with two or three unknown cannot be achieved with analytical solutions in
some cases. In such cases, numerical methods that joint angles iteratively solved are used to
reach the solution [17]. In this study, EDUBOT robot's inverse kinematics solution was
carried out with the ANN model based on forward kinematics solution.
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j‘ — Forward kinematics —p
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Joint Cartesian
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Figure 3. The Schematic Representation of Forward and Inverse Kinematics.

2.3 Artificial Neural Networl Application

ANN was designed as a simplified model of the biological neurons. The neurons are
generally arranged in parallel to form “layers.” Although many combinations are possible,
configuration usually follows a similar pattern. Each neuron in a layer has the same number
of inputs, which is equal to the total number of inputs to that layer [19].

There exist many types of feedforward neural networks in the literature. In this study,
Multi Layer Perceptron (MLP) and Radial Based Function (RBF) Neural Network model is
used.

2.3.1. Multi Layer Perception
MLP consists of three-layers of neurons (input, hidden and output layer as shown in

Figure 3) interconnected by weights. The MLP transforms n inputs to m outputs through
some nonlinear function, are solved or trained by the error backpropagation algorithm.

mpwt Layer Higdoen Layer Curput Layer

Figure 4. Multi Layer Perceptron.
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The output layer neurons are pure summations of inner products between the nonlinear
regression vector from the hidden layer and output weights.

MLP network starts with random initial values for its weights, and then computes a one-
pass backpropagation algorithm at each time step k, which consists of a forward pass
propagating the input vector through the network layer by layer, and a backward pass to
update the weights by the gradient descent rule. After having trained on-line for a period of
time, the training error should have converged to a value so small that if training were to stop,
and the weights frozen. Also, the training of NNs is said to have reached a global minimum
when, after changing the operating conditions, as well as freezing the weights, the network’s
response is still reasonably acceptable [20]. Steps of the algorithm as following:

= Initialize connection weights into small random values.
”

*  Present the p th sample input vector of pattern X, = { X... X, ... ._‘-{P_\-:) and the

p2s s TP_\-_,___:I to the network.
= Pass the input values to the first layer, layer 1. For every input node i in layer 0,

perform:

corresponding output target T,, = ’:TP._ .

Y, = X, ®)

» Forevery neuroni in every layer j = 1,2, ...M, from input to output layer, find the
output from the neuron:

= f [E,{;{ n:,-'—i.'-:cH':-':'k,] ©

where f is the activation function. The most widely used activation function for neurons
in the hidden layer is the following sigmoidal function:

1

flx) =7= @)
=  Obtain output values. For every output node i in layer M, perform:
Up: = YZ'-'I'. (8)
» Calculate error value ;; for every neuron i in every layer in backward order
i=DM M- 1, ..2.1, from output to input layer, followed by weight adjustments. For
the output layer, the error value is:
Gppe = Vo (1 — Vi) [:T_u:' - ?r} &)
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and for hidden layers:
0; =1 [l - Y} E;;{ O+ Wiss 0 (10)

The weight adjustment can be done for every connection from neuron k in layer (i-1)
to every neuron i in every layer i:

Wi = Wi, + 83,7, (11)

where  represents weight adjustment factor normalized between 0 and 1.

The actions in steps 2 through 6 will be repeated for every training sample pattern p, and
repeated for these sets until the Root Mean Square (RMS) of output errors is minimized.
RMS of the errors in the output layer defined as:
Ep = i3V (T,; - 0,;) (12)

Sj=1taj

for the p th sample pattern [21].

2.3.2 Radial Basis Function Neural Network
The basic architecture of an RBF with inputs and a single output is shown in Figure 3.
The RBF network is a two-layer network, nonlinear hidden layer and linear output layer. The

nodes in adjacent layers are fully connected [22]. The proposed model uses Gaussian kernel
(w) as the hidden layer activation function.

fix)

oulput layer

hicidan ke

Figure 5. Radial Basis Function Neural Network.
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The output layer implements a linear combiner of the basis function responses defined as;
f = E?:i ll'1':;'._.!"11'[]_.!' (13)

Where, q is the sample size, ¥'; is response of the jth hidden neuron described as;

Y, = exp [— i ] (14)

25

Where, ¢; is Gaussian function center value, and d; is its variance.

RBF training has two-stage procedure. In the first stage, the input data set is used to
determine the center locations (¢;) using unsupervised clustering algorithm such as the K-

means algorithm and choose the radii (g;) by the k-nearest neighbor rule. The second step is
to update the weights (W) of the output layer, while keeping the (C;) and (0o;) are fixed
[23].

3. ARTIFICIAL NEURAL NETWORKS FOR CALCULATION
OF THE INVERSE KINEMATICS

Firstly, a small sample of the ANN training data set in Table 2 was created using forward
kinematics of the robot ANN for the realization of the robot's inverse kinematics solutions.
While data sets was creating, uniform random variable function are used that change between
boundaries values belong to each axis. Robot inverse kinematics solution was performed with
the ANN modeling using this data. Two ANN model, MLP and RBF network was used. Once
the MLP or RBF network model training procedure is performed, robot inverse kinematics
solution is carried out in a very short time.

Table 2. Data Set Generated Randomly Used for Modeling with ANN

ANN Target Data ANN Input Data

01 02 03 04 05 X Y z
0,361 0,4167 -1,196 1,434 0 0,182 0,124 0,113
-0,055 -0,500 0,958 0,859 0 0,182 0,041 0,348
0,688 0,483 -1,148 1,524 0 0,121 0,166 0,085
0,687 -0,060 -0,139 0,222 0 0,170 0,207 0,193
-0,536 0,428 -0,151 1,507 0 0,116 -0,008 0,008
-0,001 -0,5703 -0,062 1,467 0 0,199 0,051 0,166
0,050 0,248 -0,228 0,6161 0 0,235 0,064 0,084
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To determine the robot's joint angles values using the ANN model and the parameters the
interface was created. Thus, access to parameters of ANN models used to find information of
the joint angles, was conducted. Robot's forward kinematics such as equation 1 was derived
taking the robot's own information with data button on the interface.

ANN used in inverse kinematics solution is should be selected after of the robot's forward
kinematics was obtained. Each option contains some parameters within itself. The initial
values assigned to these parameters can be changed via the interface. Interface that given
overall appearance in Figure 6 was created for image processing techniques applied in study
and kinematic calculations required the motion of the robot arm.

/ educambot
- Image Processin — Coordinates of the Ohject
I X 25 .
a0 435 6607
Y o123 b

Calibration o
50

Find Ohject

1237835
1235

— Ohject Status Cartrol—apq X (mm) 494

12982383

L e e e

768489 .

125 e L
4805 485 4855 436 4855 487

100 200 00 A00 E00 FO0

— Raobot Manipulatar Movement

— Coordinate Yalues—————— Speed Cortrol

X ks I O Manul Manual Speed Adjustment

—DH Parameters ————  Calculations of Kinemstic

@ Edubiat O Cther @ Mathematical () Artificial Meural Networks

Mo:  alfa a teta o

t Lo o ]le ][oze « ‘ -
2 [so [0 J[o |[o |||(8m ] ® L] I I
s [0 J o] [ |[oor] © S —

e —— ® - -
s [ o] [0 ] o | —
® I | | (oo ] (s )

Figure 6. System Interface.

4. EXPERIMENTAL RESULTS

MATLAB R2008b was used for taking the image, detecting the location of the object
inside the workspace, the robot arm kinematic calculations and simulated motion of the robot
arm. Also an interface was created using MATLAB GUIDE.

In this part of application, the robot arm is directed to detected coordinate values after the
object image taken from the camera is processed and passed through the necessary steps.
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After ANN method for solving inverse kinematics of the robot has been selected, obtained
alignment values was directed to robot arm and sync of the movement was observed.

After determined the joint angles was transferred to the interface, the arm speed
adjustments were made. Then, by performing the desired motion by robot arm, carrying of
object in the workspace was provided from location to another place, pressing to start.
Workspace is shown in Figure 7 [24].

Figure 7. Workspace.

Position and position error of axis 1, 2 and 3 with MLP model are shown in Fig 8.

MLP Network Test Graph for gl Ases Test
1 T T T T

MLP Robot Modal
------- Robot Inverss Kinematic

iy (R AT

Error Grap?rcfgr ql Axes
T T T T T

ql (radian)

1 1
0 50 100 200 260 300

0 50 100 150 200 250 300

Figure 8. (Continued)
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Figure 8. Position and Error of Base 3 Axes with MLP Model.

Position and position error of axis 1, 2 and 3 with RBF model are shown in Fig 9.

Errors are smaller with RBF network model than MLP model as shown Fig 8. and Figure
9. Also, error of the axis 1 is smaller than the other axes for both network models.

Many experiments were implemented for different object positions, and Table 3 was
created. X, Y, Z columns in the table shows the object's actual coordinate values. X'-Y'-Z'
columns identifies end effector coordinates and ql-q2-q3-q4-q5 columns shows calculation
results of each joint.
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Figure 9. Position and Error of Base 3 Axes with RBF Model.
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Table 3. Result of Inverse Kinematics Calculation

Desired Calculated Joint Angles

X Y Z X’ Y’ z ql | 92 | q3 | q4

tansig | 0.0868 | 0.0509 | 0.02 | 0.1068 | 0.0340 | 0.0262 | -6 | 19| -10| 60

M
L logsig 0.0868 | 0.0509 | 0.02 ] 0.1011 | 0.0373 | 0.0318 -5 16 | -11 | 68
P purelin 0.0868 | 0.0509 | 0.02 ] 0.0896 | 0.0484 | 0.0214 -1 20 -10 | 67

RBF 0.0868 | 0.0509 | 0.02 | 0.0845 | 0.0529 | 0.0176 0l 221 -13| 68

tansig 0.0422 | -0.127 | 0.02 | 0.1013 | -0.139 | 0.0455 | -61 14 | -14 | 66

M
II: logsig 0.0422 | -0.127 | 0.02 ] 0.0938 | -0.130 | 0.0457 | -62 | 12| -14 | 74

purelin 0.0422 | -0.127 | 0.02 ] 0.1046 | -0.108 0028 | -55| 20| -16 | 70

RBF 0.0422 | -0.127 | 0.02 |0.0394 | -0.123 [ 00197 | 80| 17| -6]| 79

tansig 0.0751 | -0.088 | 0.02 ] 0.0910 | -0.089 | 0.0328 | _49 15 -12| 75

M
L logsig 0.0751 | -0.088 | 0.02 ] 0.0778 | -0.099 | 0.0266 | -55 19| -16 | 76
P purelin 0.0751 | -0.088 | 0.02 ] 0.0991 -0.067 | 0.0260 | 42 | 17| -10 | 72

RBF 0.0751 | -0.088 | 0.02 | 0.0736 | -0.093 | 0.0169 | 55| 23| -15| 75

tansig | 0.0795 | 0.1253 | 0.02 | 0.0813 | 0.0993 | 0.0140 | 19| 21| 3| 40

M
L logsig 0.0795 | 0.1253 | 0.02 ] 0.0534 | 0.1043 | 0.0081 24 | 20 5] 50
P purelin 0.0795 | 0.1253 | 0.02 ] 0.0687 | 0.0980 | 0.0268 20| 20| -13 | 66

RBF 0.0795 | 0.1253 | 0.02 [ 0.0802 | 0.1266 | 0.0240 | 27| 24| -5| 36
M | tansig | 0.0554 | 0.0754 | 0.02 | 0.0919 | 0.0684 | 0.0316 | 6| 20| -17 | 70
L ogsig | 0.0554 | 0.0754 | 0.02 | 0.0687 | 0.0796 | 0.0301 | 11| 15| -11| 77
P [purelin_ | 0.0554 | 0.0754 | 0.02 | 0.0907 | 0.0690 | 0.0227 6] 20 -10] 63
RBF 0.0554 | 0.0754 | 0.02 | 0.0558 | 0.0742 | 0.0161 o 191 8| 75
M | tansig | 0.0322 | 0.0315 | 0.02 [ 0.0728 | 0.0294 | 0.0365 | 9| 15| -17 | 90
115 logsig | 0.0322 | 0.0315 | 0.02 | 0.0843 [ 0.0103 | 0.0416 | 15| 15| 22| 90

purelin 0.0322 | 0.0315 | 0.02 ] 0.1003 | 0.0241 | 0.0263 91 191 -12 | 67

RBF 0.0322 | 0.0315 | 0.02 | 0.0422 | 0.0232 | 0.0200 | -15 11 11 81
M | tansig 0.0591 | 0.0030 | 0.02 | 0.0856 | 0.0191 | 0.0398 | _12 | 12| -12 | 84
; logsig 0.0591 | 0.0030 | 0.02 ] 0.0771 | -0.013 | 0.0379 | -25 14 ] -17] 90

purelin 0.0591 | 0.0030 | 0.02 ] 0.0961 | 0.0046 | 0.0286 | -16 | 16 91 7

RBF 0.0591 | 0.0030 | 0.02 | 0.0620 | 0.0046 | 0.0185 | 20 | 17| 3| s0

tansig 0.0361 | -0.043 | 0.02 | 0.1026 | -0.042 | 0.0502 | _34 10| -17 | 90

M
L logsig 0.0361 | -0.043 | 0.02 ] 0.0872 | -0.039 | 0.0299 | -36 | 19| -20 | 90
P purelin 0.0361 | -0.043 | 0.02 ] 0.1146 | -0.033 | 0.0274 | -28 16 91 69

olo|lo|lolo|oo|oc]lo|lco|olo|oo|o|olo|loolo|oc|o]lo|lolco]lo (oo |vne

RBF 0.0361 | -0.043 | 0.02 | 0.0486 | -0.047 | 0.0161 52 14| 10] 81

CONCLUSION

In this study, after the object was detected, moving the object to another location was
performed by five-axis robot arm within the workspace. For the realization of the robot arm
motion, robot's forward kinematics solution was carried out finding DH parameters of the
robot. Inverse kinematics solution of the robot was performed based on forward kinematics
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by ANN based approach. Two different ANN models, the MLP and RBFNN, are used for
inverse kinematics calculations. According the Table 3 RBF network yielded much better
results than MLP. To reach the target point with RBFNN method was realized approximately
with accuracy rate between 80% to 87%.
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Chapter 7

ANN-BASED APPROACHES TO STUDY
THE NANOSCALE CMOQOS DEVICES

F. Djeffal” and T. Bendib
LEA, Department of Electronics, University of Batna, Batna, Algeria

1. INTRODUCTION

Over the past three decades, the primary driver of the exponential improvements in
integrated circuit performance has been the scaling of transistor dimensions. The inherent
benefits of MOSFET scaling are the speed improvement and energy reduction associated with
a binary-logic transition. As the MOSFET is scaled below the 100 nm technology node the
advantages of MOSFET scaling are diminished by the short channel effects [1-3]. Ultra-thin
film body multigate structures become to be envisaged as a possible alternative to the
conventional devices, due to its enormous potentiality to push back the integration limits to
which conventional bulk transistor are subjected [1-4]. The main advantage of this
architecture is to offer a reinforced electrostatic coupling between the conduction channel and
the gate electrode. In other terms, a multigate structure can efficiently sandwich (and thus
very well control, electrostatically speaking) the semiconductor element playing the role of
the transistor channel, which can be a Silicon thin layer or nanowire. Moreover, it is known
for its higher drive current, improved subthreshold slope, improved short channel effect
control and potential circuit design flexibility [1-4]. As shown in Figure 1, with two gates
controlling the channel, short-channel effects can be greatly suppressed. Due to the fact that
simulation of nanoscale CMOS circuits has been the primary factor driving improvements in
integrated circuit performance and cost, which contributes to the rapid growth of the
semiconductor industry, there is a need to develop a new theory and modeling techniques that
capture the physics of quantum transport accurately to guide the design for nanoscale CMOS
circuits.
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Drain

BOTTOM GATE

Figure 1. Multigate (Double Gate) nanoscale MOSFET considered in this study: (a) 3-D device
structure and (b) 2-D cross section.

Although the operation of multigate MOSFET is similar to the conventional MOSFET,
the physics of this type of MOSFET is more complicated. Moreover, physical phenomena
such as quantum mechanical effects have to be considered. Therefore, simulation tools which
can be applied to design nanoscale transistors in the future require new theories and modeling
techniques that capture the physics of quantum transport accurately and efficiently [5-8]. But
from the circuit modeling point of view even 2D solution of numerical models (non-
equilibrium Green’s function (NEGF) formalism with mode space representation, NEGF with
full 2D space representation, Monte Carlo, fully self-consistent coupled Schrédinger and
Poisson equations,...) is an overkill approach in terms of both complexity and computational
cost. For analytical modeling, in general, it is difficult or almost impossible to obtain closed
form analytical models for nanodevices (analytical drain current modeling, physical
modeling, ...) [5-8]. Thus, models are obtained by a simplification of the full physical model.
The compact models allow for fast system level simulation of the nanoscale circuits.
However, the accuracy of such a model can be questionable because of the simplifications
made during the model development phase. Model accuracy and simplicity are important for
the design of complex systems. Artificial intelligence model would be preferable and could
provide practical solutions [9]. In this sense, this chapter presents the applicability of the
artificial neural networks (ANN) for the study and simulation of the nanoscale (multigate)
CMOS-based devices. The presented results are discussed in order to show the efficiency of
ANN method for studying future nanoscale devices.

2. MODELING CONSTRAINTS AND CHALLENGES

Accurate models for undoped double-gate [10-13] and surrounding-gate MOSFETs [10],
[14-15] have been recently developed using the above principles, showing good agreement
with three dimensional numerical simulations. These models assume that the electrostatic
control of the channel is so good that short-channel effects can be neglected. The inclusion of
short-channel effects in multigate MOSFETs models, using physical equations and without
decreasing the order of continuity of the devices, is still a modeling challenge.

For devices with channel lengths shorter than 50 nm, the drift-diffusion mechanism may
not be the dominant transport mechanism. Ballistic or quasi-ballistic transport may occur.
Adequate models for nanoscale devices must consider the quantum transport regime [16-17].
On the other hand, for films smaller than 10 nm, quantum confinement in the film may not be
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negligible. The subband contributions should be considered in the drain current equation. The
quantum effects affect the distribution of charge in the film and as a consequence, the
threshold voltage (increase of the threshold voltage in an n-channel device). Some recent
models which consider the band structure of silicon have been recently presented [18]. At
very low temperatures, quantum confinement of the charge becomes more important, and this
affects the shape of the transconductance characteristics [18].

A succession of peaks and valleys are observed, which correspond, respectively, when
the bottom of the subbands cross the quasi-Fermi energy levels at the source and drain. The
location of peaks and valleys has been accurately predicted. These models should be still
completed with the inclusion of short channel effects.

Learning off-line of the weight set
of the ANN structure

(Database)
Numerical (NEGF) modeling or
experimental results

' }

Training database Test database

l l

ANN-based computation (training, test and validation)

|

ANN-based
DGMOSFET
model

Neural nanoscale

circuits simulator Add the ANN-based

DGMOSFET model
into simulator
library

| ! ' ; !

SPICE Cadence Eldo Silvaco || e

Figure 2. ANN-based approach for nanoscale CMOS circuits simulation.
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In this chapter, we have simulated the nanoscale multigate (DG) MOSFET within the
NEGF formalism by using nanoMos 2.0 [19, 20]. NanoMOS 2.0 is an accurate 2-D simulator
for thin body, fully depleted, double gate n-type MOSFETSs that has been developed by a
group at Purdue university. However, because of the complexity and time consuming nature
of the quantum calculations for implementation in SPICE-type circuit simulators, it has been
necessary to simulate the quantum mechanical model with high speed and accuracy. The data
obtained by measurements or device simulations can be used as the target data set for
optimizing the ANN architecture. In this study, the database for optimizing the ANN structure
has been created based on data obtained by simulation of nanoscale (DG) MOSFET within
the NEGF formalism. After optimization, the simulation results of the proposed ANN-based
model is compared with NEGF simulation and finally, the ANN model for nanoscale (DG)
MOSFET is used as a subcircuit in SPICE software for modeling and simulation of the
nanoscale CMOS-based circuits. A simplified overview of the ANN-based approach to study
the nanoscale CMOS-based circuits is shown in Figure 2.

3. MODELING METHODOLOGY

3.1. Numerical Modeling

As MOSFETsS scale to the nanometer regime, canonical carrier transport theories are no
longer capable of describing carrier transport accurately. The canonical theories are basically
derived from the Boltzmann transport equation, with more or fewer approximations being
made [7]. These models focus on scattering-dominant transport, which typically occurs in
long channel devices. However, nanoscale transistors operate in a quasi-ballistic transport
regime [7]. Simulations using conventional models may either under-predict or over-predict
the device performance [5-7].

The NEGF method [1,19] provides a sound approach for simulating the non-equilibrium
nanoscale systems. Using NEGF method for solving the Schrédinger equation, the density of
states and the charge on the surface of the nanoscale DG MOSFET are calculated.
Subsequently, utilizing the calculated charge and solving the Poisson equation, the new
electrostatic potential is obtained [1]. However, due to the complexity and time-consuming
behavior of these analyses, it is being necessary to apply a fast method that can be used in
SPICE-type circuit simulators. In this regard, therefore, a high computational speed is
necessary if the model is to be implemented in a SPICE simulator. Based on the efficiency
proven by NEGF for the modeling of nanoscale MOSFETs and the difficulty imposed at the
moment by the constraints of the nanotechnology (sub-10 nm) to form an experimental
databases [21], the NEGF formalism will be used to form the required databases which will
be employed to optimize our Neural Networks structures that have several advantages over
conventional computing methods. Those advantages are robustness to input and system noise,
learning from examples, ability to memorize, handling situations of incomplete information
and corrupted data, and performing in real time.
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3.2. Neural Modeling

Artificial neural networks (ANNs) are powerful tools for empirical modeling that can be
applied to a broad spectrum of problems, even when the underlying causal relationships are
poorly understood or completely unknown. Moreover, any finite-dimensional vector function
on a compact set can be approximated to arbitrary accuracy by multi-layer feed-forward
(MLP) or Radial basis function (RBF) ANNSs, provided that enough data and computing
resources are available [22, 23]. Recently, several works have been focused to study and
improve the modeling techniques of nanoscale devices using ANN-based approaches.

a. MLPANNSs-based approach

MLPANNSs-based methods have been widely used for modeling various complex and
nonlinear processes (classification, speech recognition, and signal processing). The model
based on artificial neural network [22-24] assumes that input and output patterns of a given
problem are related by a set of neurons organized in hidden layers. The layers in these
networks are interconnected by communication links that are associated with weights (Figure
3) that dictate the effect on the information passing through them. These weights are
determined by the learning algorithm.

The network consists of three layers named as input layer, hidden layer and output layer.
Each layer has its own number of neurons. The input to the node 1 in the hidden layer is given
by

n
h = f(ZWijxi+ij (1)
i=1
and the output of the network by

k
y=> wo, h, )
i=1

where wjj are the weights connecting the inputs to node j in the hidden layer, bj is the bias to
the node, and w,; are the weights from the hidden to the output layer.

According to the learning algorithm used to optimize the MLPANN structure, the
MLPANN:S can be categorized as:

¢ Fixed weight MLPANNS: these do not need any kind of learning.

e Unsupervised MLPANNS: these networks are trained (weights are adjusted) based on
input data only. The networks learn to adapt using experience gained from previous
input.

e Supervised MLPANNS: these are the most commonly used MLPANNS. In these
networks, the system makes use of both input and output data.
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Figure 3. Optimized MLPANN structure to study the nanoscale DG MOSFET.

The activation function relates the output of a neuron to its input based on the neuron’s
input activity level. Some of the commonly used functions include: the threshold, piecewise
linear, sigmoid, tangent hyperbolic, and the Gaussian function [22-23]. The learning process
of the MLP network involves using the input—output data to determine the weights and biases.
One of the techniques used to obtain these parameters is the back-propagation algorithm [22—
24]. In this method, the weights and biases are adjusted iteratively to achieve a minimum
mean square error between the network output and the target value.

The artificial neural network was built to relate input parameters (L, Vps, Vas, tox and tg)
to output parameter lp, where L is the channel length, Vps is the drain source voltage, Vgs is
the gate source voltage, tg silicon film thickness, tox gate oxide thickness and Ip is the drain
current. Each of these parameters is indexed with one neuron (Figure 3). The activation
function used in this ANN structure is the sigmoid function. It is important to denote that the
number of input parameters of the ANN-based model can be extended for other parameters
(temperature, band-to-band leakage current, gate direct tunneling current, overlap effect, cut-
off frequency, . . .).

Dirain
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Input layer Length Drain  gate Oxide Channel
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Figure 4. Optimized RBFANN structure to study the nanoscale DG MOSFET.
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b. RBFANNs-based approach

Radial basis function (RBF) networks are a relatively new class of ANNs. In several
investigations [1,2,23], their suitability for nonlinear system modeling has been demonstrated.
They consist of an input, one hidden and an output layer which are interconnected in a feed
forward way from the input to the output layer. The multiple-input/single-output (MISO)
structure of an RBF network used to simulate the nanoscale DG MOSFETis shown in Figure
4, where x is the input vector given as function of gate length L, drain source voltage Vs,
gate source voltage V, oxide thickness t, and silicon thickness tg; drain current I is the

output vector and goi* is the radial basis function. Applying the network structure shown in

Figure 4, the input/output mapping can be described by

m
ID:ZPi(Di(|X(k)_Ci” (3)
i=1
where X is the input vector, m is the number of neurons in the hidden layer, Pi, i=1, ..., m, are

the output gains (weights) of the hidden layer and ¢, i=1, ..., m, are the centres of the basis

|
functions.

For the optimization of our RBFNN, the RBF algorithm, developed by Bishop [25] and
Nabney [26], which uses a combination of unsupervised learning in a hidden layer, and a
supervised learning technique in the output layer can be used as a better algorithm to optimise
the RBFNN structure. The optimized ANN configuration was selected based on the minimal
residual error found from the set of the optimal structures. In the training process, the weights
are corrected according to the Bishop and Nabney algorithm [25, 26].

The optimised RBFANN, which gives the behavior model of the studied nanoscale DG
MOSFET, had a hidden layer with 5 units and Gaussian basis functions were trained by 480
cases and tested in a separated set of 50 cases as it is shown in Figure 4.

c. ANFIS-based approach

Adaptive Neuro-Fuzzy Inference System (ANFIS) is an adaptive network which permits
the application of neural network topology together with fuzzy logic. The artificial neural
networks provide effective learning methods and speed of computations whereas fuzzy set
theory allows thinking and reasoning capability of the fuzzy logic. The learning usually
applies to the membership function parameters of the IF and THEN part of the fuzzy rules
[27,28].

At the computational level, ANFIS can be regarded as a flexible mathematical structure
that can approximate a large class of complex nonlinear systems to the desired degree of
accuracy. In fuzzy section, only zero or first order Sugeno inference system or Tsukamoto
inference system can be used [29-30]. For simplicity, we assume that the fuzzy inference
system has two inputs (X, y) and one output (f). For a first order Sugeno fuzzy model, a typical
rule set with fuzzy based if-then rules can be expressed as follows:

Rulel: Ifxis Atand y is B, then f, = p,X+0Q,y+1,
Rule2: If x is A2and y is B2, then T, = p,X+0,y+T,
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Figure 5. A simplified overview of ANFIS model.

where pi, qi, ri are linear output parameters (consequent parameters).

A hybrid learning algorithm [31] is used for ANFIS training and it consists of two stages:
forward pass and backward pass. In the forward pass, the consequent parameters are
identified by the least squares estimation and in the backward pass the premise parameters are
updated by the gradient descent. Based on the advantages provided by this techniques, the
ANFIS model has been built to relate input parameters (L, Vgs,Vgs , tox and t) to output
parameter ly, where L is the channel length, Vs is the drain source voltage, Vs is the gate
source voltage, tg is the silicon film thickness, to, is the gate oxide thickness and |4 is the drain
current in DG MOSFET. A simplified overview of the proposed ANFIS model is shown in
Figure 5.

The ANFIS-based model has been proposed as an improved approach over ANNs-based
models. The ANFIS model could significantly reduce the output errors to less than 2% in
comparison with ANNs-based models that the output errors were less than 5%. Another
aspect of superiority of ANFIS model in comparison with ANNs-based models is the lower
number of epochs (training time) which is needed to reach convergence. Therefore, the
training time for the ANFIS model is definitely less than required time for designing similar
model using pure neural network. It means that the ANFIS model is better than ANN for
redeveloping the model and increasing the input parameters. It may be noted that for an ANN
model, we have to perform a trial and error process to develop the optimal network
architecture, while the ANFIS model does not require such a procedure. Because one of the
advantages of ANFIS as opposed to ANN is that the ANFIS is more transparent and we can
obtain input-output relationship from membership functions and “If-Then” rules.

d. NSM-based approach

Neural Space Mapping is an advanced optimization concept, proposed by Bandler et al.
[13], for modeling and design of engineering devices and systems, allowing expensive
devices optimizations to be performed efficiently with the help of fast and approximate
"coarse" or surrogate models [32], [33]-[35]. Space mapping intelligently links companion
"coarse" (ideal, fast, or low fidelity) and "fine" (accurate, practical, or high fidelity) models of
different complexities, e.g., empirical circuit-theory based simulations and nanoscale devices
modeling, to accelerate iterative design optimization. Through Space mapping optimization,
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the surrogates of the fine models are iteratively refined to achieve the accuracy of EM
simulations with the speed of circuit-theory based simulations.
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Optimsatiop/of the (Drift-Diffosion,. . )
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Figure 6. NSM-based approach block diagram to study the CMOS-based devices.

Recently a space mapping based neuromodeling technique combining neural networks
with space mapping [32] was developed, using neural networks to map the coarse model to
the fine model. It retains the efficiency of space mapping optimization by directing the bulk
of CPU intensive evaluations to the coarse model, while preserving the accuracy and
confidence offered by the fine model. The coarse model is typically an empirical or
equivalent circuit model, which is fast but often has a limited validity range for its
parameters, beyond which the simulation results may become inaccurate. The fine model is
from a detailed devices simulator or measurement, which is accurate but CPU intensive.
Neural networks are used to provide the mapping between the coarse model parameter space
and the fine model parameter space, subsequently establishing the mathematical link between
the coarse and fine models.

In NSM-based approach to simulate the nanoscale CMOS circuits, ANN generates the
optimal distribution of the mapping parameters (mobility, diffusion coefficient,...), which are
inserted in the approximate model to produce simulation results close to the accurate model.
Figure 6 shows the NSM-based approach block diagram to study the CMOS-based devices.

3.3. Computational Efficiency

The forgoing simulation results show that the ANN-based approach makes it feasible to
include quantum effects accurately and generally in nanoCMOS-based circuits’ simulation. In
this section, we go further to show that the ANN-based models are in fact quite efficient in
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accomplishing this. In particular, we compare the computational performances of the classical
(analytical or numerical) and neural-based models.

Table 1. Comparison between the various approaches of study of the DG MOSFET

Approach Model form | Effectiveness of the approach
-NEGF Numerical | Accurate/ very slow
-Compact models | Analytical Less accurate/ fast
-MLPANN Black-box Accurate/ fast
-RBFANN Black-box Accurate/ fast
-ANFIS Black-box | Accurate/ very fast
-NSM Analytical | Accurate/ very fast

Table 1 gives a comparison of the computational time requirements for simulating
nanoscale DG MOSFET with various approaches where the ANNs-based models
computation time should be compared to the orders of magnitude increase in computation
time for more rigorous quantum models and analytical approaches, such as those based on the
real-space  NEGF formalism [1,5,8], mode-space NEGF formalism and analytical
approximations [5]. Obtained results can be explained by the fact that the ANNs-based
approaches are characterized as computational models based on parallel distributed
processing of data. It is important to note that the NSM-based approach provides a better
performance in terms of computational time and flexibility to be implemented into circuits
electronics simulators. Since the ANNs-based models are only moderately more
computationally demanding than the associated numerical models, it can even be feasibly for
to study other structures more complex than DG MOSFET for future nanoscale circuits
simulators. Therefore, the neural modeling provides practical insight into quantum effects in
ultra-small electronic devices without the uncertain accuracy or meticulous tuning effort that
face more rigorous quantum models. The neural modeling is a step towards a new generation
of simulation tools that will allow device engineers to explore new classes of electronic
devices.

4. ANN-BASED APPROACH TO DESIGN NANO-CMOS CIRCUITS

In order to study the impact of ANNs-based modeling on the design of nano-CMOS
circuits, we propose, in this section, the simulation of the nanoscale CMOS inverter (Figure
7) which is considered as the most basic element of digital VLSI circuits [36]. However, as
the CMOS technology enters the nanoscale regime, quantum effects and SCE become more
and more important and consequently a quantum-mechanical simulation of a DG MOSFET is
necessary. In this section, using the MLPANN-based model, we have simulated an inverter
gate. The purpose of this simulation is to study the evolution of nano-CMOS inverter transfer
curves (Vou—Vin ). Each inverter consists of two DG MOSFETs.

The I-V characteristics of each DG MOSFET were predicted using the ABM MLPANN-
based model (Analog Behavioral Modeling) as it is shown in Figure 8. So, the proposed
ANN-base model can be used as a subcircuit in SPICE software. A DG MOSFET can be
modeled as a voltage-controlled current source between drain and source where the current
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value can be calculated with the neural network equations and a null current source between
gate and source (because the gate current of the MOS transistor is always neglected).

Voo

Ving .‘

GND
Figure 7. Nanoscale CMOS inverter gate.
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Figure 8. Detailed diagram of the ABM-based Pspice macromodel for MLPANN-based DG MOSFET
model.

Figure 9 shows that a good agreement between numerical and predicted results was found
for short channel length DG MOSFETs. The simulations were carried out for wide range of
nanoscale channel lengths, from L=10nm to L=50nm, where the founded (Rout Mean Square)
RMS errors are within 5%. This last observation shows the applicability of MPLANN
technique to study the nanoscale CMOS-based circuits.

The Pspice input/output signals of our MLPANN-based inverter gate are shown in Figure
9. Figure 10 shows the transfer curves for the designed CMOS inverters for different channel
lengths. It is clear that as the gate length decreases, the short-channel-effects become more
and more serious. Consequently they degrade the performance of the nano-CMOS inverters.
In practice, a high inverter voltage gain can provide a high transition speed of nano-CMOS
inverter and better performance of digital operations.

It is important to note that our CNT-MOSFET model can be realistically extended to
other practical circuits with many devices like nano-current source and memory cells.
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Figure 9. Current-voltage characteristics (I-V). Solid lines are from MPLANN-based model. Symbols
are the results from the numerical simulations (NEGF) for L=30nm.
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Figure 10. Transfer curves predicted with MLPANN-based model versus channel lengths.

CONCLUSIONS AND PERSPECTIVES

In this chapter, we showed the applicability of the Artificial Neural Networks (ANNs)
approach to the nanoscale CMOS circuits’ simulation problem. The performance of state-of-
the-art ANN-based models in terms of accuracy and computational time has been reviewed
and compared, and their relevance to the nanoscale CMOS-based devices modeling was
discussed. The use of numerical or experimental results can be used to build the required
database in order to optimize the artificial neural network structure. The ANN was trained to
the current—voltage characteristics off-line using a training algorithm. After optimization, the
weight set of the ANN was imported into circuits’ simulator where no additional optimization

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 5:38 PM via RIJKSUNIVERSITEIT
GRONINGEN

AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research

Account: rug



Copyright © 2011. Nova Science Publishers, Inc. All rights reserved. May not be reproduced in any form without permission from the publisher, except fair uses

permitted under U.S. or applicable copyright law.

ANN-Based Approaches to Study the Nanoscale CMOS Devices 121

was required to the model. Also, it is shown that the ANN-based models are much faster than
NEGF simulations. The encouraging comparisons between numerical results and ANN-based
simulations have indicated that the proposed ANN-based approaches are particularly suitable
to be incorporated in electronic devices simulators to study the nanoscale CMOS circuits.
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Chapter 8

ARTIFICIAL NEURAL NETWORKS IN
CHROMATOGRAPHY AND SPECTROSCOPY
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'Laboratory of Analytical Chemistry, Department of Applied Chemistry,
Faculty of Textile Technology, University of Zagreb, Croatia
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of Textile Technology, University of Zagreb, Croatia

ABSTRACT

The purpose of this chapter is to demonstrate the application of artificial neural
networks in modern chemical investigation, mainly in chromatography and spectroscopy.

The first part of the chapter presents a fast and simple procedure for estimation of
steel materials corrosion in artificial sweat solution with usage of artificial neural
networks (ANN). For the purpose of the mathematical modeling, optical emission
spectroscopy experimental data were used to train and test the most appropriate model of
artificial neural networks. Evaluation was performed by comparing the experimental data
and values estimated by ANN and by calculating the correlation coefficient and mean
absolute error. It was concluded that ANN can be easily applied for estimation of
COITOSION Processes.

The second part of this chapter presents a combination of artificial neural networks
and genetic algorithms (GA) in optimization of thin layer chromatographic separation of
seven components from their mixture. As a goal of optimization, a resolution factor was
calculated for different mixture model solutions. Afterwards the prediction of the same
parameter was performed by ANN and GA, and very good correlation between predicted
and calculated data was observed. Therefore it can be concluded that the developed
combination of ANN and GA may be successfully used in many different
chromatography investigations, like high performance liquid chromatography (HPLC),
ion chromatography (IC), gas chromatography (GC) and other similar techniques.

* Corresponding author: Faculty of Textile Technology, Prilaz baruna Filipovi¢a 28a, 10000 Zagreb, Croatia, e-
mail: iva.rezic@ttf.hr, iva_rezic@net.hr, phone: ++385 1 3712 593, fax: ++385 1 3712 599
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Based on our current results we expect that artificial neural networks and their
combination with other methods (such as genetic algorithms) will be implemented in
many different chemical and analytical applications in a near future.

Keywords: ANN, GA, chromatography, spectroscopy, optimization.

1. PART A. ANN IN ESTIMATION OF STEEL CORROSION

In this part of the chapter the application of ANN in estimation of steel corrosion in
artificial sweat solution is presented.

1.1. Introduction

Artificial neural network (ANN) represents method which is inspired by biological neural
system that can learn through examples [1 - 3]. The efficiency of ANN and the success in
obtaining a reliable and robust network depends on chosen process variables and tested set of
data [4-6]. ANN is one of many different numerical methods that can be applied in chemistry,
chemical industry and in monitoring or optimizing chemical and industrial processes [7-10].
Artificial neurons mimic the function of biological neural cells in the living organisms [11].
The neuron cell consists of cell body, axon and dendrites, as it is presented in Figure 1.

Neural networks were developed in 1982 by J. Hopfield [11, 12]. After 1980s, neural
networks slowly started being incorporated in different applications, while today ANN is
important not only for the scientific investigations but also in diverse areas like art, law or
economics.

Dendrites

Cell Body

Figure 1. Schematic drawing of a neuron cell.
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Table 1. Input data for training of the neural network [47]

Sample | M|, w% | My, w % | M3, w% | Time / days
1 0.50 0.43 0.33 7, 14 and 28
2 0.51 0.30 0.27 7, 14 and 28
3 0.57 0.34 0.30 7, 14 and 28
4 - 0.16 0.25 7,21 and 28
5 - 0.16 0.28 7,21 and 28
6 - 0.17 0.32 7,21 and 28

Table 2. Output data for training of the neural network [47]

Sample | Time/days | pg(M,)/ cm® | pg(M,)/ em® | ng(M;)/ cm?
1 7 0.85 0.14 0.35
14 1.01 0.25 1.17
28 1.22 0.25 1.58
2 7 0.38 0.09 0.39
14 0.46 0.16 0.87
28 0.71 0.36 1.54
3 7 0.39 0.08 0.34
14 0.49 0.16 0.97
28 0.60 0.32 2.06
4 7 - 0.07 0.70
21 - 0.18 1.04
28 - 0.28 1.12
5 7 - 0.04 0.38
21 - 0.15 0.57
28 - 0.20 0.61
6 7 - 0.06 0.88
21 - 0.22 1.12
28 - 0.31 1.14

The estimation of the corrosion process of steel material is important for different
scientific and industrial purposes. In this part of the chapter the idea of applying the artificial
neural networks for prediction of steel corrosion process in sweat solution is presented. As
model samples, guitar strings were used since such processes directly influence human health
[13-20]. Artificial neural networks (ANN) with one hidden layer were used for computer
simulation of the behavior of steel materials. Such network was chosen since it has shown to
be a promising tool for estimation of corrosion of wide variety of different materials [21-41].
Corrosion of strings on musical instruments causes leaching of metal ions that can be
absorbed by the human skin. This influences human health significantly [42 - 45]. Therefore
the goal of this chapter is to present the usefulness of application of ANN for prediction of
steel corrosion. Since ANN have to be trained with known data collected from experiments,
the data hereby presented were obtained after optical emission spectroscopic measurements of
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concentration of leached metal ions after immersion of steel strings in sweat solution, as it
was presented in our previous research papers [46, 47].

1.2. Experimental Procedure

For the purpose of this investigation, ANN consisted of three layers: the first layer with
input variables, a hidden layer and the last with output variables. Model samples investigated
were electric guitar steel strings (E6, AS, D4, g3, h2 and el). The samples were put into a
sealed tube with 10 ml of sweat at 37 °C for 168 h to 672 h [47]. The amounts of three
randomly chosen metal ions from steel (M;, M, and Mj3) released in the corrosive solutions
were used as the input and the output data for training of the ANN (Tables 1, 2).

Samples were divided into two groups: one-component strings marked as samples 1 — 3,
and two-component strings (marked as samples 4 — 6). For each group of samples, ANN were
specially trained, tested and optimized [47].

Chemical analysis of samples was performed by optical emission spectroscopy (OES). It
was shown that network which is designed for one group of samples cannot effectively be
applied for another type of samples [47].

Radial basis network consisting of two layers was proposed for solving a given problem.
The most appropriate networks were hidden radial basis layer with 6 neurons, and an output
linear layer with 2 or 3 neurons (Figure 2).

The transfer function used in the hidden layer was:

f(x)=e™ (1)

All calculations were carried out with MATLAB software version 7.8.0.347 (R2009a)
and Neural Network Toolbox version 6.0.2.

Hg(M,)/cm?

Hg(M,)/em”

Hg(M.)/cm?

Input layer Hidden layer Output layer

Figure 2. A conceptual diagram of applied artificial neural network.
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1. 3. Results and Discussion

Artificial neural network (ANN) is a method which may be applied for solving different
problems in diverse research fields related to materials corrosion. In this work, it was trained
to predict the corrosion process. The network was tested by comparing the calculated data
with known experimental ones.

1.3.1. Training the ANN

As was previously emphasized, the samples were divided into two separate groups
according to their morphology and corrosion behavior. It will be shown that each group of
samples demands specially trained ANN, otherwise good results obtained by ANN for one
group of samples could not be applied for another, different kind of sample strings. Therefore
the samples were grouped according to their corrosion behavior (linear or parabola corrosion
rates) [46].

For prediction of corrosion of one component samples (strings 1, 2 and 3), the results
from the first, the second and the fourth week were used for training the ANN. In addition, for
the purpose of the ANN training, the corrosion experiments of two component samples
(strings 4, 5 and 6) were performed for one, three and four weeks of immersion in the sweat
solution. After collecting the results presented in Tables 1 and 2, those data were used for
training the ANN. Afterwards the comparison between predicted and measured data was
performed.

1.3.2. Testing the ANN
The mean squared error (MSE) was used to measure the performance of the network:

1< 1<
MSE :HZ l,ei2 :Hz l,(yi,exp_yi,pred)2 2)
i=1 i=1

The results of data used for testing the accuracy of the chosen network are presented in
Table 3.

Table 3. Predicted and measured data for testing of the neural network [47]

ugM,)/ em® | pg(My)/ em® | pg(My)/ em® | pg(Mo)/ em® | pg(Ms)/ em® | pg(Ms)/ em?
measured predicted measured predicted measured predicted
1] 1.07 1.08 0.25 0.29 1.39 1.59
21 0.55 0.59 0.25 0.26 1.39 1.37
31055 0.56 0.23 0.24 1.64 1.60
41 - - 0.13 0.12 0.93 0.90
51 - - 0.11 0.11 0.55 0.53
6| - - 0.17 0.15 1.11 1.04

*samples 4, 5 and 6 did not contain any metal ion one.
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Table 4. Calculated errors and relative errors of trained and tested network [47]

A = Predicted — Measured values A, % = ((Predicted—measured) / measured
values) x100
M, M, M; M, M, M;
1 0.01 0.04 0.20 0.93 16.00 14.39
2 0.04 0.01 -0.02 7.27 4.00 -1.44
3 0.01 0.01 -0.04 1.82 4.35 -2.44
4 - -0.01 -0.03 - -7.69 -3.23
5 - 0.00 -0.02 - 0.00 -3.64
6 - -0.02 -0.07 - -11.76 -6.31

The chosen network for two component samples (4, 5 and 6) contained 3 neurons in the
input, 6 neurons in the hidden and 2 neurons in the output layer. In addition, the chosen
network for one component samples (1, 2, and 3) consisted of 4 neurons in the input layer, 6
neurons in the hidden and 3 neurons in the output layer. After training of the networks, the
errors and relative errors were calculated for each sample separately (Table 4).

Since estimated and experimental data were in a very good agreement for the majority of
the elements, it was concluded that the ANN were properly trained. Therefore this network
might be successful in estimation and prediction of corrosion processes of steel samples.

In further text the way of prediction of metal ions leaching, and prediction of steel
corrosion by ANN will be described.

18
[ L
16+ - T | M, ANN
14 _ I
M, ANN
12 [,
| 1 M, ANN
S —
s
508
p=
0.6F
0.4
0.2 H H
0

h2 93
guitar strings
Figure 3. Very good correlation between measured data and predicted (ANN) data of metals for

samples 1 to 3 obtained by properly trained network (4 neurons in the input layer, 6 neurons in the
hidden and 3 neurons in the output layer).
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Figure 4. Very good correlation between measured data and predicted (ANN) data of metals for
samples 4 to 6 obtained by properly trained network (3 neurons in the input, 6 neurons in the hidden
and 2 neurons in the output layer).

1.3.3. Prediction of the corrosion process by ANN

After training and testing the best ANN model, all experimental points were predicted by
developed neural network and compared to measured data. In majority of cases, correlation
data between measured and predicted values were in a very good agreement, as it can be seen
in Figures 3 and 4.

As it can be seen from figures 3 and 4, the values of ANN predicted data were in a very
good agreement with the experimental data. Based on the results obtained, it can be
concluded that it is possibly to estimate the corrosion behavior for 2 different groups of steel
samples by ANN. Nevertheless, a special attention has to be given to the training and testing
of the neural networks. It has to be emphasized that each group of different samples
demanded specially trained and tested networks, and that the best ANN for one group of
samples does not give the best results when applied on some other, different group of
samples. The same network might be successfully applied only on similar samples of same
characteristics.

2. PART B: APPLICATION OF ANN AND GENETIC ALGORITHMS
IN OPTIMIZATION OF CHROMATOGRAPHY
SEPARATION OF AMINO ACIDS

Thin layer chromatography (TLC) is a very useful analytical method for separation and
identification of different amino acids from their mixture in different samples, as well as in
protein composition. Amino acids are monomer units in proteins and can be found in
numerous natural products. Therefore their determination is very important for various
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scientific and industrial purposes. In this part of the chapter the combination of genetic
algorithm and artificial neural network as a useful combination for prediction of separation in
thin layer chromatography is proposed.

2.1. Introduction

Special benefit of all chromatographic procedures is that they can separate and determine
components in their mixture at the same time. The problem with chromatography occurs
when two or more components have similar physical and chemical properties, because then
the peaks of the components will not be separated and it is not going to be possible to detect
individual components. More components per sample there are, more complex situations can
occur. Typical chromatogram of a mixture of components obtained after thin layer
chromatography is shown in Figure 5.

Optimization in the TLC is the process of achieving the best analytical conditions with
the goal of separation of particular components from their mixture. This can be achieved by
changing the stationary or the mobile phases, after which the modeling of the experimental
data follows. In this respect many sophisticated mathematical models can be applied:
nonlinear mapping [48], partial least square analysis [49], principle component analysis [50],
genetic algorithms [51] and artificial neural networks [52, 53]. Some of the models have been
already tested for different chromatographic systems. S. Babi¢ et. al. have proposed a genetic
algorithms (GA) for optimization of mobile phase [54] and sample preparation method
(microwave assisted extraction) in thin layer chromatography [55]. Artificial neural networks
(ANN) were successfully applied in liquid chromatography [56], miscellar electro kinetic
chromatography [57], and ion chromatography [58]. Nevertheless, according to our findings,
the combination of genetic algorithms with artificial neural networks has not yet been
investigated for any chromatographic technique. Only few attempts in the field of
spectroscopic investigation have occurred recently [59].

3

Figure 5. Typical thin layer chromatogram of seven components in their mixture, identification and
visualization by Video Denzitometer.
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Combination of GA and ANN is a promising tool which will probably find its application
in many fields of chemical spectroscopic and chromatographic investigations in a near future
[60-64]. A genetic algorithm (GA) is a search technique used in finding solutions to
optimization problems. Genetic algorithms are computer simulation in which a population of
candidate solutions evolves toward better solutions. The evolution starts from a population of
randomly generated individuals. In each generation, the fitness of individual is evaluated,
stochastically selected based on the fitness and modified to form a new population. The new
population is then used in the next iteration of the algorithm.

Genetic algorithms combined with ANN can find application in bioinformatics,
computational science, engineering, economics, chemistry, manufacturing, mathematics,
physics and other fields [5, 65]. When a GA input is presented to the neural network, a
corresponding desired or target response will be set at the output. An error is than composed
from the difference between the desired response and the system output [66 - 68]. There are
many criteria which can be applied for the TLC optimization: the resolution factor, the
separation factor or multi-spot response function [68 - 70]. When the resolution factor (Rs) is
chosen as the goal of optimization, the principle of optimization is the relationship between
the resolution factor and the composition of ternary mobile phase [71, 72]. Many attempts
have been made with the goal of developing the most optimal chromatographic parameters
for separation of different compounds by thin layer chromatography [73- 78]. As was
previously emphasized, the problems with multi component analysis occur when two or more
components have chromatograms (or spectra in spectroscopy) which overlay one another. In
the past, chemists had to perform hundreds of analysis in order to discover the best analytical
conditions for separation of such complex samples by methods of trial and mistake. Today
this is much more elegantly achieved by modern mathematical modeling, for which GA and
ANN are extremely helpful.

The goal of this part of the chapter is to present a combination of genetic algorithms (GA)
and artificial neural networks (ANN) in optimization of TLC. It shows big potential for
analysis of complex samples. In our previous work we have developed a GA and GA-ANN
mathematical methods for prediction and optimization in separation of seven amino acids
from their mixture [72]. The concept of that work will be shortly described in this part of the
chapter.

2.2. Experimental

Seven amino acids were analyzed by TLC by different mixtures of ternary mixtures of
mobile phases (solvents A, B and C). From the chromatograms obtained, the resolution
factors (marked with numbers 1 — 6 in the following text) were calculated for each par of
samples according to the equation (3):

_ Io '(RFz — RFl)

505 (W +W,)

3)
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where the 1y presents the constant distance of 8 cm, Ry and Rp, are experimental Rg
parameters (calculated as ration between distances of sample and the solvent) of two
neighboring spots, and w;, w, are their spot widths.

2.3. Results and Discussion

The goal of the optimization was to determine the optimal composition of the ternary
mobile phase which consisted of three solvents (marked as A, B and C). The tested ranges of
solvents were 40-100%, 0-60% and 0-60% for A, B and C solvents, respectively. The
constraints were based on preliminary experimental data. The ternary diagram of the
experimental design is shown in Figure 6, and the parameters calculated from experimental
data are presented in table 5.

The obtained parameters presented in table 5 were obtained from experimental data and
were used for mathematical modeling. For the optimization purposes the data were randomly
divided into three groups: for ANN training, validation and testing. For training mixtures of
solvents used were a-j, I, m, o, r - v, and for monitoring and testing mixtures k, n, p and z
(Table 5). ANN model contained a network of neurons with an input layer, two hidden layers
and an output layer. Data at the output layer were approximation of the experimental values
presented in Table 5.

A

Figure 6. The ternary diagram of experimental design with solvents A, B and C.
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Table 5. The experimental data calculated for 22 different ternary mixtures

Combination | Solvent | Solvent | Solvent | Combination | Solvent | Solvent | Solvent
A B C A B C
a 0.05 0.03 0.03 1 0.00 0.32 0.09
b 0.00 0.00 0.00 m 0.41 0.05 0.05
c 0.09 0.00 0.05 n 0.01 0.06 0.02
d 0.18 0.09 0.09 o 0.05 0.28 0.07
e 0.09 0.24 0.06 p 0.02 0.40 0.05
f 0.00 0.07 0.03 r 0.03 0.16 0.05
g 0.03 0.10 0.01 s 0.00 0.08 0.05
h 0.18 0.08 0.67 t 0.00 0.09 0.02
i 0.03 0.34 0.94 u 0.01 0.51 0.84
] 0.10 0.94 0.64 v 0.03 0.11 0.01
k 0.06 0.13 0.02 z 0.06 0.33 0.08

The approximation of Rg parameters was performed by polynomial equation with two
variables (4):

f(x,y)=a, +ax+a,y+axy+a,x*+a.y’ (4)
For the sum of volume ratios is true:

A+B+C =100 (35

therefore the following assumption was made:

x=B (6)
A
y:% (7)

The maximum value of function f(X, y) will be for (Xmax, ymax) thus from (5), (6) and
(7) follows:

C= 100- Y max (8)
1+ Xmax T Ymax
B 100- X0 = C - Xpnax ©
14 X, 0
A=100-B-C (10)
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which will give the best volume ratios of tested ternary mixtures of A, B and C for optimal Rg
values. The calculations were carried out with program MATLAB version 7.8.0.347
(R2009a) and Neural Network Toolbox version 6.0.2. Calculated polynomial functions which
approximate the calculated data for X, y, Rsl, Rsll, Rslll, RslV, RsV and RsVI are presented in
Table 6, where Rsl, Rsll, Rslll, RslV, RsV and RsVI present resolution factors of seven
components.

The graphical displays of calculated functions which approximate Rs values are presented
in Figure 7.

Figure 7. The graphical displays of functions calculated for six Rg parameters.
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Table 6. The coefficients of polynomial functions which approximate Rs parameters

Functi
uneton a‘O ai a2 a'3 a'4 a'5
f.(x,y) | 00075 | 00187 | 0.4210 | -0.0193 | 0.0524 | -0.2515
f,(x,

fy(x,

y)
y)
y)
f(X y) 0.0058 0.1404 0.3104 | -0.0581 | -0.0962 | -0.1661
y)
y)

-0.0732 | 0.6215 | 0.8971 | -0.7435 | -0.3908 | -0.5693

-0.0544 | 0.5336 | 1.1045 | -0.7612 | -0.3417 | -0.6796

0.1049 | -0.0248 | 0.8708 | -0.0723 | -0.0194 | -0.6231

fs(x,
fs (.

0.1224 | -0.0814 | 0.1660 | -0.1468 | 0.0056 | -0.1419

04

03f | ]

ANN - R_ IV

01t ol .

0 1 1 L
0 0.1 02 0.3 0.4 0.5 0.6

MD - RS \Y)

Figure 8. Correlation between experimental data and data obtained by prediction with ANN model with
input layer of 3 neurons, (9-9) in two hidden layers and 6 neurons in output layer

The quality of the developed ANN procedure was estimated by comparing the estimated
and the experimentally obtained data. Very good correlation was observed for two different
networks: the first with 3 neurons in input layer, 9 neurons in each hidden layers and 6
neurons in output layer, and the second with 3 neurons in input layer, 18 neurons in each
hidden layers and 6 neurons in output layer. An example of the correlation between ANN
outputs and calculated experimental data for neural network with 3 neurons in input layer, 9
neurons in each hidden layers and 6 neurons in output layer is presented in Figure 8.

From the Figure 8 it is obvious that there is a very good relationship between the
measured and the calculated data. Therefore the correlation factors between ANN outputs and
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calculated experimental data for neural networks 3-9-9-6 were calculated. They were in
ranges between 0.90 and 0.99.

After designing the ANN model, the optimum of the separation was calculated by genetic
algorithm (GA). The calculation was performed by Genetic Algorithm and Direct Search
Toolbox (MATLAB version 7.8.0.347 (R2009a)). The optimal percentages of three solvents
were: 55% of component A, 19% of component B and 26% of component C. From the
presented results it can be concluded that coupling of GA to ANN can be applied as a very
useful combination in thin layer chromatographic separation and optimization.

It is likely to be expected that the coupling of those two methods will find even bigger
role in future applications in different chromatographic techniques (HPLC, LC, GC, IC and
others), as well as in spectroscopy.

CONCLUSIONS

Artificial neural networks are becoming unavoidable method in different research fields.
This chapter presented its implementation in spectroscopy and chromatography, both being
the most frequent analytical techniques which are widely applied all over the world. The first
part of the chapter presented an innovative approach of predicting the corrosion process based
on the optical emission spectroscopy data. The second part was focused on combining
artificial neural networks to genetic algorithms with the goal of calculating the best conditions
for separation of seven components (amino acids) from their mixture by thin layer
chromatography. Both of the chapter parts are evidences of applicability of artificial neural
networks in wide variety of problems in modern science.
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Chapter 9

A NEw CANDIDATE LIST STRATEGY
FOR ARCHITECTURE SELECTION
IN ARTIFICIAL NEURAL NETWORKS

Cagdas Hakan Aladag

Department of Statistics, Hacettepe University, Ankara, Turkey

ABSTRACT

In the past decade, there have been many implementations in which artificial neural
networks (ANN) successfully applied to many areas of science and engineering. One of
these areas is time series forecasting. ANN method has been preferred to conventional
time series forecasting models because of its easy usage and providing accurate results. In
spite of the fact that ANN produces accurate forecasts in many time series
implementations, there are still some problems with using this method. When ANN
method is utilized to forecast time series, selection of the components of the method is a
vital issue for obtaining good forecast values. These components such as architecture
structure, learning algorithm and activation function have important effect on the
performance of ANN. An important decision is the selection of architecture structure that
consists of determining the numbers of neurons in the layers of a network. Therefore, to
making a good choice for architecture selection, various approaches have been proposed
in the literature. Aladag (2009a; 2009b) proposed a method based on tabu search
algorithm to determine the best ANN architecture. He showed that accurate forecasts are
obtained when the proposed method is employed for architecture selection. In his
proposed algorithm, he utilized a candidate list strategy in which six architectures are
examined. In this study, the tabu search algorithm proposed by Aladag (2009b) is tried to
be improved by defining a new candidate list strategy in which only four architectures are
examined. The beer consumption in Austria and the electricity consumption in Turkey
time series are forecasted by ANN and the applicability of the proposed strategy is
shown.

Keywords: Architecture selection; artificial neural networks; candidate list strategy;
forecasting; tabu search; time series.
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1. INTRODUCTION

In recent years, ANN method have been widely used for forecasting problem since the
method can produce very accurate forecasts in various time series forecasting
implementations (Gunay et al., 2007). Although ANN provides many advantages, there are
still some problems with using this method (Aladag et al., 2010). ANN consists of some
components such as architecture structure, learning algorithm and activation function and
determining the right components for relevant problem is a vital issue in terms of obtaining
accurate forecasts (Egrioglu et al., 2008). Determination of the best components, especially
determining the best architecture and weights, remains a problem in ANN applications
(Aladag, 2010b).

Many researchers from different disciplines have working on the problem of architecture
selection in ANN. Architecture selection problem can be defined as determining the number
of neurons in the layers of artificial neural network. In order to solve the architecture selection
problem, various techniques have been proposed in the literature (Aladag, 2009). Some of
them are constructive and pruning algorithm (Siestema and Dow, 1988), polynomial time
algorithm (Roy et al., 1993), network information criterion (Murata et al., 1994), iterative
construction algorithm (Rathbun et al., 1997), a method based on Box-Jenkins analysis
(Buhamra et al., 2003), a method based on information entropy (Yuan et al., 2003), genetic
algorithms (Dam and Saraf, 2006), the principle component analysis (Zeng et al., 2007),
weighted information criterion (Egrioglu et al., 2008), a deletion/substitution/addition
algorithm (Durbin et al., 2008), an architecture selection strategy for autoregressive seasonal
time series (Aladag et al., 2008), and design of experiments (Balestrassi et al., 2009).
Although these proposed methods are systematic approaches, the most preferred method is
trial and error in the most of the ANN applications (Leahy et al., 2008).

In forecasting, an architecture which has the best forecasting performance criterion value
is tried to be found. Forecasting performance is generally based on difference between the
forecasts and the observations. Some of well known criteria such as root mean square error
(RMSE) and mean absolute percentage error (MAPE) measure the difference between the
forecasts and the original values. In other words, minimum value of the performance criterion
points out the best architecture. Therefore, finding a good architecture can be considered as a
minimization problem. In this optimization problem, each architecture is a solution and the
performance criterion value produced by this solution is the objective function value. In order
to solve the architecture selection problem, a systematic approach was proposed by Aladag
(2009a; 2009b). In the method proposed by him, tabu search algorithm is used to solve the
minimization problem.

Aladag (2009b) used a candidate list strategy including six neighbor solutions of the
current solution. Thus, at each iteration, six neighbor solutions are created from the current
solution. In this study, a new candidate list strategy for tabu search algorithm is proposed. In
the proposed strategy, only four neighbor solutions are created from the current solution
instead of six. Therefore, the tabu search algorithm proposed by Aladag (2009b) is tried to be
improved by defining a new candidate list strategy in which only four architectures are
examined. In the implementation, the beer consumption in Austria and the electricity
consumption in Turkey time series are forecasted by utilizing both the candidate list strategy
proposed by Aladag (2009b) and the strategy proposed in this study.
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In the next section, ANN is briefly presented. Section 3 gives the tabu search algorithm
proposed by Aladag (2009a). The proposed candidate list strategy is introduced in Section 4.
The implementation is given in Section 5. Finally, Section 6 concludes the study.

2. ARTIFICIAL NEURAL NETWORKS
ANN method is briefly given in Aladag et al. (2010a) as follows:

‘What is an artificial neural network?’ is the first question that should be answered.
Picton (1994) answered this question by separating this question into two parts. The first part
is why it is called an artificial neural network. It is called an artificial neural network because
it is a network of interconnected elements. These elements were inspired from studies of
biological nervous systems. In other words, artificial neural networks are an attempt at
creating machines that work in a similar way to the human brain by building these machines
using components that behave like biological neurons. The second part is what an artificial
neural network does. The function of an artificial neural network is to produce an output
pattern when presented with an input pattern.

In forecasting, artificial neural networks are mathematical models that imitate biological
neural networks. Researchers have used artificial neural networks methodology to forecast
many nonlinear time series events in the literature (Ture and Kurt, 2006). The methodology
consists of some elements. Determining the elements of the artificial neural networks issue
that affect the forecasting performance of artificial neural networks should be considered
carefully. Elements of the artificial neural networks are generally given as network
architecture, learning algorithm and activation function.

One critical decision is to determine the appropriate architecture, that is, the number of
layers, number of nodes in each layers and the number of arcs which interconnects with the
nodes (Zurada, 1992). However, in the literature, there are not general rules for determining
the best architecture. Therefore, many architectures should be tried for the correct results.

O Output

Hidden Layer

Inputs

Figure 1. A broad feed forward neural network architecture.
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The most preferred architecture structure in the applications is feed forward neural
networks. The feed forward neural networks have been also used successfully in many studies
for forecasting. In the feed forward neural networks, there are no feedback connections.
Figure 1 depicts the broad feed forward neural network architecture that has single hidden
layer and single output.

Learning of an artificial neural network for a specific task is equivalent to finding the
values of all weights such that the desired output is generated by the corresponding input.
Various training algorithms have been used for the determination of the optimal weights
values. The most popularly used training method is the back propagation algorithm presented
by Smith (2002). In the back propagation algorithm, learning of the artificial neural networks
consists of adjusting all weights considering the error measure between the desired output and
actual output (Cichocki and Unbehauen, 1993).

Another element of the artificial neural networks is the activation function. It determines
the relationship between inputs and outputs of a network. In general, the activation function
introduces a degree of the non-linearity that is valuable in most of ANN applications. The
well known activation functions are logistic, hyperbolic tangent, sine (or cosine) and the
linear functions. Among them, logistic activation function is the most popular one (Zhang et
al., 1998).

3. THE USED TABU SEARCH ALGORITHM

Tabu search algorithm was proposed by Glover (1989). Tabu search is a meta-heuristic
method which has been used to solve many optimization problems (Glover and Laguna,
1997). The main principle of tabu search is that it has some memory of the states that has
already been investigated and it does not revisit those states (Ye et al., 2007). The tabu search
focuses greatly on expanding the global search area and avoiding the search of the same area.
It can always get much better global solutions (Ye et al., 2007).

Starting conditions such as starting solution and initial state of the memories play
important role on performance of tabu search algorithm. Determination of these conditions is
a vital issue to reach better solutions. A strategy called “starting pool” proposed by Aladag
(2009a) is employed in order to determine the starting conditions. In this strategy, a specified
number of solutions are examined and the information gathered from this examination is used
to generate starting solution and the initial state of the memories. Therefore, the number of
examined solutions in the starting pool is a parameter for the proposed algorithm. Detailed
information about the starting pool strategy can be found in Aladag (2009a). The used tabu
search algorithm is employed to determine a feed forward neural network architecture
including one hidden layer and one output neuron given in Figure 1. Therefore, the number of
inputs and the number of neurons in the hidden layer will be obtained as a result of
application of the used tabu search algorithm.

The elements of the used tabu search algorithm can be briefly defined as follows (Aladag,
2009b): firstly, the used tabu search algorithm begins with an initial solution generated by
using starting pool strategy. Each solution X is a vector whose elements represent the
numbers of neurons in the input and the hidden layers. The number of output neuron is
always equal to one so there is no need to show this number in the solution vector. The
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solution space X is a set of solutions. The number of solutions in this set can be defined by the
user. Thus, the size of solution space is also one of the parameters of the search algorithm.
The objective function is RMSE which is computed over the test set. The objective function is
as follows:

Z(Yi o )A/i)2

f0) =

where y; is the actual value, ¥; is the predicted value forecasted by using the solution X, and T

is the number of test data. Since the objective function is RMSE, the used algorithm will try
to minimize RMSE value. Global aspiration by objective is used as aspiration criterion in the
tabu search algorithm.

For the number of inputs and neurons in the hidden layer, two frequency based memories
are used separately. Occurrences in the examined current solutions are kept in these
memories. Thus, for a specific number of inputs (or neurons in the hidden layer), it can be
seen from the frequency based memory that how many times this number of input (or neuron)
is used in the examined current solutions.

In order to generate a diversification effect, restarting strategy is employed. In
intensification strategy, all examined current solutions are considered as critical events and
are kept by using a critical event memory. After the stopping criterion is satisfied and the
algorithm is terminated, three solutions in the critical event memory which have the best
objective function values are examined again.

When the pre determined maximum iteration bound is reached, the algorithm is
terminated. This maximum iteration bound is another parameter for the used algorithm.

After the elements of the used tabu search algorithm are given, the used algorithm for
architecture selection can be given as follows (Aladag, 2009b):

ALGORITHM

A) Run the starting pool strategy.

B) Set the best solution obtained from the starting pool strategy as the best global
solution.

C) Initialize the memories.

D) Run the tabu search algorithm.
Step 1. Generate the starting solution by using the information obtained from the
starting pool strategy and begin from this solution.
Step 2. Use the neighborhood structure to generate a candidate list for the current
solution.
Step 3. Set the solution with the best objective function value in the candidate list as
the current neighbor.
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(i)  If the current neighbor is not tabu, set this one as the next current solution then
go to Step 4. If the current neighbor is tabu, go to Step 3 ii.

(if)  If the tabu solution satisfies the aspiration criterion, set this solution as the next
current solution and go to Step 4. Otherwise, go to Step 3 iii.

(iii) Set the other neighbor with the best objective function value among the
remains candidate solutions as the current neighbor and go to Step 3 i. If all of
the candidate solutions are examined, go to Step 4.

Step 4. If all of the examined solutions in the previous step could not be set as the

next current solution, then generate a solution by using the information obtained

from frequency based memory and set this solution as the next current solution and

go to Step 5. Otherwise, go to Step 5 directly.

Step 5. Update the memories according to selected current solution.

(1)  Update tabu list by adding the current solution.

(i) Update frequency based memories.

(ii1) Update the critical event memory by adding the current solution.

Step 6. If the objective function value of the current solution is better than the best

value found so far, set this current solution as the best global solution, set

diversification counter value as zero, and go to Step 7. Otherwise, increase the

diversification counter by 1 and go to Step 7.

Step 7. If the diversification counter is smaller than the specified diversification

parameter, then go to Step 8. Otherwise, run the diversification strategy to generate

the next current solution, and go to Step 8.

Step 8. If the pre determined maximum iteration bound is reached, go to Step 9.

Otherwise, go to Step 2.

Step 9. For three solutions in the critical event memory with the best objective

values, run the intensification strategy. If a solution better than the best global

solution found so far is obtained as a result of the intensification strategy, then set

this solution as the best global solution.

4. THE CANDIDATE LIST STRATEGIES

Firstly, the neighborhood structure and move types should be given. Then the candidate
list strategy proposed by Aladag (2009a) and the candidate list strategy proposed in this study

will be

presented.

The Neighborhood N(X) and the Used Move Types
When a solution X' € X , which is a neighbor of a solution X € X , is generated from X,
two move types add and remove are used in the neighborhood structure of the used tabu

search

algorithm. For the solution x=[7 11], by adding 2 to the number of inputs (X;+2), the

neighbor solution x”=[9 11] can be obtained. In a similar way, the neighbor solution x’ =[7
10] can be generated by subtracting 1 from the number of neurons (X,-1) in the hidden layer
of the solution x=[7 11]. This example is shown in Figure 2.
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add , N
X X
[7 1] xi+2 [911]
remove , N
x x
[7 1] [7 10]

Figure 2. An example for the used move types.

4.1. Candidate List Strategy Proposed by Aladag (2009a)

Let “+’, *-’, and ‘0’ represents increasing by 1, decreasing by 1, and no change,
respectively. Then, for a solution X=[X; X;], a candidate list V(X) can be constructed as given in
Table 1.

For instance, the candidate solutions obtained from the solution X=[4 11] are given in
Table 2. Instead of exploring its whole neighborhood, only six solutions in Table 2 are
examined for the solution X=[4 11].

Table 1. The candidate list V(x) for the solution x=[Xx; X,]

x1 X3 Neighbors
n 0 [+l xg]
0 + [x1 x2t1]
+ + [x1+1 x2+1]
[r1-1 x3]
0 - [x1 x2-1]
- - [x1-1 x3-1]

oy | i e e | B2 e
i
=

Table 2. The candidate list VV(x) for the solution x=[4 11]

X2
11
12
12
11
10
10

oy | L] e | k| ]
(WO N EN W) RO (EN WY R
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4.2. The Proposed Candidate List Strategy

In the candidate list strategy proposed by Aladag (2009a), after a neighbor solution x " is
generated from a current solution X, there are two same solutions in V(x) and V(x’). For
example, let the candidate solution x =[4 12] is selected among the candidate solutions given
in Table 2 of solution X=[4 11]. The candidate list V(x’) for solution x'=[4 12] is given in
Table 3.

When the candidate lists of X and x " is examined, it is seen that the candidates solutions [5
12] and [3 11] are same in these lists. Therefore, these two examined candidate solutions for x
will be examined again for the next solution x’. According to Aladag (2009a), this candidate
list strategy causes an intensification effect in the examined region. On the other hand, at each
iteration, these repeater candidate solutions can be avoided so the running time of the search
algorithm can be decreased. To do this, a new candidate list strategy is proposed in this study.
Let “+°, *-’, and ‘0’ represents increasing by 1, decreasing by 1, and no change, respectively.
Then, for a solution X=[X; X,], the proposed candidate list V(X) can be generated as given in
Table 4.

When the proposed candidate list strategy is used, the candidate lists of two consecutive
current solutions do not include same candidate solutions. Also, while only four candidate
solutions are examined at each iteration in the proposed strategy, six candidate solutions are
examined in the strategy proposed by Aladag (2009a). Therefore, the running time will be
shorter if the proposed candidate list strategy is employed.

Table 3. The candidate list V(x’) for the solution x’=[4 12]

X b
1 ] 12
2 4 13
3 5 13
4 3 12
o 4 11
5] 3 11

Table 4. The proposed candidate list V(x) for the solution x=[x; X]

X1 Xz Neighbors
1 + 0 [e1+1 x3]
2 0 + [r1 x2+1]
3 - 0 [r1-1 x2]
4 0 - [r1 x2-1]
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5. THE APPLICATION

In the implementation the beer consumption (10° liter) between first quintile of the year
1976 and fourth quintile of the year 1974 in Austria with 73 observations and the electricity
consumption (10° kWh) between 1976 and 2006 in Turkey with annual 37 observations are
forecasted. The graphs of these series are illustrated in Figure 3 and 4. To determine the best
ANN architecture, the tabu search algorithm given in Section 3 is used. These time series are
analyzed by using feed forward neural networks and when the best architectures is
determined, two candidate list strategies given in previous section are used.

When the best architecture is being searched, the other elements of the ANN are fixed
like in Aladag (2009b). The logistic activation function is used in all of the neurons of
networks. For all of the time series, the last 5 observations are taken as the test set and the rest
of the observations are used for the training set. Levenberg Marquardt algorithm is employed
as training algorithm.

The parameters of the proposed tabu search algorithm are taken as in Aladag (2009b).
Minimum and maximum numbers of inputs for the solution space are 1 and 18, respectively.
Same values are used for the number of neurons in the hidden layer. Minimum and maximum
numbers of inputs for the starting pool are 1 and 3, respectively. The same values are also
used for the number of neurons in the hidden layer. In other words, both the number of inputs
and the number of neurons in the hidden layer are changed from 1 to 3. Thus, 9 solutions are
examined in the starting pool strategy. Tabu tenure and maximum iteration bound are taken as
20 and 50 iterations, respectively. The repeat parameter for each solution is 8 and the
maximum iteration bound is 50. Finally, the diversification and the intensification parameters
are chosen as 8 and 40, respectively. (See Aladag, 2009a for detailed information about the
parameters of the used tabu search algorithm).

By using the used tabu search algorithm, each time series are forecasted for 200 times
totally. The tabu search with Aladag’s (2009a) candidate list strategy is run for 100 times.
And, the tabu search with the candidate list strategy proposed in this study is run for 100
times. Aladag (2009a) showed that 100 repetitions are enough to reach general results. Also,
by using trial and error method to determine the best architecture, each time series are
forecasted for 100 times. The obtained average RMSE values calculated over the test sets are
summarized in Table 5. In Table 5, ACLS and PCLS represents Aladag’s (2009a) candidate
list strategy and the proposed candidate list strategy, respectively.

According to Table 5, it is clearly seen that more accurate forecasts are obtained when
ACLS or PCLS are used as candidate list strategy in the tabu search algorithm for the
examined real time series. In other words, it is seen that good forecasts are obtained when the
proposed candidate list strategy is used. In addition there is no big difference between the two
candidate lists strategies in terms of forecasting accuracy. Therefore, when the proposed
candidate list strategy is employed instead of ACLS, accurate forecasts are obtained and at
the same time running time of the tabu search algorithm are decreased. While ACLS includes
six candidate solutions, the proposed candidate list includes only four solutions.
Theoretically, when the proposed candidate list strategy is used, running time of the tabu
search algorithm will be decreased by 33%, since instead of examined 6 solutions at each
iteration, only 4 solutions are examined in the proposed strategy. Especially, when the
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number of observations in time series is high, the proposed strategy should be used to get
accurate forecasts in a reasonable time.

650
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Figure 3. The beer consumption in Austria (10° liter).
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Figure 4. The electricity consumption in Turkey (10° kWh).

Table 5. The calculated average RMSE values

Time series Trial & | ACLS PCLS
Error

Beer consumption 10.20 5.11 5,80

Electricity consumption | 4496.2 | 2354.07 | 2429,29
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CONCLUSION

In recent years, ANN method has been employed in time series forecasting since ANN
provides some advantages. On the other hand, determination of components of ANN is still a
problem for practitioners. Selection of the best architecture is a vital issue since this choice
plays very important role on getting accurate forecasts. Therefore, some methods have been
proposed in the literature to solve architecture selection problem. The solution methods range
from principle component analysis to heuristic algorithms. Among them, the most preferred
one is trial and error technique because of its easy usage.

Aladag (2009a; 2009b) proposed a tabu search algorithm to determine the best
architecture in forecasting. In this study, a new candidate list strategy is proposed to improve
the tabu search algorithm proposed by Aladag (2009a; 2009b). The proposed strategy is used
when two real time series are forecasted. Also, Aladag’s (2009a) candidate list strategy is
employed for these series. Then, the obtained results are compared. As a result of comparison,
it is seen that accurate forecasts are obtained when the proposed strategy is used in the tabu
search algorithm.

At each iteration of the tabu search algorithm, while six candidate solutions are generated
and examined in Aladag’s (2009a) candidate list strategy, only four solutions are generated
and examined in the proposed strategy. Thus, it can be theoretically said that the running time
of the tabu search algorithm will be decreased by 33% if the proposed candidate list strategy
is used instead of Aladag’s (2009a) strategy. For further applications, if time series include a
lot of observations, the proposed strategy should be preferred in order to reduce the running
time of the tabu search algorithm so that accurate forecasts can be obtained in a reasonable
time.
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Chapter 10

ARTIFICIAL NEURAL NETWORK BASED
ESTIMATION OF GLOBAL AND DIFFUSE
FRACTION OF SOLAR RADIATION USING
METEOROLOGICAL PARAMETERS

Shafiqur Rehman™ and Mohamed Mohandes
Engineering Analysis Section, Center for Engineering Research, Research Institute,
King Fahd University of Petroleum and Minerals, Saudi Arabia

ABSTRACT

Measured meteorological parameters such as air temperature and relative humidity
values recorded between 1998 and 2002 for Abha city in Saudi Arabia were used for the
estimation of global solar radiation (GSR) and fraction of diffuse solar radiation (DSR) in
future time domain using artificial neural network method. The estimations of GSR and
DSR were made using three combinations of data sets namely, (i) day of the year and
daily maximum air temperature as inputs and global solar radiation as output, (ii) day of
the year and daily mean air temperature as inputs and global solar radiation as output and
(iii) time day of the year, daily mean air temperature and relative humidity as inputs and
global solar radiation as output. The measured data between 1998 and 2001 was used for
training the neural networks while the remaining 240 days’ data from 2002 as testing
data. The testing data was not used in training the neural networks.

Obtained results show that neural networks are well capable of estimating global and
diffuse solar radiation from temperature and relative humidity. Hence the methodology
can be used for estimating GSR and DSR for locations where only temperature and
humidity data are available.

Keywords: Artificial neural networks, backpropagation algorithm, meteorology, air
temperature, relative humidity, global solar radiation, diffuse solar radiation, prediction.
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INTRODUCTION

Due to increasing costs of fossil fuels, uncertainty of availability, increasing
environmental pollution and general awareness amongst the common people the green
sources of energy are being encouraged. The green sources of energy include solar
photovoltaic, solar thermal, wind, biomass, small and big hydro, tidal, wave, ocean, etc.
Among these sources of energy, wind, solar and hydro are the common ones in use. Despite
being relatively costly compared to wind and other green sources of energy, solar
photovoltaic technology is being used commonly for the generation electricity for both grid
connected and stand alone power systems. For proper, economical and efficient development
and utilization of solar energy, an accurate knowledge of the availability and variability of
solar radiation intensity both in time and special domain is very critical. In this respect, Dave
and Norman [1], Okeke and Aunforom [2] and Riordan et el. [3] have pointed out the
importance of solar radiation data for the optimal design and efficient operation of solar
energy systems. The increasing demand for information on the availability of solar radiation
has highlighted the inadequacy of the current observational networks. According to Elminir et
el. [4], this inadequacy occurs in three basic ways: limited spatial coverage; limited length of
record; and predominance of global radiation data, while few data are available for the diffuse
component.

Usually, the global and diffuse solar radiation measurements are made at few locations in
a country, especially in developing countries, which may or may not be the same as the actual
site of solar energy development and utilization. In order to know the behavior of solar
radiation at the site of interest long term data from a nearby location along with empirical,
semi-empirical, physical, neural networks, wavelets, fractals, etc. techniques is used. An
extensive amount of work on Angstrdm type of empirical models for the estimation of global
solar radiation on horizontal surface using measured sunshine duration values has been cited
in the literature, for example [5-10]. In the recent years, neural network methods have been
employed for the prediction of global solar radiation both in time and special domains as can
be seen from [11-20].

Since the temperature and relative humidity records are more readily available around the
globe, these values are being used to estimate the global solar radiations. Elizondo et. al. [11]
used meteorological parameters such as air temperature, precipitation, clear-sky radiations,
day length and day of the year as input into the feed-forward neural network technique for the
estimation of daily global solar radiation. Al-Alawi and Al-Hinai [12] predicted total
radiation to an accuracy of 93% by using meteorological parameters as input into artificial
neural network models. Togrul and Onat, [14] used geographical and meteorological
parameters along with the ANN methods for the prediction of global solar radiation for a city
in Turkey. Kalogirou et. al. [19] used a recurrent neural network method to estimate the
maximum solar radiation using measured values of air temperature and relative humidity as
input. The authors found that the correlation coefficient varied between 98.6% and 98.8%.
Sozen et. al. [21] used meteorological and geographical parameters as input into the neural
networks model for the prediction solar potential for Turkey. In another study, Yang and
Koike [22] utilized upper air humidity values for the estimation of solar radiation on the
surface of the earth through artificial neural network method.

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 5:42 PM via RIJKSUNIVERSITEIT
GRONINGEN

AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research

Account: rug



Nova Science Publishers, Inc. All rights reserved. May not be reproduced in any form without permission from the publisher, except fair uses

permitted under U.S. or applicable copyright law.

Copyright © 2011.

Artificial Neural Network Based Estimation of Global and Diffuse Fraction... 153

Elminir et el. [23] proposed an artificial neural network (ANN) model for the prediction
of diffuse fraction (KD) in hourly and daily scale and compared the performance of the ANN
model with that of two linear regression models. Their results hint that the ANN model is
more suitable to predict diffuse fraction in hourly and daily scales than the regression models
in the plain areas of Egypt. Stri et al. [24] presented a solar radiation database of Europe
developed in the geographical information system, and three interactive web applications
providing an access to it. The database included monthly and yearly average values of the
global irradiation on horizontal and inclined surfaces, as well as climatic parameters needed
for an assessment of the potential PV electricity generation (Linke atmospheric turbidity, the
ratio of diffuse to global irradiation, an optimum inclination angle of modules to maximize
energy yield). An objective evaluation has shown that the diffuse solar radiation is better
reproduced by neural network synthetic series than by a correlation model as reported by
Soares et. al [25]. The authors used a perceptron neural-network technique to estimate hourly
values of the diffuse solar-radiation at the surface in Sao Paulo City, Brazil, using as input the
global solar-radiation and other meteorological parameters measured from 1998 to 2001.

Other studies on diffuse solar radiation prediction using meteorological parameters
include the work of Sozen et al. [26] where the authors used artificial neural networks for the
estimation of solar potential for Turkey and Sozen and Arcakhoglu [27] reported the effect of
relative humidity on solar radiation. The estimation of diffuse solar radiation has been
performed by various authors (Aras et el., [28]; Tarhan and Sar, [29]; Paliatsos et el., [30];
Amauri et el.,, [31]; Jin et el.,, [32]; Rensheng et el., [33]; El-Sebaii and Trabea, [34];
Roderick, [35]; and Elminir, [4]) using meteorological parameters such as ambient
temperature and relative humidity for different locations around the world.

Similarly, ample work has been done on different aspects of solar radiation data modeling
and prediction in Saudi Arabia as can be seen from references (Rehman, [36]; Rehman and
Ghori, [37]; Rehman, [38]; Aksakal and Rehman, [39]; Rehman and Halawani, [40] and
Rehman and Halawani, [41], Mohandes et al., [42 and 43], and Tasadduq et al., [44]; and
Rehman and Mohandes, [45 and 46]). The present study utilized the neural network method
for the estimation of the diffuse fraction of solar radiation for Abha, a city in the south west
region of the Kingdom of Saudi Arabia and daily maximum or minimum or means ambient
temperatures as input to the ANN model. The model was trained using daily values of
measured diffuse solar radiation data along with the daily values of temperature during 1998
to 2001 and the model was tested using measured data for the year 2002.

The present study utilizes the air temperature, day of the year and relative humidity
values as input in neural networks for the prediction of global and diffuse solar radiation on
horizontal surfaces for Abha, a city in the western region of Saudi Arabia.

DATA DESCRIPTION

The five minutes mean data on air temperature, relative humidity, global solar radiation,
etc. at Abha and 11 other locations is collected since January 1998 by King Abdulaziz City
for Science and Technology (KACST). The solar radiation data collection station is situated
at latitude of 18.23°N, longitude of 42.66°W and an altitude of 2039 meters above sea level.
The climate of Abha is classified as moderate with long term temperature and relative
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humidity varying between 1.2°C and 36°C and 5% and 100%, respectively throughout the
year. The global solar radiation (GSR) was found to vary between a minimum of 0O to a
maximum of 9900 W/m®”. Figures 1 to 3 show the variation of air temperature, relative
humidity and global solar radiation for Abha between 1998 and 2002, respectively.

The daily variation of air-temperature, relative humidity and GSR is shown in Figures 1
to 3, respectively. The daily average values of temperature were found to vary between
approximately 10 °C and 27 °C during the years 1998 to 2001 while in 2002 the temperature
varied between 12 °C and 27 °C, as can be seen from Figure 1. The daily total values of GSR
fluctuated between, approximately, 3kWh/m*/day and 8 kWh/m?*/day with some peaks
reaching 12 to 14 kWh/mz/day in 1998 and 2000, as shown in Figure 3. The diffuse solar
radiation (DSR) was found to vary between a minimum of 0 to a maximum of 9900 W/m®.
Figures 4 show the variation of diffuse solar radiation (DSR) for Abha between 1998 and
2002. The daily total values of DSR fluctuated between, approximately, 0.315 kWh/m*/day
and 1.86 kWh/m*/day with some peaks reaching up to 8 kWh/m?*/day in 1998 and 2000, as
shown in Figure 4.
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Figure 1. Daily mean air temperature at Abha.
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Figure 2. Daily mean relative humidity at Abha.
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Figure 4. Daily variation of diffuse fraction of solar radiation at Abha.

METHODOLOGY USED

The interest in artificial neural networks (ANNSs) is largely due to their ability to mimic
natural intelligence in its learning from experience [47]. They learn from examples by
constructing an input-output mapping without explicit derivation of the model equation.
ANNSs have been used in a broad range of applications including: pattern classification [48
and 49], function approximation, optimization, prediction and automatic control [50] and
many others. Additionally, ANNs have been used extensively for meteorological applications.
In this paper ANNs are used for the estimation of global solar radiation based on measured
temperature and relative humidity data.

An artificial neural network consists of many interconnected identical simple processing
units called neurons. Each connection to a neuron has an adjustable weight factor associated
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with it. Every neuron in the network sums its weighted inputs to produce an internal activity
levelg; ,

n
g = _Z;W ij Xij ~Wio 1)
j=

where W;; is the weight of the connection from input j to neuron i, X is input signal number

ij
j to neuron i, and W, is the threshold associated with unit i. The threshold is treated as a
normal weight with the input clamped at -1. The internal activity is passed through a
nonlinear function ¢ to produce the output of the neuron y,,

Vi =0(a) )

Several forms of differentiable activation functions have been used with the most popular
being the logistic function of the form:

1

- 1+exp(-a) @)

o(a)

The weights of the connections are adjusted during the training process to achieve the
desired input/output relation of the network. A multilayer feedforward network has its
neurons organized into layers with no feedback or lateral connections. Layers of neurons
other than the output layer are called hidden layers. The input signal propagates through the
network in a forward direction, on a layer-by-layer basis. Figure 5 shows a three-layer
feedforward network.

Output layer

Hidden layer 2
Hidden layer 1

Figure. 5. Three-layer feedforward neural network.
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The backpropagation algorithm [51] is a supervised iterative training method for
multilayer feedforward nets with sigmoidal nonlinear threshold units. It uses training data
consisting of S input-output pairs of vectors that characterizes the problem. Using a
generalized Least-Mean-Square algorithm the backpropagation algorithm minimizes the mean
square difference between the real network output and the desired output [52]. The error
function that the backpropagation algorithm minimizes is the average of the square difference
between the output of each neuron in the output layer and the desired output. The error
function can be expressed as:

1
E =§ZZ(dsk —04)° “4)
s k

where S is the index of the S training pair of vectors, K is the index of elements in the output
vector, dsk is the kth element of the sth desired pattern vector, and Oy is the kth element of

the output vector when pattern s is presented as input to the network. Minimizing the cost
function represented in Eqn. (4) results in an updating rule to adjust the weights of the
connections between neurons. The weight adjustment of the connection between neuron i in
layer m and neuron j in layer m+1 can be expressed as:

where i is the index of units in layer m, 7 is the learning rate, 0, is the output of unit i in the
mth layer, and5j is the delta error term backpropagated from the jth unit in layer m+1
defined by:

o; = [dj — Oj]Oj[l— 0; ] , neuron j is in the output layer
o, =Y, [1— Y; ]Zk: O W, , neuron j is in a hidden layer and k is index of neurons in the

layer (m+2), ahead of the layer of neuron j.
Choosing a small learning rate 77 leads to slow rate of convergence, however, too

large 77 leads to oscillation. A simple method for increasing the rate of learning without

oscillation is to include a momentum term as:

Aw;; (n +1) = 176,0, + aAw;;(n) (6)

where n is the iteration number, and « is a positive constant which determines the effect of
past weight changes on the current direction of movement in weight space. Detailed
description of the multilayer feedforward neural networks and the backpropagation algorithm
may be found in [52].
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RESULTS AND DISCUSSION

First, a feedforward ANN has been trained to estimate the global solar radiation based on
the daily maximum temperature and day of the year. After several experiments it was found
that a network with 2 inputs, 24 hidden neurons in one layer and one output unit was
sufficient for such application. The data for 1462 days during 1998- 2001 were used for
training purpose, while data for 240 days from the year 2002 were used for testing the
performance. A maximum of 1000 iterations was allowed. The details of the results for GSR
and DSR predictions are discussed in the following paragraphs.

Prediction of GSR

The estimated GSR values were compared with the measured for the testing period as
shown in Figure 6. The mean squared error for this data was found to be 2.823x10™, while
the absolute mean percentage error was 10.3%.

10 l ' ' |
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— NN Simulated :
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Figure. 6. Estimated and measured GSR on testing data when daily maximum temperature and day of
the year are used as inputs.
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Figure. 7. Estimated and measured GSR on testing data when mean daily temperature and day of the
year are used as inputs
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Figure. 8. Estimated and measured GSR on testing data when relative humidity, mean daily temperature
and day of the year are used as inputs.
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Another feedforward ANN was trained to estimate GSR based on the daily mean
temperature and day of the year. A network of two inputs, 32 hidden neurons in one layer,
and one output was found to perform reasonably good for this case. With same data division
as done in the previous case, the obtained mean squared error was 0.0052 while the absolute
mean percentage error was 11.8%. The measured and estimated values of GSR for this case
are shown in Figure 7.

Lastly, a neural network with 3 inputs, 24 hidden neurons in one layer and one output
unit was trained on day of the year, daily mean relative humidity and daily mean temperature
to predict the GSR. The same range of training data (1462) days used for training and data for
240 days for testing. The mean squared data error for this case on testing data was 3.0148x10
>, while the absolute mean percentage error was 4.49%. Figure 8 shows plot of the measured
and estimated GSR for the testing data.

Prediction of DSR

The training results for DSR case are shown in Figure 9. The estimated DSR values were
compared with the measured for the testing period as shown in Figure 10. The mean squared
error for this data was found to be 2.06x10™. Another feedforward ANN was trained to
estimate DSR based on the daily mean temperature and day of the year. A network of two
inputs, 36 hidden neurons in one layer, and one output was found to perform reasonably good
for this case. With same data division as done in the previous case, the obtained mean squared
error was 2.36x10”. The measured and estimated values of DSR for this case are shown in
Figure 11. To further explore the effect of daily minimum temperature on DSR, the ANN
model was trained with daily minimum temperature along with the day of the year. A network
of two inputs, 36 hidden neurons in one layer, and one output was found to perform
reasonably good for this case too. With same data division as done in the previous case, the
obtained mean squared error was 9.3x10°. The measured and estimated values of DSR for
this case are shown in Figure 12.

Lastly, a neural network with 3 inputs, 20 hidden neurons in one layer and one output
unit was trained on day of the year, daily mean relative humidity and daily mean temperature
to predict the DSR. The same range of training data (1462) days used for training and data for
250 days for testing. The mean squared data error for this case on testing data was 5.18x107.
Figure 13 shows plot of the training of the ANN model and the comparison of measured and
estimated DSR is shown in Figure 14 for the testing data.

CONCLUDING REMARKS

This paper presents the outcome of an attempt made to predict the global solar radiation
based on measured values of temperature and relative humidity only. This is important
because temperature and relative humidity are commonly available parameters, while GSR
and DSR are costly to measure and requires continuous attention of skilled manpower. Data
for Abha city in Saudi Arabia between 1998 and 2001 was used for training a feedforward
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ANN using backpropagation algorithm. Data for 240 days in the year 2002 was used to test

the performance of the ANN system.

[=2]

[5.]

w

Diffused Solar Radaition (kWh/mz)
I~

Measured DSR
—— NN Simulated

500 1000
Day of the year

1500

Figure 9. Training results with maximum air temperature and day of the year as inputs.
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Figure 10. Comparison of measured diffuse solar radiation with estimated values obtained using

maximum air temperature and day of the year as input to ANN model.
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Figure 11. Comparison of measured diffuse solar radiation with estimated values obtained using mean
air temperature and day of the year as input to ANN model.
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Figure 12. Comparison of measured diffuse solar radiation with estimated values obtained using
minimum air temperature and day of the year as input to ANN model.
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Figure 13. Training results with mean air temperature, relative humidity and day of the year as inputs.
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Figure 14. Comparison of measured diffuse solar radiation with estimated values obtained using mean
air temperature, relative humidity and day of the year as input to ANN model.
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For one case, only the day of the year and daily maximum temperature was used as inputs
and GSR as output. In second case, the day of the year and daily mean value of temperature
were used as inputs and GSR as output. In the last case, the day of the year, and daily average
values of temperature and relative humidity were used to predict the GSR. Results show that
using the relative humidity along with daily mean temperature outperforms the other cases
with absolute mean percentage error of 4.49%. The absolute mean percentage error for the
case when only day of the year and mean temperature were used as inputs was 11.8% while
when maximum temperature is used instead of mean temperature is 10.3%.

In first case, only the day of the year and daily maximum temperature was used as inputs
and DSR as output. In second case, the day of the year and daily mean value of temperature
were used as inputs and DSR as output. In the third case, the daily minimum temperature
along with day of the year were used as input to the ANN model and DSR as output. In the
last case, the day of the year and daily mean values of temperature and relative humidity were
used to predict the DSR. Results show that using the relative humidity along with daily mean
temperature outperforms the other cases with mean square error (MSE) of 5.18x10”. The
MSE for the case when only day of the year and mean temperature were used as inputs was
2.36x10 while when maximum temperature used instead of mean temperature the MSE was
9.3x10°°. Lastly, for the case when daily minimum temperature was used as input along with
day of the year, the mean square error was found to be 2.06x10™.

For future work, an attempt will be made to split the global solar radiation in to diffused
and normal incident solar radiation on horizontal surfaces based on meteorological
parameters as well.
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ABSTRACT

Cementitious materials comprise a great part in construction process of structures
such as buildings, bridges, roads and dams. The most expected properties of structural
members prepared with cement mortar or concrete, are strength and durability. These
structural members are supposed to have strength values determined in the structural
analysis and to be durable against aggressive media in their service life. These
characteristics are the most effective criteria in civil and material engineering. Therefore,
these two parameters depend mainly on the pore structure and its characteristics of
structural members. Nowadays, scientists and engineers are using new computer
technologies, simulations and experimental techniques try to perform to characterize the
inner structure of structural materials in order to define microstructural formations and
the effects of microstructural phases such as pores on macro properties.

New image capturing tools and their improved magnification capacity induced
researchers to have an expanded view on investigation of microstructures. In addition, the
results of these studies are simply not enough to realize the simulation of effects of inner
structure. Some numerical and statistical methods performed by computers are needed at
this stage. Artificial neural network (ANN) is one of these methods. In last decades,
artificial neural network applications have become more considerable issue in
engineering applications. In the scope of this chapter, pore area ratio values represent
total pore area amount in a polished section of cement mortars were determined. Also,
some pore characteristics representing the probability of channels between pores are
investigated. The pore amounts and these pore characteristics are related to compressive
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strength values of cement mortars in order to establish a microstructure — macro property
relationship. Thus, nondestructive methodologies and artificial neural network have been
used in the prediction of a macro property, which only be determined by destructive
testing techniques.

INTRODUCTION

Since the first experimental study in the literature, experimental studies have become
more distinctive in order to find out scientific results. Thus, only the experimental or even
results obtained by theorical studies are not enough to simulate the required information.
Hence scientists and researchers have needed to explain these results; some mathematical and
numerical methods are required, since ever. Artificial neural network and fuzzy logic analysis
can be given as examples of these methods.

Both experimental and theoretical studies on construction materials are also required
these methods, currently. Nowadays, scientists or researchers perform these mathematical and
numerical studies in order to simulate the tendency or behaviour of a construction material
under the survey conditions. Cementitious materials such as concrete, cement mortar and
cement paste are several ones of these materials.

Cementitious materials are common and almost the most used materials in the production
of structural members. Thus cement is the widespread used construction material; the usage
limits, the performance and the tendency under aggressive media of structural members
comprised with cement are not well known. The performance in the service life of a structural
member is the most important property. Indeed, the performance including durability and
strength characteristics has a great role in service life. Durability characteristics indicating the
resistance against aggressive media such as acidic condition, cold and hot weather, biological
and physical aggressive conditions; and strength characteristics such as compressive and
flexural strengths depend on water/cement ratio values of the mix, pore structure of structural
members, hydration degree of cement, etc. Furthermore the knowledge of mix design
properties needed for producing these structural members has a remarkable role on the
performance in service life.

Concrete is among the most used cement based materials in construction. In designing a
concrete structure, one of the most important properties which have to be considered, besides
the ability of the structure to resist all loads, is its durability. The service life and durability of
a concrete structure strongly depend on its material transport properties, such as permeability,
sorptivity, and diffusivity which are controlled by the microstructural characteristics of
concrete [1]. It is known that the porosity and pore characteristics are the critical components
of the microstructure of hydrated cement paste that influence durability and strength. In order
to achieve high strength, low permeability, and durable concrete, it is therefore necessary to
reduce the porosity of cement paste [2].

Whether conventional or modern, construction process has remarkable effects on the
performance of structural members in their service life. Nowadays, cement is the most used
materials in these construction periods. However forming structural members comprising
cementitious materials requires some procedures such as using vibrators and having proper
curing technologies. Such construction processes lead side engineers to prepare durable
structural members with more strength.
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Thus, only these technologies are not enough to attain desired performance of structural
members. Suitable designs and selection of qualified materials should be taken into account,
at this manner. From this point, the mix design of cement based structural members has a
remarkable effect on the performance. Not only the amounts of the ingredients, but also; the
base of chemical or mineral additives, the curing conditions, transportation and placing
procedures are also important at performing the best microstructure affecting on macro
properties such as durability and strength. So, in order to realize and determine these
performances, scientists and side engineers need to get the knowledge of mix design and
properties such as mineral additives amount, w/c ratio or presence chemical admixtures of
concrete members cast before.

The selection of mix proportions is the process of choosing suitable ingredients of
concrete and determining their relative quantities with the object of producing as
economically as possible concrete of certain minimum properties, notably strength, durability,
and a required consistency [3]. Concrete mix design involves complicated issues, and the
correct ways to perform this can be achieved with experts’ advice and experience [4].

Simply just materials should also be considered in the view of strength and durability of
cementitious materials before or during casting. Some properties of cementitious materials
such as hydration heat, expansion limits, own strength, flowability have influences on the
ultimate performance of structural members.

To improve the properties and the performance of materials, microstructural
investigations and studies have become more featured issues in civil and materials
engineering areas. Therefore new experimental technologies, improvement of computer
capabilities and software systems have lead scientists to perform these studies more easily.
Currently, microstructure of cementitious materials can be investigated, and so the
microstructural properties resulted by these microstructural analyses can be quantified.
Porosity and inner phases such as undifferentiated hydration products and unhydrated cement
content can be quantified by using image capturing techniques such as scanning electron
(SEM) or optical microscopy, and image analysis of micrographs of materials [5-8].

Currently, engineers and scientists have opportunities to perform some new experimental
techniques such as microstructural analysis using optical or scanning electron microscopy.
Results obtained by these techniques lead civil engineers and scientists to understand the
microstructure of cement based materials such as concrete more realistic. Microstructural
characterizations are required for detailed inner structure analysis and allow modifications of
macro properties. Furthermore, microstructure of cementitious materials has become an
increasing scrutiny due to the recent developments in microstructural investigations by using
computational analysis techniques. Image analysis of micrographs of cementitious materials
bring benefits for quantify microstructural characteristics of cement pastes such as porosity,
pore structure and phases which includes undifferentiated hydration products and anhydrous
cement content [5-12]. Developments of such phases and their effects on the performance
(strength and durability characteristics) in the service life can be researched.

Although inner structure of cementitious and other construction materials can be
explained easily and in detail, just these microscopic results are not enough to understand and
realize the behavior of structural members in their service life. Therefore relationship between
these microstructural properties and macro properties such as strength and durability
characteristics are required by engineers and scientist to model and simulate the effects of
inner structure on the performance. Currently, some analysis method such as artificial neural
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network and fuzzy logic are being widely used to solve a wide variety of problems in civil
engineering applications [13-16]. The importance and applications of these techniques
increased significantly during last years [17]. Therefore ANNs are successfully used in
research studies and civil engineering applications.

The inspiration for applying ANNs to different branches of engineering sciences comes
from the analysis of transmission and transformation of signals in human and animal neural
system. The importance of this technique increased significantly during last years [17].
Nowadays, ANNs are successfully used in computer-aided management, system
identification, modeling of different physical dynamic processes depending on several fuzzy
variables. Further, many revolutionary ideas have been proposed by those authors who
introduced the technique of soft computing in the field of numerical modeling of mechanics
[17].

Artificial neural networks are based on the present understanding of biological nervous
system, although much of the biological detail is neglected. ANN are enormously parallel
systems composed of many processing elements connected by links of variable weights [18-
19]. Generally, ANN are made of an input layer of neurons, sometimes referred to as nodes or
processing units, one or several hidden layer of neurons and output layer of neurons. The
neighboring layers are fully interconnected by weight. The input layer neurons receive
information from the outside environment and transmit them to the neurons of the hidden
layer without performing any calculation [20-21]. Layers between the input and output layers
are called hidden layers and may contain a large number of hidden processing units [22]. All
problems, which can be solved by a perception can be solved with only one hidden layer, but
it is sometimes more efficient to use two or three hidden layers. Finally, the output layer
neurons produce the network predictions to the outside world [20-21].

In the scope of this chapter, microstructure-macro property relationship of cement
mortars has been established in order to define the effects of pore structure and its
characteristics on strength. Microstructural studies have been become great issue in materials
engineering. Nowadays, to characterize the microstructural phase properties and to improve
and modify them are performed by scientist for forecasting and enhancing. According to this
objective, cement mortars incorporating with chemical admixtures were prepared to constitute
different microstructural graphs. These micro graphs were analyzed to determine the amounts
of pore amount (pore area ratio) and the quantitive pore structure characteristics such as
dendrite length, total pore length and average roundness of pores. Afterwards, the amounts of
these microstructural properties were related to strength values of each cement mortar
specimen.

The relationship was established by using artificial neural network analysis between
microstructural characteristics and compressive strength values of cement mortar. Artificial
neural network analysis indicated that by using ANN as non-linear statistical data modeling
tool, a strong correlation between the microstructural properties of cement mortar and
compressive strengths can be established. The study indicated that using a contemporary data
analysis technique, which is capable of searching nonlinear relationships more thoroughly,
would result more realistic relationship between strength and pore characteristics.
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EXPERIMENTAL

In the scope of this study, the relationship between pore characteristics and compressive
strength was established by using ANN analysis. In order to establish a relationship between
pore characteristics and compressive strength values using ANN, axial compressive strength
test and microstructural investigation under SEM have been performed. Cement mortars were
prepared by incorporation of four different types of chemical admixtures. Two types of
admixtures are lignin based modified polymer, and others are naphthalene sulphonate based
and modified phosphate based admixtures. All types of chemical admixtures have retardation
effect on the hydration of cement mortar and cause different pore structure formations.
Compressive strength properties of cement mortars at the ages of 1, 2, 7, 28 and 90 days were
found on the 50 mm cube.

On the other hand, microstructural studies require qualified expert practice. Better
micrographs and results can only be obtained by careful execution of microstructural
investigation procedures. To minimize the effects of cutting specimens, some of the mixtures
were cast into plastic containers and compacted in two equal layers. After 1, 2, 7, 28 and 90
days, hydration processes of the mixes were delayed by submerging specimens into alcohol
isopropyl alcohol for five days. Before microstructure studies, the specimens were covered by
a polyester film, and then the surface of each specimen was polished. Each specimen was
sanded by 600 and 1200 grid sandpapers. After sanding, each specimen was polished by 0.25,
1, 3 and 9 pm diamond paste for 120 s [23].

The phases in polished sections of cementitious materials should be segmented with
accuracy and consistency. Accurate analyses lead to meaningful quantitative data that can be
used for comparative studies and to characterize a relationship between microstructure and
mechanical behavior. The phases in a polished section can be segmented by their gray level
thresholds in the micrograph. The gray level values of phases compose separate peaks in the
gray level histogram with their heights proportional to the relative fractions of each phase.

Furthermore, during imaging under SEM, brightness and contrast setting were done, and
the histogram of each micrograph was conducted to be centered and stretched to span the
whole dynamic range of the current gray scale. The fractions of microstructural phases (were
determined by image analysis on backscattered electron image (Figure 1.) taken by SEM at
500X magnification [24]. After the suitable settings for brightness and contrast were found,
all images were taken under these arrangements to avoid errors by imaging process.

Image analyses comprise investigation of pore structure and its characteristics. Total pore
length and total dendrite length indicate total length of all pores and total dendrite length of
all pores, respectively (Figure 2.b-c). Average roundness values depend on area and perimeter
of pores. The aim to determine the pore characteristics such as total pore length, total dendrite
length and average roundness is to investigate the probability of being branching between
pores.
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Figure 1. Micrographs of cement mortar by 500X magnification.
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Figure 2. Pore characteristics (a) pore area ratio, (b) total pore length, (c) total dendrite length, and (d)
roundness.

ARTIFICIAL NEURAL NETWORK ANALYSIS

ANNSs are non-linear statistical data modeling tools, which may be used to model
complex relationships between inputs and outputs. This technique allows investigation of the
relationship between several visual features of cement mortar and compressive strength by
simulating the structure of biological neural networks. ANN consists of an interconnected
group of artificial neurons and processes information using a connectionist approach to
computation. ANN is an adaptive system that changes its structure based on information that
flows through the network during the learning phase.

In function approximation problems feed forward back propagation technique is the
preferred method [25]. Therefore, algorithm of this neural network approach has been
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employed in the prediction of the compressive strength values of the cement mortar
specimens.

The results of the compression tests and the features derived from the digital image
processing operations have been used as the data set in the neural network analysis. The half
of the data set (i.e. belonging to 65 test specimens) has been employed as the training set in
the supervised learning process. Since the success of the network analysis is evaluated by an
iterative procedure, the training set has been kept constant in the setup of the network
topology as the odd numbered data rows. The remaining data have been used as the test set
for the verification of the neural network. Thus, randomized data selection has been avoided
in order to compare the individual runs of the algorithm. However, since the initial weight
factors are assigned in a randomized manner, each individual run of the training algorithm
shows slightly varying results.

On the other hand researchers are developing different data selection methodologies in
order to improve the success of the ANN applications. The performances of the well known
data selection methodologies including holdout, random sub-sampling, k-fold cross
validation, leave-one-out and bootstrap are investigated by researchers [26].

Once the most appropriate training data has been selected, it must be preprocessed;
otherwise, the neural network will not produce accurate predictions. The decisions made in
this phase of development are critical to the performance of a network.

Normalization and principal component analysis are two widely used preprocessing
methods. Knowledge of the domain is important in choosing preprocessing methods to
highlight underlying features in the data, which can increase the network's ability to learn the
association between inputs and outputs. Normalization involves a transformation performed
on a single data input to distribute the data evenly and scale it into an acceptable range for the
network. Since the input data set consists of input values that range between different upper
and lower limits, normalization process has been applied to the input data so that its mean and
standard deviation are set as 0 and 1, respectively. This preprocessing operation maps the data
in a new form, more suitable to train the network.

The success of the neural network analysis has been increased by performing principle
component analysis, which is a common technique for finding patterns in data of high
dimension by capturing the variance in a data set in terms of principle components. The goal
of the principal component analysis is to find an orthogonal set of vectors that maximize the
variance of the projected data. Principal component analysis is a linear transformation of the
data into another frame of reference with as little error as possible in order to extract relevant
information from high dimensional data sets.

The preprocessed data set has been used in the back propagation algorithm offered by the
neural network toolbox of the MatLab Technical Computing Language. The topology of the
network has been organized to consist of one hidden layer with ten neurons, having tangent
sigmoid function, and one output layer, having linear function as in the general function
approximation applications.

The training has been conducted until maximum epoch, predefined as 250, was reached.
The maximum epoch has been determined as 250, because, a decrease in errors over the
training data does not mean a decrease over novel data and in fact may lead to less
generalization, which is called as over-learning. Over-learning results in an over fitted
function, which has good approximation for the training set, but poor approximation for the
test set.
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After the completion of the network training process, test data set have been normalized
using the pre-calculated mean and standard deviation of the training set. The normalized test
data set have been preprocessed by applying the same principal component transformation
that was previously computed for the training data. Hence, the test data has been preprocessed
in order to use in the trained network.

The simulation of the network has been conducted by using the preprocessed test data.
However, the performance of the network can only be evaluated by post processing the output
of the network. Therefore, the same transformation matrices used in the preprocessing of the
train and test data (i.e. principle component analysis and then normalization), have been used
in the post processing operations. Hence, the output of the network has been converted to the
same quantity, as the raw data before the preprocessing of the data set (Figure 3).

The performance of the network has been evaluated calculating the coefficient of
determination for the predicted and original values of the data set (Figure 4). Please notice
that the training set data has been also simulated by using the established network and outputs
have been marked in the same figure.

ANN analysis indicates that a good agreement between microstructural pore
characteristics and compressive strengths of cement mortars can be establish by using
backpropagation algorithm. The coefficient of correlation between the measured and
predicted compressive strength values is calculated as R’=0,9948 representing a strong
relationship for the investigated parameters.

Processed
Raw | | Data
Data Preprocessing | Postprocessing
L | | | |
| Normalization | | Post Normalization
Principle Post Principle
Component Component
Analvsis Analvsis
Neural
Network
Analvsis
Simulation

Figure 3. Schematic presentation of the data analysis process.
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Figure 4. Relationship between predicted and measured values of compressive strength of cement
mortar.

CONCLUSION

Compressive strength of cementitious materials is highly affected by pore structure and
hydration process of cementitious materials. However, pore structure and pore characteristics
are deserved more attention compared to hydration degree of a cement based structural
member. Likewise it is obvious that cement based materials having less pore structure may
have more strength compared to more porous cement based materials.

According to this view, pore structure and its characteristics have a remarkable role in the
effects of microstructural phases on strength. This pore structure must be investigated more in
detail. Nowadays, researchers and scientists have a great potential on performing the required
microstructural analyses due to the improved experimental tools and technologies. They have
capacity to improve microstructural characteristic for modifying the macro properties such as
compressive strength.

In the last decade, image analysis techniques have been improved by using new image
capture technologies such as SEM and computer capabilities. Results obtained by these
techniques lead civil engineers and scientists to understand the microstructure of cement
based materials such as concrete more realistic. Current image analysis techniques performed
on micrographs of cement based materials have a great capacity to simulate the
microstructure.
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Total pore length, total dendrite length, average roundness and pore area ratio being
microstructural properties of cement mortars have been investigated by using digital image
analysis methods. These microstructural properties have been related to compressive strength
being macro property. The artificial neural network analysis technique has been employed at
the analysis stage of the database, which features are extracted by using digital image analysis
techniques.

It has been concluded that by using ANN as non-linear statistical data modeling tool, a
good agreement between the microstructural pore properties of cement mortar and
compressive strengths can be established. Thus a macro property, which only be determined
by destructive testing techniques, may be estimated with a great accuracy (R’=0.9948) by
using pore micro properties of cement mortar, obtained by nondestructive methodologies.
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Chapter 12

TRACING THE DRAINAGE DIVIDE: THE FUTURE
CHALLENGE FOR PREDICTIVE MEDICINE

Enzo Grossi”
Medical Department, Bracco Spa Milan, Italy

ABSTRACT

The concept of the drainage divide in a flat country can be taken as a metaphor of
health vs disease in a medical setting. In the medical landscape we could consider spring
location as the equivalent of genetic background at birth. Rivers become people’s life
trajectories. The seas the rivers ultimately flow into are the outcomes, for example
healthy aging vs. premature death due to chronic disease. Depending on the genetic
background (starting point), the influence of life events or particular life styles ( hills,
peaks, ridges) on the fate of the person ( river) would be negligible or determinant in
inducing a particular trajectory to a specific outcome.

If the principal aim of predictive medicine is to predict the future direction of a
person’s life in terms of health on the basis of available data, then in this metaphor the
problem is to predict what direction the river will take, given its spring location in a
particular country and the environmental data available. Two rivers whose “springs” are
very close to each other can easily flow in opposite directions.

At present, despite the incredible development of genetic testing technologies,
defining the role of genetic predisposition of a subject in determining future outcome still
is an elusive target.

In other words, at present, with the exception of extreme situations, we are not able
to translate efficiently the precise location of individual springs — in the prediction of the
river path . The essay discuss how the use of newer mathematical approaches like those
inherent to artificial neural networks environment the next future could really offer the
chance to trace the health — disease drainage divide. This is the future challenge for
predictive medicine.

* Corresponding author: Bracco Spa Medical Department, XXV Aprile 4 20097 San Donato Milanese, Italy, Phone:
+39-02-21772274, E-mail address: enzo.grossi@bracco.com

EBSCO Publishing : eBook Collection (EBSCOhost) - printed on 2/27/2016 5:44 PM via RIJKSUNIVERSITEIT

GRONINGEN

AN: 541452 ; Nelson, Robert W..; New Developments in Artificial Neural Networks Research

Account: rug


mailto:giulio.marchesini@unibo.it

A1l rights reserved. May not be reproduced in any form without permission from the publisher, except fair uses

Nova Science Publishers, Inc.

permitted under U.S. or applicable copyright law.

Copyright © 2011.

182 Enzo Grossi

INTRODUCTION

A drainage divide, water divide, divide or (outside North America) watershed, is the line
separating neighboring drainage basins (catchments). In hilly country, the divide always lies
along topographical peaks and ridges, but in flat country (especially where the ground is
marshy) the divide may be invisible — just a more or less notional line on the ground, on
either side of which falling raindrops will start a journey to different rivers, and even to
different sides of a region or continent.

The American continental divide is known worldwide. However, nobody ever considers
the presence of a European continental divide. In America the subdivision is obvious
(Atlantic and Pacific coasts, though nobody ever talks about the Pacific and Arctic divide!),
whereas in Europe it is not. The European subdivision might be between the two largest
water bodies bordering the subcontinent: the Atlantic Ocean and Mediterranean sea.

This physical (hence, objective) subdivision is interesting per se, since some countries
considered Mediterranean actually lie within the Atlantic basin (Portugal fully and Spain
mostly), whereas others considered central European actually lie within the Mediterranean
basin (Hungary fully, Slovenia and Austria mostly). Even Germany has a big fraction of its
area within the Mediterranean watershed. Figure 1 depicts the European drainage divides.
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Figure 1. European drainage divides.
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