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Pretace

Operating systems are an essential part of any computer system. Similarly,
a course on operating systems is an essential part of any computer science
education. This field is undergoing rapid change, as computers are now
prevalent in virtually every arena of day-to-day life—from embedded devices
in automobiles through the most sophisticated planning tools for governments
and multinational firms. Yet the fundamental concepts remain fairly clear, and
it is on these that we base this book.

We wrote this book as a text for an introductory course in operating systems
at the junior or senior undergraduate level or at the first-year graduate level. We
hope that practitioners will also find it useful. It provides a clear description of
the concepts that underlie operating systems. As prerequisites, we assume that
the reader is familiar with basic data structures, computer organization, and
a high-level language, such as C or Java. The hardware topics required for an
understanding of operating systems are covered in Chapter 1. In that chapter,
we also include an overview of the fundamental data structures that are
prevalent in most operating systems. For code examples, we use predominantly
C, with some Java, but the reader can still understand the algorithms without
a thorough knowledge of these languages.

Concepts are presented using intuitive descriptions. Important theoretical
results are covered, but formal proofs are largely omitted. The bibliographical
notes at the end of each chapter contain pointers to research papers in which
results were first presented and proved, as well as references to recent material
for further reading. In place of proofs, figures and examples are used to suggest
why we should expect the result in question to be true.

The fundamental concepts and algorithms covered in the book are often
based on those used in both commercial and open-source operating systems.
Our aim is to present these concepts and algorithms in a general setting that
is not tied to one particular operating system. However, we present a large
number of examples that pertain to the most popular and the most innovative
operating systems, including Linux, Microsoft Windows, Apple Mac OS X, and
Solaris. We also include examples of both Android and iOS, currently the two
dominant mobile operating systems.

The organization of the text reflects our many years of teaching courses on
operating systems, as well as curriculum guidelines published by the IEEE
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Computing Society and the Association for Computing Machinery (ACM).
Consideration was also given to the feedback provided by the reviewers of
the text, along with the many comments and suggestions we received from
readers of our previous editions and from our current and former students.

Content of This Book

The text is organized in eight major parts:

e Overview. Chapters 1 and 2 explain what operating systems are, what

they do, and how they are designed and constructed. These chapters
discuss what the common features of an operating system are and what an
operating system does for the user. We include coverage of both traditional
PC and server operating systems, as well as operating systems for mobile
devices. The presentation is motivational and explanatory in nature. We
have avoided a discussion of how things are done internally in these
chapters. Therefore, they are suitable for individual readers or for students
in lower-level classes who want to learn what an operating system is
without getting into the details of the internal algorithms.

Process management. Chapters 3 through 7 describe the process concept
and concurrency as the heart of modern operating systems. A process
is the unit of work in a system. Such a system consists of a collection
of concurrently executing processes, some of which are operating-system
processes (those that execute system code) and the rest of which are user
processes (those that execute user code). These chapters cover methods for
process scheduling, interprocess communication, process synchronization,
and deadlock handling. Also included is a discussion of threads, as well
as an examination of issues related to multicore systems and parallel
programming.

Memory management. Chapters 8 and 9 deal with the management of
main memory during the execution of a process. To improve both the
utilization of the CPU and the speed of its response to its users, the
computer must keep several processes in memory. There are many different
memory-management schemes, reflecting various approaches to memory
management, and the effectiveness of a particular algorithm depends on
the situation.

Storage management. Chapters 10 through 13 describe how mass storage,
the file system, and 1/0 are handled in a modern computer system. The
file system provides the mechanism for on-line storage of and access
to both data and programs. We describe the classic internal algorithms
and structures of storage management and provide a firm practical
understanding of the algorithms used —their properties, advantages, and
disadvantages. Since the I/O devices that attach to a computer vary widely,
the operating system needs to provide a wide range of functionality to
applications to allow them to control all aspects of these devices. We
discuss system I/0 in depth, including 1/0 system design, interfaces, and
internal system structures and functions. In many ways, 1/O devices are
the slowest major components of the computer. Because they represent a
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performance bottleneck, we also examine performance issues associated
with I/0 devices.

¢ Protection and security. Chapters 14 and 15 discuss the mechanisms
necessary for the protection and security of computer systems. The
processes in an operating system must be protected from one another’s
activities, and to provide such protection, we must ensure that only
processes that have gained proper authorization from the operating system
can operate on the files, memory, CPU, and other resources of the system.
Protection is a mechanism for controlling the access of programs, processes,
or users to computer-system resources. This mechanism must provide a
means of specifying the controls to be imposed, as well as a means of
enforcement. Security protects the integrity of the information stored in
the system (both data and code), as well as the physical resources of the
system, from unauthorized access, malicious destruction or alteration, and
accidental introduction of inconsistency.

¢ Advanced topics. Chapters 16 and 17 discuss virtual machines and
distributed systems. Chapter 16 is a new chapter that provides an overview
of virtual machines and their relationship to contemporary operating
systems. Included is an overview of the hardware and software techniques
that make virtualization possible. Chapter 17 condenses and updates the
three chapters on distributed computing from the previous edition. This
change is meant to make it easier for instructors to cover the material in
the limited time available during a semester and for students to gain an
understanding of the core ideas of distributed computing more quickly.

¢ Case studies. Chapters 18 and 19 in the text, along with Appendices A and
B (which are available on (http://www.os-book.com), present detailed
case studies of real operating systems, including Linux, Windows 7,
FreeBSD, and Mach. Coverage of both Linux and Windows 7 are presented
throughout this text; however, the case studies provide much more detail.
It is especially interesting to compare and contrast the design of these two
very different systems. Chapter 20 briefly describes a few other influential
operating systems.

The Ninth Edition

As we wrote this Ninth Edition of Operating System Concepts, we were guided
by the recent growth in three fundamental areas that affect operating systems:

1. Multicore systems
2. Mobile computing

3. Virtualization

To emphasize these topics, we have integrated relevant coverage throughout
this new edition—and, in the case of virtualization, have written an entirely
new chapter. Additionally, we have rewritten material in almost every chapter
by bringing older material up to date and removing material that is no longer
interesting or relevant.
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We have also made substantial organizational changes. For example, we

have eliminated the chapter on real-time systems and instead have integrated
appropriate coverage of these systems throughout the text. We have reordered
the chapters on storage management and have moved up the presentation
of process synchronization so that it appears before process scheduling. Most
of these organizational changes are based on our experiences while teaching
courses on operating systems.

Below, we provide a brief outline of the major changes to the various

chapters:

Chapter 1, Introduction, includes updated coverage of multiprocessor
and multicore systems, as well as a new section on kernel data structures.
Additionally, the coverage of computing environments now includes
mobile systems and cloud computing. We also have incorporated an
overview of real-time systems.

Chapter 2, Operating-System Structures, provides new coverage of user
interfaces for mobile devices, including discussions of i0OS and Android,
and expanded coverage of Mac OS X as a type of hybrid system.

Chapter 3, Processes, now includes coverage of multitasking in mobile
operating systems, support for the multiprocess model in Google’s Chrome
web browser, and zombie and orphan processes in UNIX.

Chapter 4, Threads, supplies expanded coverage of parallelism and
Amdahl’s law. It also provides a new section on implicit threading,
including OpenMP and Apple’s Grand Central Dispatch.

Chapter 5, Process Synchronization (previously Chapter 6), adds a new
section on mutex locks as well as coverage of synchronization using
OpenMP, as well as functional languages.

Chapter 6, CPU Scheduling (previously Chapter 5), contains new coverage
of the Linux CFS scheduler and Windows user-mode scheduling. Coverage
of real-time scheduling algorithms has also been integrated into this
chapter.

Chapter 7, Deadlocks, has no major changes.

Chapter 8, Main Memory, includes new coverage of swapping on mobile
systems and Intel 32- and 64-bit architectures. A new section discusses
ARM architecture.

Chapter 9, Virtual Memory, updates kernel memory management to
include the Linux SLUB and SLOB memory allocators.

Chapter 10, Mass-Storage Structure (previously Chapter 12), adds cover-
age of solid-state disks.

Chapter 11, File-System Interface (previously Chapter 10), is updated
with information about current technologies.

Chapter 12, File-System Implementation (previously Chapter 11), is
updated with coverage of current technologies.

Chapter 13,1/0, updates technologies and performance numbers, expands
coverage of synchronous/asynchronous and blocking/nonblocking 1/0,
and adds a section on vectored 1/0.
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¢ Chapter 14, Protection, has no major changes.

¢ Chapter 15, Security, has a revised cryptography section with modern
notation and an improved explanation of various encryption methods and
their uses. The chapter also includes new coverage of Windows 7 security.

¢ Chapter 16, Virtual Machines, is a new chapter that provides an overview
of virtualization and how it relates to contemporary operating systems.

¢ Chapter 17, Distributed Systems, is a new chapter that combines and
updates a selection of materials from previous Chapters 16, 17, and 18.

¢ Chapter 18, The Linux System (previously Chapter 21), has been updated
to cover the Linux 3.2 kernel.

e Chapter 19, Windows 7, is a new chapter presenting a case study of
Windows 7.

¢ Chapter 20, Influential Operating Systems (previously Chapter 23), has
no major changes.

Programming Environments

This book uses examples of many real-world operating systems to illustrate
fundamental operating-system concepts. Particular attention is paid to Linux
and Microsoft Windows, but we also refer to various versions of UNIX
(including Solaris, BSD, and Mac OS X).

The text also provides several example programs written in C and
Java. These programs are intended to run in the following programming
environments:

® POSIX. POSIX (which stands for Portable Operating System Interface) repre-
sents a set of standards implemented primarily for UNIX-based operating
systems. Although Windows systems can also run certain POSIX programs,
our coverage of POSIX focuses on UNIX and Linux systems. POSIX-compliant
systems must implement the POSIX core standard (POSIX.1); Linux, Solaris,
and Mac OS X are examples of POSIX-compliant systems. POSIX also
defines several extensions to the standards, including real-time extensions
(POSIX1.b) and an extension for a threads library (POSIX1.c, better known
as Pthreads). We provide several programming examples written in C
illustrating the POSIX base API, as well as Pthreads and the extensions for
real-time programming. These example programs were tested on Linux 2.6
and 3.2 systems, Mac OS X 10.7, and Solaris 10 using the gcc 4.0 compiler.

¢ Java. Java is a widely used programming language with a rich API and
built-in language support for thread creation and management. Java
programs run on any operating system supporting a Java virtual machine
(or JvM). We illustrate various operating-system and networking concepts
with Java programs tested using the Java 1.6 JVM.

¢ Windows systems. The primary programming environment for Windows
systems is the Windows API, which provides a comprehensive set of func-
tions for managing processes, threads, memory, and peripheral devices.
We supply several C programs illustrating the use of this API. Programs
were tested on systems running Windows XP and Windows 7.
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We have chosen these three programming environments because we
believe that they best represent the two most popular operating-system models
—Windows and UNIX/Linux—along with the widely used Java environment.
Most programming examples are written in C, and we expect readers to be
comfortable with this language. Readers familiar with both the C and Java
languages should easily understand most programs provided in this text.

In some instances—such as thread creation—we illustrate a specific
concept using all three programming environments, allowing the reader
to contrast the three different libraries as they address the same task. In
other situations, we may use just one of the APIs to demonstrate a concept.
For example, we illustrate shared memory using just the POSIX APIL socket
programming in TCP/IP is highlighted using the Java APIL.

Linux Virtual Machine

To help students gain a better understanding of the Linux system, we
provide a Linux virtual machine, including the Linux source code,
that is available for download from the the website supporting this
text (http://www.os-book.com). This virtual machine also includes a
gcc development environment with compilers and editors. Most of the
programming assignments in the book can be completed on this virtual
machine, with the exception of assignments that require Java or the Windows
APL

We also provide three programming assignments that modify the Linux
kernel through kernel modules:

1. Adding a basic kernel module to the Linux kernel.
2. Adding a kernel module that uses various kernel data structures.
3. Adding a kernel module that iterates over tasks in a running Linux

system.

Over time it is our intention to add additional kernel module assignments on
the supporting website.

Supporting Website

When you visit the website supporting this text at http://www.os-book.com,
you can download the following resources:

¢ Linux virtual machine

e (Cand Java source code

e Sample syllabi

® Set of Powerpoint slides

e Set of figures and illustrations

® FreeBSD and Mach case studies
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¢ Solutions to practice exercises
e Study guide for students

e FErrata
Notes to Instructors

On the website for this text, we provide several sample syllabi that suggest
various approaches for using the text in both introductory and advanced
courses. As a general rule, we encourage instructors to progress sequentially
through the chapters, as this strategy provides the most thorough study of
operating systems. However, by using the sample syllabi, an instructor can
select a different ordering of chapters (or subsections of chapters).

In this edition, we have added over sixty new written exercises and over
twenty new programming problems and projects. Most of the new program-
ming assignments involve processes, threads, process synchronization, and
memory management. Some involve adding kernel modules to the Linux
system which requires using either the Linux virtual machine that accompanies
this text or another suitable Linux distribution.

Solutions to written exercises and programming assignments are available
to instructors who have adopted this text for their operating-system class. To
obtain these restricted supplements, contact your local John Wiley & Sons
sales representative. You can find your Wiley representative by going to
http://www.wiley.com/college and clicking “Who’s my rep?”

Notes to Students

We encourage you to take advantage of the practice exercises that appear at
the end of each chapter. Solutions to the practice exercises are available for
download from the supporting website http://www.os-book.com. We also
encourage you to read through the study guide, which was prepared by one of
our students. Finally, for students who are unfamiliar with UNIX and Linux
systems, we recommend that you download and install the Linux virtual
machine that we include on the supporting website. Not only will this provide
you with a new computing experience, but the open-source nature of Linux
will allow you to easily examine the inner details of this popular operating
system.
We wish you the very best of luck in your study of operating systems.

Contacting Us

We have endeavored to eliminate typos, bugs, and the like from the text. But,
as in new releases of software, bugs almost surely remain. An up-to-date errata
list is accessible from the book’s website. We would be grateful if you would
notify us of any errors or omissions in the book that are not on the current list
of errata.

We would be glad to receive suggestions on improvements to the book.
We also welcome any contributions to the book website that could be of
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use to other readers, such as programming exercises, project suggestions,
on-line labs and tutorials, and teaching tips. E-mail should be addressed to
os-book-authors@cs.yale.edu.
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Part One

Overview

An operating system acts as an intermediary between the user of a
computer and the computer hardware. The purpose of an operating
system is to provide an environment in which a user can execute
programs in a convenient and efficient manner.

An operating system is software that manages the computer hard-
ware. The hardware must provide appropriate mechanisms to ensure the
correct operation of the computer system and to prevent user programs
from interfering with the proper operation of the system.

Internally, operating systems vary greatly in their makeup, since they
are organized along many different lines. The design of a new operating
system is a major task. It is important that the goals of the system be well
defined before the design begins. These goals form the basis for choices
among various algorithms and strategies.

Because an operating systemis large and complex, it must be created
piece by piece. Each of these pieces should be a well-delineated portion
of the system, with carefully defined inputs, outputs, and functions.
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An operating system is a program that manages a computer’s hardware. It
also provides a basis for application programs and acts as an intermediary
between the computer user and the computer hardware. An amazing aspect of
operating systems is how they vary in accomplishing these tasks. Mainframe
operating systems are designed primarily to optimize utilization of hardware.
Personal computer (PC) operating systems support complex games, business
applications, and everything in between. Operating systems for mobile com-
puters provide an environment in which a user can easily interface with the
computer to execute programs. Thus, some operating systems are designed to
be convenient, others to be efficient, and others to be some combination of the
two.

Before we can explore the details of computer system operation, we need to
know something about system structure. We thus discuss the basic functions
of system startup, 1/0, and storage early in this chapter. We also describe
the basic computer architecture that makes it possible to write a functional
operating system.

Because an operating system is large and complex, it must be created
piece by piece. Each of these pieces should be a well-delineated portion of the
system, with carefully defined inputs, outputs, and functions. In this chapter,
we provide a general overview of the major components of a contemporary
computer system as well as the functions provided by the operating system.
Additionally, we cover several other topics to help set the stage for the
remainder of this text: data structures used in operating systems, computing
environments, and open-source operating systems.

CHAPTER OBJECTIVES

¢ To describe the basic organization of computer systems.

¢ To provide a grand tour of the major components of operating systems.
¢ To give an overview of the many types of computing environments.

¢ To explore several open-source operating systems.
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Figure 1.1 Abstract view of the components of a computer system.

What Operating Systems Do

We begin our discussion by looking at the operating system’s role in the
overall computer system. A computer system can be divided roughly into four
components: the hardware, the operating system, the application programs,
and the users (Figure 1.1).

The hardware—the central processing unit (CPU), the memory, and the
input/output (1/0) devices—provides the basic computing resources for the
system. The application programs—such as word processors, spreadsheets,
compilers, and Web browsers—define the ways in which these resources are
used to solve users” computing problems. The operating system controls the
hardware and coordinates its use among the various application programs for
the various users.

We can also view a computer system as consisting of hardware, software,
and data. The operating system provides the means for proper use of these
resources in the operation of the computer system. An operating system is
similar to a government. Like a government, it performs no useful function by
itself. It simply provides an environment within which other programs can do
useful work.

To understand more fully the operating system’s role, we next explore
operating systems from two viewpoints: that of the user and that of the system.

1.1.1 User View

The user’s view of the computer varies according to the interface being
used. Most computer users sit in front of a PC, consisting of a monitor,
keyboard, mouse, and system unit. Such a system is designed for one user
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to monopolize its resources. The goal is to maximize the work (or play) that
the user is performing. In this case, the operating system is designed mostly
for ease of use, with some attention paid to performance and none paid
to resource utilization—how various hardware and software resources are
shared. Performance is, of course, important to the user; but such systems
are optimized for the single-user experience rather than the requirements of
multiple users.

In other cases, a user sits at a terminal connected to a mainframe or a
minicomputer. Other users are accessing the same computer through other
terminals. These users share resources and may exchange information. The
operating system in such cases is designed to maximize resource utilization—
to assure that all available CPU time, memory, and 1/0 are used efficiently and
that no individual user takes more than her fair share.

In still other cases, users sit at workstations connected to networks of
other workstations and servers. These users have dedicated resources at
their disposal, but they also share resources such as networking and servers,
including file, compute, and print servers. Therefore, their operating system is
designed to compromise between individual usability and resource utilization.

Recently, many varieties of mobile computers, such as smartphones and
tablets, have come into fashion. Most mobile computers are standalone units for
individual users. Quite often, they are connected to networks through cellular
or other wireless technologies. Increasingly, these mobile devices are replacing
desktop and laptop computers for people who are primarily interested in
using computers for e-mail and web browsing. The user interface for mobile
computers generally features a touch screen, where the user interacts with the
system by pressing and swiping fingers across the screen rather than using a
physical keyboard and mouse.

Some computers have little or no user view. For example, embedded
computers in home devices and automobiles may have numeric keypads and
may turn indicator lights on or off to show status, but they and their operating
systems are designed primarily to run without user intervention.

1.1.2 System View

From the computer’s point of view, the operating system is the program
most intimately involved with the hardware. In this context, we can view
an operating system as a resource allocator. A computer system has many
resources that may be required to solve a problem: CPU time, memory space,
file-storage space, I/O devices, and so on. The operating system acts as the
manager of these resources. Facing numerous and possibly conflicting requests
for resources, the operating system must decide how to allocate them to specific
programs and users so that it can operate the computer system efficiently and
fairly. As we have seen, resource allocation is especially important where many
users access the same mainframe or minicomputer.

A slightly different view of an operating system emphasizes the need to
control the various I/0 devices and user programs. An operating system is a
control program. A control program manages the execution of user programs
to prevent errors and improper use of the computer. It is especially concerned
with the operation and control of I/0 devices.
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1.1.3 Defining Operating Systems

By now, you can probably see that the term operating system covers many roles
and functions. That is the case, at least in part, because of the myriad designs
and uses of computers. Computers are present within toasters, cars, ships,
spacecraft, homes, and businesses. They are the basis for game machines, music
players, cable TV tuners, and industrial control systems. Although computers
have a relatively short history, they have evolved rapidly. Computing started
as an experiment to determine what could be done and quickly moved to
tixed-purpose systems for military uses, such as code breaking and trajectory
plotting, and governmental uses, such as census calculation. Those early
computers evolved into general-purpose, multifunction mainframes, and
that’s when operating systems were born. In the 1960s, Moore’s Law predicted
that the number of transistors on an integrated circuit would double every
eighteen months, and that prediction has held true. Computers gained in
functionality and shrunk in size, leading to a vast number of uses and a vast
number and variety of operating systems. (See Chapter 20 for more details on
the history of operating systems.)

How, then, can we define what an operating system is? In general, we have
no completely adequate definition of an operating system. Operating systems
exist because they offer a reasonable way to solve the problem of creating a
usable computing system. The fundamental goal of computer systems is to
execute user programs and to make solving user problems easier. Computer
hardware is constructed toward this goal. Since bare hardware alone is not
particularly easy to use, application programs are developed. These programs
require certain common operations, such as those controlling the 1/0 devices.
The common functions of controlling and allocating resources are then brought
together into one piece of software: the operating system.

In addition, we have no universally accepted definition of whatis part of the
operating system. A simple viewpoint is that it includes everything a vendor
ships when you order “the operating system.” The features included, however,
vary greatly across systems. Some systems take up less than a megabyte of
space and lack even a full-screen editor, whereas others require gigabytes of
space and are based entirely on graphical windowing systems. A more common
definition, and the one that we usually follow, is that the operating system
is the one program running at all times on the computer—usually called
the kernel. (Along with the kernel, there are two other types of programs:
system programs, which are associated with the operating system but are not
necessarily part of the kernel, and application programs, which include all
programs not associated with the operation of the system.)

The matter of what constitutes an operating system became increasingly
important as personal computers became more widespread and operating
systems grew increasingly sophisticated. In 1998, the United States Department
of Justice filed suit against Microsoft, in essence claiming that Microsoft
included too much functionality in its operating systems and thus prevented
application vendors from competing. (For example, a Web browser was an
integral part of the operating systems.) As a result, Microsoft was found guilty
of using its operating-system monopoly to limit competition.

Today, however, if we look at operating systems for mobile devices, we
see that once again the number of features constituting the operating system
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is increasing. Mobile operating systems often include not only a core kernel
but also middleware—a set of software frameworks that provide additional
services to application developers. For example, each of the two most promi-
nent mobile operating systems— Apple’s iOS and Google’s Android —features
a core kernel along with middleware that supports databases, multimedia, and
graphics (to name a only few).

Computer-System Organization

Before we can explore the details of how computer systems operate, we need
general knowledge of the structure of a computer system. In this section,
we look at several parts of this structure. The section is mostly concerned
with computer-system organization, so you can skim or skip it if you already
understand the concepts.

1.2.1 Computer-System Operation

A modern general-purpose computer system consists of one or more CPUs
and a number of device controllers connected through a common bus that
provides access to shared memory (Figure 1.2). Each device controller is in
charge of a specific type of device (for example, disk drives, audio devices,
or video displays). The CPU and the device controllers can execute in parallel,
competing for memory cycles. To ensure orderly access to the shared memory,
a memory controller synchronizes access to the memory.

For a computer to start running—for instance, when it is powered up or
rebooted —it needs to have an initial program to run. This initial program,
or bootstrap program, tends to be simple. Typically, it is stored within
the computer hardware in read-only memory (ROM) or electrically erasable
programmable read-only memory (EEPROM), known by the general term
firmware. It initializes all aspects of the system, from CPU registers to device
controllers to memory contents. The bootstrap program must know how to load
the operating system and how to start executing that system. To accomplish

mouse keyboard printer  monitor

S o mmm =
N |/

USB controller

disk
controller

graphics
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Figure 1.2 A modern computer system.
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Figure 1.3 Interrupt timeline for a single process doing output.

this goal, the bootstrap program must locate the operating-system kernel and
load it into memory.

Once the kernel is loaded and executing, it can start providing services to
the system and its users. Some services are provided outside of the kernel, by
system programs that are loaded into memory at boot time to become system
processes, or system daemons that run the entire time the kernel is running.
On UNIX, the first system process is “init,” and it starts many other daemons.
Once this phase is complete, the system is fully booted, and the system waits
for some event to occur.

The occurrence of an event is usually signaled by an interrupt from either
the hardware or the software. Hardware may trigger an interrupt at any time
by sending a signal to the CPU, usually by way of the system bus. Software
may trigger an interrupt by executing a special operation called a system call
(also called a monitor call).

When the CPU is interrupted, it stops what it is doing and immediately
transfers execution to a fixed location. The fixed location usually contains
the starting address where the service routine for the interrupt is located.
The interrupt service routine executes; on completion, the CPU resumes the
interrupted computation. A timeline of this operation is shown in Figure 1.3.

Interrupts are an important part of a computer architecture. Each computer
design has its own interrupt mechanism, but several functions are common.
The interrupt must transfer control to the appropriate interrupt service routine.
The straightforward method for handling this transfer would be to invoke
a generic routine to examine the interrupt information. The routine, in turn,
would call the interrupt-specific handler. However, interrupts must be handled
quickly. Since only a predefined number of interrupts is possible, a table of
pointers to interrupt routines can be used instead to provide the necessary
speed. The interrupt routine is called indirectly through the table, with no
intermediate routine needed. Generally, the table of pointers is stored in low
memory (the first hundred or so locations). These locations hold the addresses
of the interrupt service routines for the various devices. This array, or interrupt
vector, of addresses is then indexed by a unique device number, given with
the interrupt request, to provide the address of the interrupt service routine for
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STORAGE DEFINITIONS AND NOTATION

The basic unit of computer storage is the bit. A bit can contain one of two
values, 0 and 1. All other storage in a computer is based on collections of bits.
Given enough bits, it is amazing how many things a computer can represent:
numbers, letters, images, movies, sounds, documents, and programs, to name
a few. A byte is 8 bits, and on most computers it is the smallest convenient
chunk of storage. For example, most computers don’t have an instruction to
move a bit but do have one to move a byte. A less common term is word,
which is a given computer architecture’s native unit of data. A word is made
up of one or more bytes. For example, a computer that has 64-bit registers and
64-bit memory addressing typically has 64-bit (8-byte) words. A computer
executes many operations in its native word size rather than a byte at a time.

Computer storage, along with most computer throughput, is generally
measured and manipulated in bytes and collections of bytes. A kilobyte, or
KB, is 1,024 bytes; a megabyte, or MB, is 1,0242 bytes; a gigabyte, or GB, is
1,024° bytes; a terabyte, or TB, is 1,024* bytes; and a petabyte, or PB, is 1,024
bytes. Computer manufacturers often round off these numbers and say that
a megabyte is 1 million bytes and a gigabyte is 1 billion bytes. Networking
measurements are an exception to this general rule; they are given in bits
(because networks move data a bit at a time).

the interrupting device. Operating systems as different as Windows and UNIX
dispatch interrupts in this manner.

The interrupt architecture must also save the address of the interrupted
instruction. Many old designs simply stored the interrupt address in a
fixed location or in a location indexed by the device number. More recent
architectures store the return address on the system stack. If the interrupt
routine needs to modify the processor state—for instance, by modifying
register values—it must explicitly save the current state and then restore that
state before returning. After the interrupt is serviced, the saved return address
is loaded into the program counter, and the interrupted computation resumes
as though the interrupt had not occurred.

1.2.2 Storage Structure

The CPU can load instructions only from memory, so any programs to run must
be stored there. General-purpose computers run most of their programs from
rewritable memory, called main memory (also called random-access memory,
or RAM). Main memory commonly is implemented in a semiconductor
technology called dynamic random-access memory (DRAM).

Computers use other forms of memory as well. We have already mentioned
read-only memory, ROM) and electrically erasable programmable read-only
memory, EEPROM). Because ROM cannot be changed, only static programs, such
as the bootstrap program described earlier, are stored there. The immutability
of ROM is of use in game cartridges. EEPROM can be changed but cannot
be changed frequently and so contains mostly static programs. For example,
smartphones have EEPROM to store their factory-installed programs.
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All forms of memory provide an array of bytes. Each byte has its
own address. Interaction is achieved through a sequence of load or store
instructions to specific memory addresses. The 1oad instruction moves a byte
or word from main memory to an internal register within the CPU, whereas the
store instruction moves the content of a register to main memory. Aside from
explicit loads and stores, the CPU automatically loads instructions from main
memory for execution.

A typical instruction—execution cycle, as executed on a system with a von
Neumann architecture, first fetches an instruction from memory and stores
that instruction in the instruction register. The instruction is then decoded
and may cause operands to be fetched from memory and stored in some
internal register. After the instruction on the operands has been executed, the
result may be stored back in memory. Notice that the memory unit sees only
a stream of memory addresses. It does not know how they are generated (by
the instruction counter, indexing, indirection, literal addresses, or some other
means) or what they are for (instructions or data). Accordingly, we can ignore
how a memory address is generated by a program. We are interested only in
the sequence of memory addresses generated by the running program.

Ideally, we want the programs and data to reside in main memory
permanently. This arrangement usually is not possible for the following two
reasons:

1. Main memory is usually too small to store all needed programs and data
permanently.

2. Main memory is a volatile storage device that loses its contents when
power is turned off or otherwise lost.

Thus, most computer systems provide secondary storage as an extension of
main memory. The main requirement for secondary storage is that it be able to
hold large quantities of data permanently.

The most common secondary-storage device is a magnetic disk, which
provides storage for both programs and data. Most programs (system and
application) are stored on a disk until they are loaded into memory. Many
programs then use the disk as both the source and the destination of their
processing. Hence, the proper management of disk storage is of central
importance to a computer system, as we discuss in Chapter 10.

In a larger sense, however, the storage structure that we have described —
consisting of registers, main memory, and magnetic disks—is only one of many
possible storage systems. Others include cache memory, CD-ROM, magnetic
tapes, and so on. Each storage system provides the basic functions of storing
a datum and holding that datum until it is retrieved at a later time. The main
differences among the various storage systems lie in speed, cost, size, and
volatility.

The wide variety of storage systems can be organized in a hierarchy (Figure
1.4) according to speed and cost. The higher levels are expensive, but they are
fast. As we move down the hierarchy, the cost per bit generally decreases,
whereas the access time generally increases. This trade-off is reasonable; if a
given storage system were both faster and less expensive than another —other
properties being the same—then there would be no reason to use the slower,
more expensive memory. In fact, many early storage devices, including paper



1.2 Computer-System Organization 11

| registers |j
I []
il \V
| cache

N I
i V2
‘ main memory
AN Il
i v
solid-state disk
N I
i v
magnetic disk
[
11 v
optical disk
|
i \V4

magnetic tapes

Figure 1.4 Storage-device hierarchy.

tape and core memories, are relegated to museums now that magnetic tape and
semiconductor memory have become faster and cheaper. The top four levels
of memory in Figure 1.4 may be constructed using semiconductor memory.

In addition to differing in speed and cost, the various storage systems are
either volatile or nonvolatile. As mentioned earlier, volatile storage loses its
contents when the power to the device is removed. In the absence of expensive
battery and generator backup systems, data must be written to nonvolatile
storage for safekeeping. In the hierarchy shown in Figure 1.4, the storage
systems above the solid-state disk are volatile, whereas those including the
solid-state disk and below are nonvolatile.

Solid-state disks have several variants but in general are faster than
magnetic disks and are nonvolatile. One type of solid-state disk stores data in a
large DRAM array during normal operation but also contains a hidden magnetic
hard disk and a battery for backup power. If external power is interrupted, this
solid-state disk’s controller copies the data from RAM to the magnetic disk.
When external power is restored, the controller copies the data back into RAM.
Another form of solid-state disk is flash memory, which is popular in cameras
and personal digital assistants (PDAs), in robots, and increasingly for storage
on general-purpose computers. Flash memory is slower than DRAM but needs
no power to retain its contents. Another form of nonvolatile storage is NVRAM,
which is DRAM with battery backup power. This memory can be as fast as
DRAM and (as long as the battery lasts) is nonvolatile.

The design of a complete memory system must balance all the factors just
discussed: it must use only as much expensive memory as necessary while
providing as much inexpensive, nonvolatile memory as possible. Caches can
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be installed to improve performance where a large disparity in access time or
transfer rate exists between two components.

1.2.3 1/0O Structure

Storage is only one of many types of I/0 devices within a computer. A large
portion of operating system code is dedicated to managing 1/0, both because
of its importance to the reliability and performance of a system and because of
the varying nature of the devices. Next, we provide an overview of 1/0.

A general-purpose computer system consists of CPUs and multiple device
controllers that are connected through a common bus. Each device controller
is in charge of a specific type of device. Depending on the controller, more
than one device may be attached. For instance, seven or more devices can be
attached to the small computer-systems interface (SCSI) controller. A device
controller maintains some local buffer storage and a set of special-purpose
registers. The device controller is responsible for moving the data between
the peripheral devices that it controls and its local buffer storage. Typically,
operating systems have a device driver for each device controller. This device
driver understands the device controller and provides the rest of the operating
system with a uniform interface to the device.

To start an I/O operation, the device driver loads the appropriate registers
within the device controller. The device controller, in turn, examines the
contents of these registers to determine what action to take (such as “read
a character from the keyboard”). The controller starts the transfer of data from
the device to its local buffer. Once the transfer of data is complete, the device
controller informs the device driver via an interrupt that it has finished its
operation. The device driver then returns control to the operating system,
possibly returning the data or a pointer to the data if the operation was a read.
For other operations, the device driver returns status information.

This form of interrupt-driven 1/0 is fine for moving small amounts of data
but can produce high overhead when used for bulk data movement such as disk
1/0. To solve this problem, direct memory access (DMA) is used. After setting
up buffers, pointers, and counters for the 1/0 device, the device controller
transfers an entire block of data directly to or from its own buffer storage to
memory, with no intervention by the CPU. Only one interrupt is generated per
block, to tell the device driver that the operation has completed, rather than
the one interrupt per byte generated for low-speed devices. While the device
controller is performing these operations, the CPU is available to accomplish
other work.

Some high-end systems use switch rather than bus architecture. On these
systems, multiple components can talk to other components concurrently,
rather than competing for cycles on a shared bus. In this case, DMA is even
more effective. Figure 1.5 shows the interplay of all components of a computer
system.

Computer-System Architecture

In Section 1.2, we introduced the general structure of a typical computer system.
A computer system can be organized in a number of different ways, which we
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Figure 1.5 How a modern computer system works.

can categorize roughly according to the number of general-purpose processors
used.

1.3.1 Single-Processor Systems

Until recently, most computer systems used a single processor. On a single-
processor system, there is one main CPU capable of executing a general-purpose
instruction set, including instructions from user processes. Almost all single-
processor systems have other special-purpose processors as well. They may
come in the form of device-specific processors, such as disk, keyboard, and
graphics controllers; or, on mainframes, they may come in the form of more
general-purpose processors, such as I/O processors that move data rapidly
among the components of the system.

All of these special-purpose processors run a limited instruction set and
do not run user processes. Sometimes, they are managed by the operating
system, in that the operating system sends them information about their next
task and monitors their status. For example, a disk-controller microprocessor
receives a sequence of requests from the main CPU and implements its own disk
queue and scheduling algorithm. This arrangement relieves the main CPU of
the overhead of disk scheduling. PCs contain a microprocessor in the keyboard
to convert the keystrokes into codes to be sent to the CPU. In other systems
or circumstances, special-purpose processors are low-level components built
into the hardware. The operating system cannot communicate with these
processors; they do their jobs autonomously. The use of special-purpose
microprocessors is common and does not turn a single-processor system into
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a multiprocessor. If there is only one general-purpose CPU, then the system is
a single-processor system.

1.3.2 Multiprocessor Systems

Within the past several years, multiprocessor systems (also known as parallel
systems or multicore systems) have begun to dominate the landscape of
computing. Such systems have two or more processors in close communication,
sharing the computer bus and sometimes the clock, memory, and peripheral
devices. Multiprocessor systems first appeared prominently appeared in
servers and have since migrated to desktop and laptop systems. Recently,
multiple processors have appeared on mobile devices such as smartphones
and tablet computers.
Multiprocessor systems have three main advantages:

1. Increased throughput. By increasing the number of processors, we expect
to get more work done in less time. The speed-up ratio with N processors
is not N, however; rather, it is less than N. When multiple processors
cooperate on a task, a certain amount of overhead is incurred in keeping
all the parts working correctly. This overhead, plus contention for shared
resources, lowers the expected gain from additional processors. Similarly,
N programmers working closely together do not produce N times the
amount of work a single programmer would produce.

2. Economy of scale. Multiprocessor systems can cost less than equivalent
multiple single-processor systems, because they can share peripherals,
mass storage, and power supplies. If several programs operate on the
same set of data, it is cheaper to store those data on one disk and to have
all the processors share them than to have many computers with local
disks and many copies of the data.

3. Increased reliability. If functions can be distributed properly among
several processors, then the failure of one processor will not halt the
system, only slow it down. If we have ten processors and one fails, then
each of the remaining nine processors can pick up a share of the work of
the failed processor. Thus, the entire system runs only 10 percent slower,
rather than failing altogether.

Increased reliability of a computer system is crucial in many applications.
The ability to continue providing service proportional to the level of surviving
hardware is called graceful degradation. Some systems go beyond graceful
degradation and are called fault tolerant, because they can suffer a failure of
any single component and still continue operation. Fault tolerance requires
a mechanism to allow the failure to be detected, diagnosed, and, if possible,
corrected. The HP NonStop (formerly Tandem) system uses both hardware and
software duplication to ensure continued operation despite faults. The system
consists of multiple pairs of CPUs, working in lockstep. Both processors in the
pair execute each instruction and compare the results. If the results differ, then
one CPU of the pair is at fault, and both are halted. The process that was being
executed is then moved to another pair of CPUs, and the instruction that failed
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is restarted. This solution is expensive, since it involves special hardware and
considerable hardware duplication.

The multiple-processor systems in use today are of two types. Some
systems use asymmetric multiprocessing, in which each processor is assigned
a specific task. A boss processor controls the system; the other processors either
look to the boss for instruction or have predefined tasks. This scheme defines
a boss—worker relationship. The boss processor schedules and allocates work
to the worker processors.

The most common systems use symmetric multiprocessing (SMP), in
which each processor performs all tasks within the operating system. SMP
means that all processors are peers; no boss—worker relationship exists
between processors. Figure 1.6 illustrates a typical SMP architecture. Notice
that each processor has its own set of registers, as well as a private—or local
—-cache. However, all processors share physical memory. An example of an
SMP system is AIX, a commercial version of UNIX designed by IBM. An AIX
system can be configured to employ dozens of processors. The benefit of this
model is that many processes can run simultaneously—N processes can run
if there are N CPUs—without causing performance to deteriorate significantly.
However, we must carefully control I/O to ensure that the data reach the
appropriate processor. Also, since the CPUs are separate, one may be sitting
idle while another is overloaded, resulting in inefficiencies. These inefficiencies
can be avoided if the processors share certain data structures. A multiprocessor
system of this form will allow processes and resources—such as memory —
to be shared dynamically among the various processors and can lower the
variance among the processors. Such a system must be written carefully, as
we shall see in Chapter 5. Virtually all modern operating systems—including
Windows, Mac OS X, and Linux—now provide support for SMP.

The difference between symmetric and asymmetric multiprocessing may
result from either hardware or software. Special hardware can differentiate the
multiple processors, or the software can be written to allow only one boss and
multiple workers. For instance, Sun Microsystems’ operating system SunOS
Version 4 provided asymmetric multiprocessing, whereas Version 5 (Solaris) is
symmetric on the same hardware.

Multiprocessing adds CPUs to increase computing power. If the CPU has an
integrated memory controller, then adding CPUs can also increase the amount

CPUgq CPU, CPU,
registers registers registers
cache cache cache
memory

Figure 1.6 Symmetric multiprocessing architecture.
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of memory addressable in the system. Either way, multiprocessing can cause
a system to change its memory access model from uniform memory access
(UMA) to non-uniform memory access (NUMA). UMA is defined as the situation
in which access to any RAM from any CPU takes the same amount of time. With
NUMA, some parts of memory may take longer to access than other parts,
creating a performance penalty. Operating systems can minimize the NUMA
penalty through resource management, as discussed in Section 9.5.4.

A recent trend in CPU design is to include multiple computing cores
on a single chip. Such multiprocessor systems are termed multicore. They
can be more efficient than multiple chips with single cores because on-chip
communication is faster than between-chip communication. In addition, one
chip with multiple cores uses significantly less power than multiple single-core
chips.

It is important to note that while multicore systems are multiprocessor
systems, not all multiprocessor systems are multicore, as we shall see in Section
1.3.3. In our coverage of multiprocessor systems throughout this text, unless
we state otherwise, we generally use the more contemporary term multicore,
which excludes some multiprocessor systems.

In Figure 1.7, we show a dual-core design with two cores on the same
chip. In this design, each core has its own register set as well as its own local
cache. Other designs might use a shared cache or a combination of local and
shared caches. Aside from architectural considerations, such as cache, memory,
and bus contention, these multicore CPUs appear to the operating system as
N standard processors. This characteristic puts pressure on operating system
designers—and application programmers—to make use of those processing
cores.

Finally, blade servers are a relatively recent development in which multiple
processor boards, I/0 boards, and networking boards are placed in the same
chassis. The difference between these and traditional multiprocessor systems
is that each blade-processor board boots independently and runs its own
operating system. Some blade-server boards are multiprocessor as well, which
blurs the lines between types of computers. In essence, these servers consist of
multiple independent multiprocessor systems.

CPU coreg CPU core4
registers registers
cache cache
memory

Figure 1.7 A dual-core design with two cores placed on the same chip.
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1.3.3 Clustered Systems

Another type of multiprocessor system is a clustered system, which gathers
together multiple CPUs. Clustered systems differ from the multiprocessor
systems described in Section 1.3.2 in that they are composed of two or more
individual systems—or nodes—joined together. Such systems are considered
loosely coupled. Each node may be a single processor system or a multicore
system. We should note that the definition of clustered is not concrete; many
commercial packages wrestle to define a clustered system and why one form
is better than another. The generally accepted definition is that clustered
computers share storage and are closely linked via a local-area network LAN
(as described in Chapter 17) or a faster interconnect, such as InfiniBand.

Clustering is usually used to provide high-availability service—that is,
service will continue even if one or more systems in the cluster fail. Generally,
we obtain high availability by adding a level of redundancy in the system.
A layer of cluster software runs on the cluster nodes. Each node can monitor
one or more of the others (over the LAN). If the monitored machine fails,
the monitoring machine can take ownership of its storage and restart the
applications that were running on the failed machine. The users and clients of
the applications see only a brief interruption of service.

Clustering can be structured asymmetrically or symmetrically. In asym-
metric clustering, one machine is in hot-standby mode while the other is
running the applications. The hot-standby host machine does nothing but
monitor the active server. If that server fails, the hot-standby host becomes
the active server. In symmetric clustering, two or more hosts are running
applications and are monitoring each other. This structure is obviously more
efficient, as it uses all of the available hardware. However it does require that
more than one application be available to run.

Since a cluster consists of several computer systems connected via a
network, clusters can also be used to provide high-performance computing
environments. Such systems can supply significantly greater computational
power than single-processor or even SMP systems because they can run an
application concurrently on all computers in the cluster. The application must
have been written specifically to take advantage of the cluster, however. This
involves a technique known as parallelization, which divides a program into
separate components that run in parallel on individual computers in the cluster.
Typically, these applications are designed so that once each computing node in
the cluster has solved its portion of the problem, the results from all the nodes
are combined into a final solution.

Other forms of clusters include parallel clusters and clustering over a
wide-area network (WAN) (as described in Chapter 17). Parallel clusters allow
multiple hosts to access the same data on shared storage. Because most
operating systems lack support for simultaneous data access by multiple hosts,
parallel clusters usually require the use of special versions of software and
special releases of applications. For example, Oracle Real Application Cluster
is a version of Oracle’s database that has been designed to run on a parallel
cluster. Each machine runs Oracle, and a layer of software tracks access to the
shared disk. Each machine has full access to all data in the database. To provide
this shared access, the system must also supply access control and locking to
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BEOWULF CLUSTERS

Beowulf clusters are designed to solve high-performance computing tasks.
A Beowulf cluster consists of commodity hardware—such as personal
computers—connected via a simple local-area network. No single specific
software package is required to construct a cluster. Rather, the nodes use a
set of open-source software libraries to communicate with one another. Thus,
there are a variety of approaches to constructing a Beowulf cluster. Typically,
though, Beowulf computing nodes run the Linux operating system. Since
Beowulf clusters require no special hardware and operate using open-source
software that is available free, they offer a low-cost strategy for building
a high-performance computing cluster. In fact, some Beowulf clusters built
from discarded personal computers are using hundreds of nodes to solve
computationally expensive scientific computing problems.

ensure that no conflicting operations occur. This function, commonly known
as a distributed lock manager (DLM), is included in some cluster technology.

Cluster technology is changing rapidly. Some cluster products support
dozens of systems in a cluster, as well as clustered nodes that are separated
by miles. Many of these improvements are made possible by storage-area
networks (SANs), as described in Section 10.3.3, which allow many systems
to attach to a pool of storage. If the applications and their data are stored on
the SAN, then the cluster software can assign the application to run on any
host that is attached to the SAN. If the host fails, then any other host can take
over. In a database cluster, dozens of hosts can share the same database, greatly
increasing performance and reliability. Figure 1.8 depicts the general structure
of a clustered system.

interconnect interconnect
computer computer computer

2

storage area
network
v

Figure 1.8 General structure of a clustered system.
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Figure 1.9 Memory layout for a multiprogramming system.

Operating-System Structure

Now that we have discussed basic computer-system organization and archi-
tecture, we are ready to talk about operating systems. An operating system
provides the environment within which programs are executed. Internally,
operating systems vary greatly in their makeup, since they are organized
along many different lines. There are, however, many commonalities, which
we consider in this section.

One of the most important aspects of operating systems is the ability
to multiprogram. A single program cannot, in general, keep either the CPU
or the 1/O devices busy at all times. Single users frequently have multiple
programs running. Multiprogramming increases CPU utilization by organizing
jobs (code and data) so that the CPU always has one to execute.

The idea is as follows: The operating system keeps several jobs in memory
simultaneously (Figure 1.9). Since, in general, main memory is too small to
accommodate all jobs, the jobs are kept initially on the disk in the job pool.
This pool consists of all processes residing on disk awaiting allocation of main
memory.

The set of jobs in memory can be a subset of the jobs kept in the job
pool. The operating system picks and begins to execute one of the jobs in
memory. Eventually, the job may have to wait for some task, such as an 1/0
operation, to complete. In a non-multiprogrammed system, the CPU would sit
idle. In a multiprogrammed system, the operating system simply switches to,
and executes, another job. When that job needs to wait, the CPU switches to
another job, and so on. Eventually, the first job finishes waiting and gets the
CPU back. As long as at least one job needs to execute, the CPU is never idle.

This idea is common in other life situations. A lawyer does not work for
only one client at a time, for example. While one case is waiting to go to trial
or have papers typed, the lawyer can work on another case. If he has enough
clients, the lawyer will never be idle for lack of work. (Idle lawyers tend to
become politicians, so there is a certain social value in keeping lawyers busy.)
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Multiprogrammed systems provide an environment in which the various
system resources (for example, CPU, memory, and peripheral devices) are
utilized effectively, but they do not provide for user interaction with the
computer system. Time sharing (or multitasking) is a logical extension of
multiprogramming. In time-sharing systems, the CPU executes multiple jobs
by switching among them, but the switches occur so frequently that the users
can interact with each program while it is running.

Time sharing requires an interactive computer system, which provides
direct communication between the user and the system. The user gives
instructions to the operating system or to a program directly, using a input
device such as a keyboard, mouse, touch pad, or touch screen, and waits for
immediate results on an output device. Accordingly, the response time should
be short—typically less than one second.

A time-shared operating system allows many users to share the computer
simultaneously. Since each action or command in a time-shared system tends
tobe short, only a little CPU time is needed for each user. As the system switches
rapidly from one user to the next, each user is given the impression that the
entire computer system is dedicated to his use, even though it is being shared
among many users.

A time-shared operating system uses CPU scheduling and multiprogram-
ming to provide each user with a small portion of a time-shared computer.
Each user has at least one separate program in memory. A program loaded into
memory and executing is called a process. When a process executes, it typically
executes for only a short time before it either finishes or needs to perform 1/0.
I/0 may be interactive; that is, output goes to a display for the user, and input
comes from a user keyboard, mouse, or other device. Since interactive 1/0
typically runs at “people speeds,” it may take a long time to complete. Input,
for example, may be bounded by the user’s typing speed; seven characters per
second is fast for people but incredibly slow for computers. Rather than let
the CPU sit idle as this interactive input takes place, the operating system will
rapidly switch the CPU to the program of some other user.

Time sharing and multiprogramming require that several jobs be kept
simultaneously in memory. If several jobs are ready to be brought into memory,
and if there is not enough room for all of them, then the system must choose
among them. Making this decision involves job scheduling, which we discuss
in Chapter 6. When the operating system selects a job from the job pool, it loads
that job into memory for execution. Having several programs in memory at
the same time requires some form of memory management, which we cover in
Chapters 8 and 9. In addition, if several jobs are ready to run at the same time,
the system must choose which job will run first. Making this decision is CPU
scheduling, which is also discussed in Chapter 6. Finally, running multiple
jobs concurrently requires that their ability to affect one another be limited in
all phases of the operating system, including process scheduling, disk storage,
and memory management. We discuss these considerations throughout the
text.

In a time-sharing system, the operating system must ensure reasonable
response time. This goal is sometimes accomplished through swapping,
whereby processes are swapped in and out of main memory to the disk. A more
common method for ensuring reasonable response time is virtual memory, a
technique that allows the execution of a process that is not completely in
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memory (Chapter 9). The main advantage of the virtual-memory scheme is that
it enables users to run programs that are larger than actual physical memory.
Further, it abstracts main memory into a large, uniform array of storage,
separating logical memory as viewed by the user from physical memory.
This arrangement frees programmers from concern over memory-storage
limitations.

A time-sharing system must also provide a file system (Chapters 11 and
12). The file system resides on a collection of disks; hence, disk management
must be provided (Chapter 10). In addition, a time-sharing system provides
a mechanism for protecting resources from inappropriate use (Chapter 14).
To ensure orderly execution, the system must provide mechanisms for job
synchronization and communication (Chapter 5), and it may ensure that jobs
do not get stuck in a deadlock, forever waiting for one another (Chapter 7).

Operating-System Operations

As mentioned earlier, modern operating systems are interrupt driven. If there
are no processes to execute, no 1/0 devices to service, and no users to whom
to respond, an operating system will sit quietly, waiting for something to
happen. Events are almost always signaled by the occurrence of an interrupt
or a trap. A trap (or an exception) is a software-generated interrupt caused
either by an error (for example, division by zero or invalid memory access)
or by a specific request from a user program that an operating-system service
be performed. The interrupt-driven nature of an operating system defines
that system’s general structure. For each type of interrupt, separate segments
of code in the operating system determine what action should be taken. An
interrupt service routine is provided to deal with the interrupt.

Since the operating system and the users share the hardware and software
resources of the computer system, we need to make sure that an error in a
user program could cause problems only for the one program running. With
sharing, many processes could be adversely affected by a bug in one program.
For example, if a process gets stuck in an infinite loop, this loop could prevent
the correct operation of many other processes. More subtle errors can occur
in a multiprogramming system, where one erroneous program might modify
another program, the data of another program, or even the operating system
itself.

Without protection against these sorts of errors, either the computer must
execute only one process at a time or all output must be suspect. A properly
designed operating system must ensure that an incorrect (or malicious)
program cannot cause other programs to execute incorrectly.

1.5.1 Dual-Mode and Multimode Operation

In order to ensure the proper execution of the operating system, we must be
able to distinguish between the execution of operating-system code and user-
defined code. The approach taken by most computer systems is to provide
hardware support that allows us to differentiate among various modes of
execution.
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Figure 1.10 Transition from user to kernel mode.

At the very least, we need two separate modes of operation: user mode
and kernel mode (also called supervisor mode, system mode, or privileged
mode). A bit, called the mode bit, is added to the hardware of the computer
to indicate the current mode: kernel (0) or user (1). With the mode bit, we can
distinguish between a task that is executed on behalf of the operating system
and one that is executed on behalf of the user. When the computer system is
executing on behalf of a user application, the system is in user mode. However,
when a user application requests a service from the operating system (via a
system call), the system must transition from user to kernel mode to fulfill
the request. This is shown in Figure 1.10. As we shall see, this architectural
enhancement is useful for many other aspects of system operation as well.

At system boot time, the hardware starts in kernel mode. The operating
system is then loaded and starts user applications in user mode. Whenever a
trap or interrupt occurs, the hardware switches from user mode to kernel mode
(that is, changes the state of the mode bit to 0). Thus, whenever the operating
system gains control of the computer, it is in kernel mode. The system always
switches to user mode (by setting the mode bit to 1) before passing control to
a user program.

The dual mode of operation provides us with the means for protecting the
operating system from errant users—and errant users from one another. We
accomplish this protection by designating some of the machine instructions that
may cause harm as privileged instructions. The hardware allows privileged
instructions to be executed only in kernel mode. If an attempt is made to
execute a privileged instruction in user mode, the hardware does not execute
the instruction but rather treats it as illegal and traps it to the operating system.

The instruction to switch to kernel mode is an example of a privileged
instruction. Some other examples include I/0 control, timer management, and
interrupt management. As we shall see throughout the text, there are many
additional privileged instructions.

The concept of modes can be extended beyond two modes (in which case
the CPU uses more than one bit to set and test the mode). CPUs that support
virtualization (Section 16.1) frequently have a separate mode to indicate when
the virtual machine manager (VMM)—and the virtualization management
software—is in control of the system. In this mode, the VMM has more
privileges than user processes but fewer than the kernel. It needs that level
of privilege so it can create and manage virtual machines, changing the CPU
state to do so. Sometimes, too, different modes are used by various kernel
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components. We should note that, as an alternative to modes, the CPU designer
may use other methods to differentiate operational privileges. The Intel 64
family of CPUs supports four privilege levels, for example, and supports
virtualization but does not have a separate mode for virtualization.

We can now see the life cycle of instruction execution in a computer system.
Initial control resides in the operating system, where instructions are executed
in kernel mode. When control is given to a user application, the mode is set to
user mode. Eventually, control is switched back to the operating system via an
interrupt, a trap, or a system call.

System calls provide the means for a user program to ask the operating
system to perform tasks reserved for the operating system on the user
program’s behalf. A system call is invoked in a variety of ways, depending
on the functionality provided by the underlying processor. In all forms, it is the
method used by a process to request action by the operating system. A system
call usually takes the form of a trap to a specific location in the interrupt vector.
This trap can be executed by a generic trap instruction, although some systems
(such as MIPS) have a specific syscall instruction to invoke a system call.

When a system call is executed, it is typically treated by the hardware
as a software interrupt. Control passes through the interrupt vector to a
service routine in the operating system, and the mode bit is set to kernel
mode. The system-call service routine is a part of the operating system. The
kernel examines the interrupting instruction to determine what system call
has occurred; a parameter indicates what type of service the user program is
requesting. Additional information needed for the request may be passed in
registers, on the stack, or in memory (with pointers to the memory locations
passed in registers). The kernel verifies that the parameters are correct and
legal, executes the request, and returns control to the instruction following the
system call. We describe system calls more fully in Section 2.3.

The lack of a hardware-supported dual mode can cause serious shortcom-
ings in an operating system. For instance, MS-DOS was written for the Intel
8088 architecture, which has no mode bit and therefore no dual mode. A user
program running awry can wipe out the operating system by writing over it
with data; and multiple programs are able to write to a device at the same
time, with potentially disastrous results. Modern versions of the Intel CPU
do provide dual-mode operation. Accordingly, most contemporary operating
systems—such as Microsoft Windows 7, as well as Unix and Linux—take
advantage of this dual-mode feature and provide greater protection for the
operating system.

Once hardware protection is in place, it detects errors that violate modes.
These errors are normally handled by the operating system. If a user program
fails in some way—such as by making an attempt either to execute an illegal
instruction or to access memory that is not in the user’s address space—then
the hardware traps to the operating system. The trap transfers control through
the interrupt vector to the operating system, just as an interrupt does. When
a program error occurs, the operating system must terminate the program
abnormally. This situation is handled by the same code as a user-requested
abnormal termination. An appropriate error message is given, and the memory
of the program may be dumped. The memory dump is usually written to a
file so that the user or programmer can examine it and perhaps correct it and
restart the program.
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1.5.2 Timer

We must ensure that the operating system maintains control over the CPU.
We cannot allow a user program to get stuck in an infinite loop or to fail
to call system services and never return control to the operating system. To
accomplish this goal, we can use a timer. A timer can be set to interrupt
the computer after a specified period. The period may be fixed (for example,
1/60 second) or variable (for example, from 1 millisecond to 1 second). A
variable timer is generally implemented by a fixed-rate clock and a counter.
The operating system sets the counter. Every time the clock ticks, the counter
is decremented. When the counter reaches 0, an interrupt occurs. For instance,
a 10-bit counter with a 1-millisecond clock allows interrupts at intervals from
1 millisecond to 1,024 milliseconds, in steps of 1 millisecond.

Before turning over control to the user, the operating system ensures
that the timer is set to interrupt. If the timer interrupts, control transfers
automatically to the operating system, which may treat the interrupt as a fatal
error or may give the program more time. Clearly, instructions that modify the
content of the timer are privileged.

We can use the timer to prevent a user program from running too long.
A simple technique is to initialize a counter with the amount of time that a
program is allowed to run. A program with a 7-minute time limit, for example,
would have its counter initialized to 420. Every second, the timer interrupts,
and the counter is decremented by 1. As long as the counter is positive, control
is returned to the user program. When the counter becomes negative, the
operating system terminates the program for exceeding the assigned time
limit.

Process Management

A program does nothing unless its instructions are executed by a CPU. A
program in execution, as mentioned, is a process. A time-shared user program
such as a compiler is a process. A word-processing program being run by an
individual user on a PC is a process. A system task, such as sending output
to a printer, can also be a process (or at least part of one). For now, you can
consider a process to be a job or a time-shared program, but later you will learn
that the concept is more general. As we shall see in Chapter 3, it is possible
to provide system calls that allow processes to create subprocesses to execute
concurrently.

A process needs certain resources—including CPU time, memory, files,
and I/0 devices—to accomplish its task. These resources are either given to
the process when it is created or allocated to it while it is running. In addition
to the various physical and logical resources that a process obtains when it is
created, various initialization data (input) may be passed along. For example,
consider a process whose function is to display the status of a file on the screen
of a terminal. The process will be given the name of the file as an input and will
execute the appropriate instructions and system calls to obtain and display
the desired information on the terminal. When the process terminates, the
operating system will reclaim any reusable resources.

We emphasize that a program by itself is not a process. A program is a
passive entity, like the contents of a file stored on disk, whereas a process
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is an active entity. A single-threaded process has one program counter
specifying the next instruction to execute. (Threads are covered in Chapter
4.) The execution of such a process must be sequential. The CPU executes one
instruction of the process after another, until the process completes. Further,
at any time, one instruction at most is executed on behalf of the process. Thus,
although two processes may be associated with the same program, they are
nevertheless considered two separate execution sequences. A multithreaded
process has multiple program counters, each pointing to the next instruction
to execute for a given thread.

A process is the unit of work in a system. A system consists of a collection
of processes, some of which are operating-system processes (those that execute
system code) and the rest of which are user processes (those that execute
user code). All these processes can potentially execute concurrently—by
multiplexing on a single CPU, for example.

The operating system is responsible for the following activities in connec-
tion with process management:

¢ Scheduling processes and threads on the CPUs

¢ Creating and deleting both user and system processes
¢ Suspending and resuming processes

¢ Providing mechanisms for process synchronization

¢ Providing mechanisms for process communication

We discuss process-management techniques in Chapters 3 through 5.

Memory Management

As we discussed in Section 1.2.2, the main memory is central to the operation
of a modern computer system. Main memory is a large array of bytes, ranging
in size from hundreds of thousands to billions. Each byte has its own address.
Main memory is a repository of quickly accessible data shared by the CPU and
I/0devices. The central processor reads instructions from main memory during
the instruction-fetch cycle and both reads and writes data from main memory
during the data-fetch cycle (on a von Neumann architecture). As noted earlier,
the main memory is generally the only large storage device that the CPU is able
to address and access directly. For example, for the CPU to process data from
disk, those data must first be transferred to main memory by CPU-generated
1/0 calls. In the same way, instructions must be in memory for the CPU to
execute them.

For a program to be executed, it must be mapped to absolute addresses and
loaded into memory. As the program executes, it accesses program instructions
and data from memory by generating these absolute addresses. Eventually,
the program terminates, its memory space is declared available, and the next
program can be loaded and executed.

To improve both the utilization of the CPU and the speed of the computer’s
response to its users, general-purpose computers must keep several programs
in memory, creating a need for memory management. Many different memory-
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management schemes are used. These schemes reflect various approaches, and
the effectiveness of any given algorithm depends on the situation. In selecting a
memory-management scheme for a specific system, we must take into account
many factors—especially the hardware design of the system. Each algorithm
requires its own hardware support.

The operating system is responsible for the following activities in connec-
tion with memory management:

¢ Keeping track of which parts of memory are currently being used and who
is using them

¢ Deciding which processes (or parts of processes) and data to move into
and out of memory

e Allocating and deallocating memory space as needed

Memory-management techniques are discussed in Chapters 8 and 9.

Storage Management

To make the computer system convenient for users, the operating system
provides a uniform, logical view of information storage. The operating system
abstracts from the physical properties of its storage devices to define a logical
storage unit, the file. The operating system maps files onto physical media and
accesses these files via the storage devices.

1.8.1 File-System Management

File management is one of the most visible components of an operating system.
Computers can store information on several different types of physical media.
Magnetic disk, optical disk, and magnetic tape are the most common. Each
of these media has its own characteristics and physical organization. Each
medium is controlled by a device, such as a disk drive or tape drive, that
also has its own unique characteristics. These properties include access speed,
capacity, data-transfer rate, and access method (sequential or random).

Afileisa collection of related information defined by its creator. Commonly,
files represent programs (both source and object forms) and data. Data files may
be numeric, alphabetic, alphanumeric, or binary. Files may be free-form (for
example, text files), or they may be formatted rigidly (for example, fixed fields).
Clearly, the concept of a file is an extremely general one.

The operating system implements the abstract concept of a file by managing
mass-storage media, such as tapes and disks, and the devices that control them.
In addition, files are normally organized into directories to make them easier
to use. Finally, when multiple users have access to files, it may be desirable
to control which user may access a file and how that user may access it (for
example, read, write, append).

The operating system is responsible for the following activities in connec-
tion with file management:

¢ Creating and deleting files
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¢ Creating and deleting directories to organize files
¢ Supporting primitives for manipulating files and directories
® Mapping files onto secondary storage

® Backing up files on stable (nonvolatile) storage media
File-management techniques are discussed in Chapters 11 and 12.

1.8.2 Mass-Storage Management

As we have already seen, because main memory is too small to accommodate
all data and programs, and because the data that it holds are lost when power
is lost, the computer system must provide secondary storage to back up main
memory. Most modern computer systems use disks as the principal on-line
storage medium for both programs and data. Most programs—including
compilers, assemblers, word processors, editors, and formatters—are stored
on a disk until loaded into memory. They then use the disk as both the source
and destination of their processing. Hence, the proper management of disk
storage is of central importance to a computer system. The operating system is
responsible for the following activities in connection with disk management:

¢ Free-space management
e Storage allocation

¢ Disk scheduling

Because secondary storage is used frequently, it must be used efficiently. The
entire speed of operation of a computer may hinge on the speeds of the disk
subsystem and the algorithms that manipulate that subsystem.

There are, however, many uses for storage that is slower and lower in
cost (and sometimes of higher capacity) than secondary storage. Backups of
disk data, storage of seldom-used data, and long-term archival storage are
some examples. Magnetic tape drives and their tapes and CD and DVD drives
and platters are typical tertiary storage devices. The media (tapes and optical
platters) vary between WORM (write-once, read-many-times) and RW (read -
write) formats.

Tertiary storage is not crucial to system performance, but it still must
be managed. Some operating systems take on this task, while others leave
tertiary-storage management to application programs. Some of the functions
that operating systems can provide include mounting and unmounting media
in devices, allocating and freeing the devices for exclusive use by processes,
and migrating data from secondary to tertiary storage.

Techniques for secondary and tertiary storage management are discussed
in Chapter 10.

1.8.3 Caching

Caching is an important principle of computer systems. Here’s how it works.
Information is normally kept in some storage system (such as main memory).
As it is used, it is copied into a faster storage system—the cache—on a
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temporary basis. When we need a particular piece of information, we first
check whether it is in the cache. If it is, we use the information directly from
the cache. If it is not, we use the information from the source, putting a copy
in the cache under the assumption that we will need it again soon.

In addition, internal programmable registers, such as index registers,
provide a high-speed cache for main memory. The programmer (or compiler)
implements the register-allocation and register-replacement algorithms to
decide which information to keep in registers and which to keep in main
memory.

Other caches are implemented totally in hardware. For instance, most
systems have an instruction cache to hold the instructions expected to be
executed next. Without this cache, the CPU would have to wait several cycles
while an instruction was fetched from main memory. For similar reasons, most
systems have one or more high-speed data caches in the memory hierarchy.
We are not concerned with these hardware-only caches in this text, since they
are outside the control of the operating system.

Because caches have limited size, cache management is an important
design problem. Careful selection of the cache size and of a replacement policy
can result in greatly increased performance. Figure 1.11 compares storage
performance in large workstations and small servers. Various replacement
algorithms for software-controlled caches are discussed in Chapter 9.

Main memory can be viewed as a fast cache for secondary storage, since
data in secondary storage must be copied into main memory for use and
data must be in main memory before being moved to secondary storage for
safekeeping. The file-system data, which resides permanently on secondary
storage, may appear on several levels in the storage hierarchy. At the highest
level, the operating system may maintain a cache of file-system data in main
memory. In addition, solid-state disks may be used for high-speed storage that
is accessed through the file-system interface. The bulk of secondary storage
is on magnetic disks. The magnetic-disk storage, in turn, is often backed up
onto magnetic tapes or removable disks to protect against data loss in case
of a hard-disk failure. Some systems automatically archive old file data from
secondary storage to tertiary storage, such as tape jukeboxes, to lower the
storage cost (see Chapter 10).

Level 1 2 3 4 5
Name registers cache main memory solid state disk magnetic disk
Typical size <1KB < 16MB < 64GB <1TB <10TB
Implementation custom memory | on-chip or CMOS SRAM flash memory magnetic disk
technology with multiple off-chip

ports CMOS CMOS SRAM
Access time (ns) 0.25-0.5 05-25 80-250 25,000 - 50,000 5,000,000
Bandwidth (MB/sec) | 20,000 - 100,000 | 5,000 - 10,000 | 1,000 - 5,000 500 20-150
Managed by compiler hardware operating system | operating system | operating system
Backed by cache main memory | disk disk disk or tape

Figure 1.11 Performance of various levels of storage.
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Figure 1.12 Migration of integer A from disk to register.

The movement of information between levels of a storage hierarchy may
be either explicit or implicit, depending on the hardware design and the
controlling operating-system software. For instance, data transfer from cache
to CPU and registers is usually a hardware function, with no operating-system
intervention. In contrast, transfer of data from disk to memory is usually
controlled by the operating system.

In a hierarchical storage structure, the same data may appear in different
levels of the storage system. For example, suppose that an integer A that is to
be incremented by 1 is located in file B, and file B resides on magnetic disk.
The increment operation proceeds by first issuing an I/0 operation to copy the
disk block on which A resides to main memory. This operation is followed by
copying A to the cache and to an internal register. Thus, the copy of A appears
in several places: on the magnetic disk, in main memory, in the cache, and in an
internal register (see Figure 1.12). Once the increment takes place in the internal
register, the value of A differs in the various storage systems. The value of A
becomes the same only after the new value of A is written from the internal
register back to the magnetic disk.

In a computing environment where only one process executes at a time,
this arrangement poses no difficulties, since an access to integer A will always
be to the copy at the highest level of the hierarchy. However, in a multitasking
environment, where the CPU is switched back and forth among various
processes, extreme care must be taken to ensure that, if several processes wish
to access A, then each of these processes will obtain the most recently updated
value of A.

The situation becomes more complicated in a multiprocessor environment
where, in addition to maintaining internal registers, each of the CPUs also
contains a local cache (Figure 1.6). In such an environment, a copy of A may
exist simultaneously in several caches. Since the various CPUs can all execute
in parallel, we must make sure that an update to the value of A in one cache
is immediately reflected in all other caches where A resides. This situation is
called cache coherency, and it is usually a hardware issue (handled below the
operating-system level).

In a distributed environment, the situation becomes even more complex.
In this environment, several copies (or replicas) of the same file can be kept on
different computers. Since the various replicas may be accessed and updated
concurrently, some distributed systems ensure that, when a replica is updated
in one place, all other replicas are brought up to date as soon as possible. There
are various ways to achieve this guarantee, as we discuss in Chapter 17.

1.8.4 1/0O Systems

One of the purposes of an operating system is to hide the peculiarities of specific
hardware devices from the user. For example, in UNIX, the peculiarities of I/O
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devices are hidden from the bulk of the operating system itself by the 1/0
subsystem. The I/O subsystem consists of several components:

¢ A memory-management component that includes buffering, caching, and
spooling

® A general device-driver interface

¢ Drivers for specific hardware devices

Only the device driver knows the peculiarities of the specific device to which
it is assigned.

We discussed in Section 1.2.3 how interrupt handlers and device drivers are
used in the construction of efficient I/O subsystems. In Chapter 13, we discuss
how the 1/0 subsystem interfaces to the other system components, manages
devices, transfers data, and detects I/O completion.

Protection and Security

If a computer system has multiple users and allows the concurrent execution
of multiple processes, then access to data must be regulated. For that purpose,
mechanisms ensure that files, memory segments, CPU, and other resources can
be operated on by only those processes that have gained proper authoriza-
tion from the operating system. For example, memory-addressing hardware
ensures that a process can execute only within its own address space. The
timer ensures that no process can gain control of the CPU without eventually
relinquishing control. Device-control registers are not accessible to users, so
the integrity of the various peripheral devices is protected.

Protection, then, is any mechanism for controlling the access of processes
or users to the resources defined by a computer system. This mechanism must
provide means to specify the controls to be imposed and to enforce the controls.

Protection can improve reliability by detecting latent errors at the interfaces
between component subsystems. Early detection of interface errors can often
prevent contamination of a healthy subsystem by another subsystem that is
malfunctioning. Furthermore, an unprotected resource cannot defend against
use (or misuse) by an unauthorized or incompetent user. A protection-oriented
system provides a means to distinguish between authorized and unauthorized
usage, as we discuss in Chapter 14.

A system can have adequate protection but still be prone to failure and
allow inappropriate access. Consider a user whose authentication information
(her means of identifying herself to the system) is stolen. Her data could be
copied or deleted, even though file and memory protection are working. It is
the job of security to defend a system from external and internal attacks. Such
attacks spread across a huge range and include viruses and worms, denial-of-
service attacks (which use all of a system’s resources and so keep legitimate
users out of the system), identity theft, and theft of service (unauthorized
use of a system). Prevention of some of these attacks is considered an
operating-system function on some systems, while other systems leave it to
policy or additional software. Due to the alarming rise in security incidents,
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operating-system security features represent a fast-growing area of research
and implementation. We discuss security in Chapter 15.

Protection and security require the system to be able to distinguish among
all its users. Most operating systems maintain a list of user names and
associated user identifiers (user IDs). In Windows parlance, this is a security
ID (SID). These numerical IDs are unique, one per user. When a user logs in
to the system, the authentication stage determines the appropriate user ID for
the user. That user ID is associated with all of the user’s processes and threads.
When an ID needs to be readable by a user, it is translated back to the user
name via the user name list.

In some circumstances, we wish to distinguish among sets of users rather
than individual users. For example, the owner of a file on a UNIX system may be
allowed to issue all operations on that file, whereas a selected set of users may
be allowed only to read the file. To accomplish this, we need to define a group
name and the set of users belonging to that group. Group functionality can
be implemented as a system-wide list of group names and group identifiers.
A user can be in one or more groups, depending on operating-system design
decisions. The user’s group IDs are also included in every associated process
and thread.

In the course of normal system use, the user ID and group ID for a user
are sufficient. However, a user sometimes needs to escalate privileges to gain
extra permissions for an activity. The user may need access to a device that is
restricted, for example. Operating systems provide various methods to allow
privilege escalation. On UNIX, for instance, the setuid attribute on a program
causes that program to run with the user ID of the owner of the file, rather than
the current user’s ID. The process runs with this effective UID until it turns off
the extra privileges or terminates.

Kernel Data Structures

We turn next to a topic central to operating-system implementation: the way
data are structured in the system. In this section, we briefly describe several
fundamental data structures used extensively in operating systems. Readers
who require further details on these structures, as well as others, should consult
the bibliography at the end of the chapter.

1.10.1 Lists, Stacks, and Queues

An array is a simple data structure in which each element can be accessed
directly. For example, main memory is constructed as an array. If the data item
being stored is larger than one byte, then multiple bytes can be allocated to the
item, and the item is addressed as item number x item size. But what about
storing an item whose size may vary? And what about removing an item if the
relative positions of the remaining items must be preserved? In such situations,
arrays give way to other data structures.

After arrays, lists are perhaps the most fundamental data structures in
computer science. Whereas each item in an array can be accessed directly, the
items in a list must be accessed in a particular order. That is, a list represents
a collection of data values as a sequence. The most common method for
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Figure 1.13 Singly linked list.

implementing this structure is a linked list, in which items are linked to one
another. Linked lists are of several types:

® In a singly linked list, each item points to its successor, as illustrated in
Figure 1.13.

® In a doubly linked list, a given item can refer either to its predecessor or
to its successor, as illustrated in Figure 1.14.

e In a circularly linked list, the last element in the list refers to the first
element, rather than to null, as illustrated in Figure 1.15.

Linked lists accommodate items of varying sizes and allow easy insertion
and deletion of items. One potential disadvantage of using a list is that
performance for retrieving a specified item in a list of size n is linear — O(n),
as it requires potentially traversing all n elements in the worst case. Lists
are sometimes used directly by kernel algorithms. Frequently, though, they
are used for constructing more powerful data structures, such as stacks and
queues.

A stack is a sequentially ordered data structure that uses the last in, first
out (LIFO) principle for adding and removing items, meaning that the last item
placed onto a stack is the first item removed. The operations for inserting and
removing items from a stack are known as push and pop, respectively. An
operating system often uses a stack when invoking function calls. Parameters,
local variables, and the return address are pushed onto the stack when a
function is called; returning from the function call pops those items off the
stack.

A queue, in contrast, is a sequentially ordered data structure that uses the
tirst in, first out (FIFO) principle: items are removed from a queue in the order
in which they were inserted. There are many everyday examples of queues,
including shoppers waiting in a checkout line at a store and cars waiting in line
at a traffic signal. Queues are also quite common in operating systems—jobs
that are sent to a printer are typically printed in the order in which they were
submitted, for example. As we shall see in Chapter 6, tasks that are waiting to
be run on an available CPU are often organized in queues.

' I A
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Figure 1.14 Doubly linked list.
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Figure 1.15 Circularly linked list.

1.10.2 Trees

A tree is a data structure that can be used to represent data hierarchically. Data
values in a tree structure are linked through parent—child relationships. In a
general tree, a parent may have an unlimited number of children. In a binary
tree, a parent may have at most two children, which we term the left child
and the right child. A binary search tree additionally requires an ordering
between the parent’s two children in which left child <= right child. Figure
1.16 provides an example of a binary search tree. When we search for an item in
a binary search tree, the worst-case performance is O(n) (consider how this can
occur). To remedy this situation, we can use an algorithm to create a balanced
binary search tree. Here, a tree containing 7 items has at most [g 7 levels, thus
ensuring worst-case performance of O(lg n). We shall see in Section 6.7.1 that
Linux uses a balanced binary search tree as part its CPU-scheduling algorithm.

1.10.3 Hash Functions and Maps

A hash function takes data as its input, performs a numeric operation on this
data, and returns a numeric value. This numeric value can then be used as an
index into a table (typically an array) to quickly retrieve the data. Whereas
searching for a data item through a list of size n can require up to O(n)
comparisons in the worst case, using a hash function for retrieving data from
table can be as good as O(1) in the worst case, depending on implementation
details. Because of this performance, hash functions are used extensively in

operating systems.

Figure 1.16 Binary search tree.
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Figure 1.17 Hash map.

One potential difficulty with hash functions is that two inputs can result
in the same output value—that is, they can link to the same table location.
We can accommodate this hash collision by having a linked list at that table
location that contains all of the items with the same hash value. Of course, the
more collisions there are, the less efficient the hash function is.

One use of a hash function is to implement a hash map, which associates
(or maps) [key:value] pairs using a hash function. For example, we can map
the key operating to the value system. Once the mapping is established, we can
apply the hash function to the key to obtain the value from the hash map
(Figure 1.17). For example, suppose that a user name is mapped to a password.
Password authentication then proceeds as follows: a user enters his user name
and password. The hash function is applied to the user name, which is then
used to retrieve the password. The retrieved password is then compared with
the password entered by the user for authentication.

1.10.4 Bitmaps

A bitmap is a string of n binary digits that can be used to represent the status of
n items. For example, suppose we have several resources, and the availability
of each resource is indicated by the value of a binary digit: 0 means that the
resource is available, while 1 indicates that it is unavailable (or vice-versa). The
value of the i*" position in the bitmap is associated with the i*" resource. As an
example, consider the bitmap shown below:

001011101

Resources 2, 4, 5, 6, and 8 are unavailable; resources 0, 1, 3, and 7 are available.

The power of bitmaps becomes apparent when we consider their space
efficiency. If we were to use an eight-bit Boolean value instead of a single bit,
the resulting data structure would be eight times larger. Thus, bitmaps are
commonly used when there is a need to represent the availability of a large
number of resources. Disk drives provide a nice illustration. A medium-sized
disk drive might be divided into several thousand individual units, called disk
blocks. A bitmap can be used to indicate the availability of each disk block.

Data structures are pervasive in operating system implementations. Thus,
we will see the structures discussed here, along with others, throughout this
text as we explore kernel algorithms and their implementations.
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LINUX KERNEL DATA STRUCTURES

The data structures used in the Linux kernel are available in the kernel source
code. The include file <linux/list.h> provides details of the linked-list
data structure used throughout the kernel. A queue in Linux is known as
a kfifo, and its implementation can be found in the kfifo.c file in the
kernel directory of the source code. Linux also provides a balanced binary
search tree implementation using red-black trees. Details can be found in the
include file <linux/rbtree.h>.

Computing Environments

So far, we have briefly described several aspects of computer systems and the
operating systems that manage them. We turn now to a discussion of how
operating systems are used in a variety of computing environments.

1.11.1 Traditional Computing

As computing has matured, the lines separating many of the traditional com-
puting environments have blurred. Consider the “typical office environment.”
Just a few years ago, this environment consisted of PCs connected to a network,
with servers providing file and print services. Remote access was awkward,
and portability was achieved by use of laptop computers. Terminals attached
to mainframes were prevalent at many companies as well, with even fewer
remote access and portability options.

The current trend is toward providing more ways to access these computing
environments. Web technologies and increasing WAN bandwidth are stretching
the boundaries of traditional computing. Companies establish portals, which
provide Web accessibility to their internal servers. Network computers (or
thin clients)—which are essentially terminals that understand web-based
computing—are used in place of traditional workstations where more security
or easier maintenance is desired. Mobile computers can synchronize with PCs
to allow very portable use of company information. Mobile computers can also
connect to wireless networks and cellular data networks to use the company’s
Web portal (as well as the myriad other Web resources).

At home, most users once had a single computer with a slow modem
connection to the office, the Internet, or both. Today, network-connection
speeds once available only at great cost are relatively inexpensive in many
places, giving home users more access to more data. These fast data connections
are allowing home computers to serve up Web pages and to run networks that
include printers, client PCs, and servers. Many homes use firewalls to protect
their networks from security breaches.

In the latter half of the 20th century, computing resources were relatively
scarce. (Before that, they were nonexistent!) For a period of time, systems
were either batch or interactive. Batch systems processed jobs in bulk, with
predetermined input from files or other data sources. Interactive systems
waited for input from users. To optimize the use of the computing resources,
multiple users shared time on these systems. Time-sharing systems used a
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timer and scheduling algorithms to cycle processes rapidly through the CPU,
giving each user a share of the resources.

Today, traditional time-sharing systems are uncommon. The same schedul-
ing technique is still in use on desktop computers, laptops, servers, and even
mobile computers, but frequently all the processes are owned by the same
user (or a single user and the operating system). User processes, and system
processes that provide services to the user, are managed so that each frequently
gets a slice of computer time. Consider the windows created while a user
is working on a PC, for example, and the fact that they may be performing
different tasks at the same time. Even a web browser can be composed of
multiple processes, one for each website currently being visited, with time
sharing applied to each web browser process.

1.11.2 Mobile Computing

Mobile computing refers to computing on handheld smartphones and tablet
computers. These devices share the distinguishing physical features of being
portable and lightweight. Historically, compared with desktop and laptop
computers, mobile systems gave up screen size, memory capacity, and overall
functionality in return for handheld mobile access to services such as e-mail
and web browsing. Over the past few years, however, features on mobile
devices have become so rich that the distinction in functionality between, say,
a consumer laptop and a tablet computer may be difficult to discern. In fact,
we might argue that the features of a contemporary mobile device allow it to
provide functionality that is either unavailable or impractical on a desktop or
laptop computer.

Today, mobile systems are used not only for e-mail and web browsing but
also for playing music and video, reading digital books, taking photos, and
recording high-definition video. Accordingly, tremendous growth continues
in the wide range of applications that run on such devices. Many developers
are now designing applications that take advantage of the unique features of
mobile devices, such as global positioning system (GPS) chips, accelerometers,
and gyroscopes. An embedded GPS chip allows a mobile device to use satellites
to determine its precise location on earth. That functionality is especially useful
in designing applications that provide navigation—for example, telling users
which way to walk or drive or perhaps directing them to nearby services, such
asrestaurants. An accelerometer allows a mobile device to detect its orientation
with respect to the ground and to detect certain other forces, such as tilting
and shaking. In several computer games that employ accelerometers, players
interface with the system not by using a mouse or a keyboard but rather by
tilting, rotating, and shaking the mobile device! Perhaps more a practical use
of these features is found in augmented-reality applications, which overlay
information on a display of the current environment. It is difficult to imagine
how equivalent applications could be developed on traditional laptop or
desktop computer systems.

To provide access to on-line services, mobile devices typically use either
IEEE standard 802.11 wireless or cellular data networks. The memory capacity
and processing speed of mobile devices, however, are more limited than those
of PCs. Whereas a smartphone or tablet may have 64 GB in storage, it is not
uncommon to find 1 TB in storage on a desktop computer. Similarly, because
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power consumption is such a concern, mobile devices often use processors that
are smaller, are slower, and offer fewer processing cores than processors found
on traditional desktop and laptop computers.

Two operating systems currently dominate mobile computing: Apple iOS
and Google Android. iOS was designed to run on Apple iPhone and iPad
mobile devices. Android powers smartphones and tablet computers available
from many manufacturers. We examine these two mobile operating systems in
further detail in Chapter 2.

1.11.3 Distributed Systems

A distributed system is a collection of physically separate, possibly heteroge-
neous, computer systems that are networked to provide users with access to
the various resources that the system maintains. Access to a shared resource
increases computation speed, functionality, data availability, and reliability.
Some operating systems generalize network access as a form of file access, with
the details of networking contained in the network interface’s device driver.
Others make users specifically invoke network functions. Generally, systems
contain a mix of the two modes—for example FTP and NFS. The protocols
that create a distributed system can greatly affect that system’s utility and
popularity.

A network, in the simplest terms, is a communication path between
two or more systems. Distributed systems depend on networking for their
functionality. Networks vary by the protocols used, the distances between
nodes, and the transport media. TCP/IP is the most common network protocol,
and it provides the fundamental architecture of the Internet. Most operating
systems support TCP/IP, including all general-purpose ones. Some systems
support proprietary protocols to suit their needs. To an operating system, a
network protocol simply needs an interface device—a network adapter, for
example—with a device driver to manage it, as well as software to handle
data. These concepts are discussed throughout this book.

Networks are characterized based on the distances between their nodes.
A local-area network (LAN) connects computers within a room, a building,
or a campus. A wide-area network (WAN) usually links buildings, cities, or
countries. A global company may have a WAN to connect its offices worldwide,
for example. These networks may run one protocol or several protocols. The
continuing advent of new technologies brings about new forms of networks.
For example, a metropolitan-area network (MAN) could link buildings within
a city. BlueTooth and 802.11 devices use wireless technology to communicate
over a distance of several feet, in essence creating a personal-area network
(PAN) between a phone and a headset or a smartphone and a desktop computer.

The media to carry networks are equally varied. They include copper wires,
fiber strands, and wireless transmissions between satellites, microwave dishes,
and radios. When computing devices are connected to cellular phones, they
create a network. Even very short-range infrared communication can be used
for networking. At a rudimentary level, whenever computers communicate,
they use or create a network. These networks also vary in their performance
and reliability.

Some operating systems have taken the concept of networks and dis-
tributed systems further than the notion of providing network connectivity.
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A network operating system is an operating system that provides features
such as file sharing across the network, along with a communication scheme
that allows different processes on different computers to exchange messages.
A computer running a network operating system acts autonomously from all
other computers on the network, although it is aware of the network and is
able to communicate with other networked computers. A distributed operating
system provides a less autonomous environment. The different computers
communicate closely enough to provide the illusion that only a single operating
system controls the network. We cover computer networks and distributed
systems in Chapter 17.

1.11.4 Client-Server Computing

As PCs have become faster, more powerful, and cheaper, designers have shifted
away from centralized system architecture. Terminals connected to centralized
systems are now being supplanted by PCs and mobile devices. Correspond-
ingly, user-interface functionality once handled directly by centralized systems
is increasingly being handled by PCs, quite often through a web interface. As
a result, many of today’s systems act as server systems to satisfy requests
generated by client systems. This form of specialized distributed system, called
a client—server system, has the general structure depicted in Figure 1.18.

Server systems can be broadly categorized as compute servers and file
servers:

¢ The compute-server system provides an interface to which a client can
send a request to perform an action (for example, read data). In response,
the server executes the action and sends the results to the client. A server
running a database that responds to client requests for data is an example
of such a system.

¢ The file-server system provides a file-system interface where clients can
create, update, read, and delete files. An example of such a system is a web
server that delivers files to clients running web browsers.

client
desktop

client
laptop

client
smartphone

Figure 1.18 General structure of a client—server system.
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1.11.5 Peer-to-Peer Computing

Another structure for a distributed system is the peer-to-peer (P2P) system
model. In this model, clients and servers are not distinguished from one
another. Instead, all nodes within the system are considered peers, and each
may act as either a client or a server, depending on whether it is requesting or
providing a service. Peer-to-peer systems offer an advantage over traditional
client-server systems. In a client-server system, the server is a bottleneck; but
in a peer-to-peer system, services can be provided by several nodes distributed
throughout the network.

To participate in a peer-to-peer system, a node must first join the network
of peers. Once a node has joined the network, it can begin providing services
to—and requesting services from—other nodes in the network. Determining
what services are available is accomplished in one of two general ways:

¢ When a node joins a network, it registers its service with a centralized
lookup service on the network. Any node desiring a specific service first
contacts this centralized lookup service to determine which node provides
the service. The remainder of the communication takes place between the
client and the service provider.

¢ An alternative scheme uses no centralized lookup service. Instead, a peer
acting as a client must discover what node provides a desired service by
broadcasting a request for the service to all other nodes in the network. The
node (or nodes) providing that service responds to the peer making the
request. To support this approach, a discovery protocol must be provided
that allows peers to discover services provided by other peers in the
network. Figure 1.19 illustrates such a scenario.

Peer-to-peer networks gained widespread popularity in the late 1990s with
several file-sharing services, such as Napster and Gnutella, that enabled peers
to exchange files with one another. The Napster system used an approach
similar to the first type described above: a centralized server maintained an
index of all files stored on peer nodes in the Napster network, and the actual

Figure 1.19 Peer-to-peer system with no centralized service.
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exchange of files took place between the peer nodes. The Gnutella system used
a technique similar to the second type: a client broadcasted file requests to
other nodes in the system, and nodes that could service the request responded
directly to the client. The future of exchanging files remains uncertain because
peer-to-peer networks can be used to exchange copyrighted materials (music,
for example) anonymously, and there are laws governing the distribution of
copyrighted material. Notably, Napster ran into legal trouble for copyright
infringement and its services were shut down in 2001.

Skype is another example of peer-to-peer computing. It allows clients to
make voice calls and video calls and to send text messages over the Internet
using a technology known as voice over IP (VoIP). Skype uses a hybrid peer-
to-peer approach. It includes a centralized login server, but it also incorporates
decentralized peers and allows two peers to communicate.

1.11.6 Virtualization

Virtualization is a technology that allows operating systems to run as appli-
cations within other operating systems. At first blush, there seems to be
little reason for such functionality. But the virtualization industry is vast and
growing, which is a testament to its utility and importance.

Broadly speaking, virtualization is one member of a class of software
that also includes emulation. Emulation is used when the source CPU type
is different from the target CPU type. For example, when Apple switched from
the IBM Power CPU to the Intel x86 CPU for its desktop and laptop computers,
it included an emulation facility called “Rosetta,” which allowed applications
compiled for the IBM CPU to run on the Intel CPU. That same concept can be
extended to allow an entire operating system written for one platform to run
on another. Emulation comes at a heavy price, however. Every machine-level
instruction that runs natively on the source system must be translated to the
equivalent function on the target system, frequently resulting in several target
instructions. If the source and target CPUs have similar performance levels, the
emulated code can run much slower than the native code.

A common example of emulation occurs when a computer language is
not compiled to native code but instead is either executed in its high-level
form or translated to an intermediate form. This is known as interpretation.
Some languages, such as BASIC, can be either compiled or interpreted. Java, in
contrast, is always interpreted. Interpretation is a form of emulation in that the
high-level language code is translated to native CPU instructions, emulating
not another CPU but a theoretical virtual machine on which that language could
run natively. Thus, we can run Java programs on “Java virtual machines,” but
technically those virtual machines are Java emulators.

With virtualization, in contrast, an operating system that is natively com-
piled for a particular CPU architecture runs within another operating system
also native to that CPU. Virtualization first came about on IBM mainframes
as a method for multiple users to run tasks concurrently. Running multiple
virtual machines allowed (and still allows) many users to run tasks on a system
designed for a single user. Later, in response to problems with running multiple
Microsoft Windows XP applications on the Intel x86 CPU, VMware created a
new virtualization technology in the form of an application that ran on XP.
That application ran one or more guest copies of Windows or other native
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Figure 1.20 VMware.

x86 operating systems, each running its own applications. (See Figure 1.20.)
Windows was the host operating system, and the VMware application was the
virtual machine manager VMM. The VMM runs the guest operating systems,
manages their resource use, and protects each guest from the others.

Even though modern operating systems are fully capable of running
multiple applications reliably, the use of virtualization continues to grow. On
laptops and desktops, a VMM allows the user to install multiple operating
systems for exploration or to run applications written for operating systems
other than the native host. For example, an Apple laptop running Mac OS
X on the x86 CPU can run a Windows guest to allow execution of Windows
applications. Companies writing software for multiple operating systems
can use virtualization to run all of those operating systems on a single
physical server for development, testing, and debugging. Within data centers,
virtualization has become a common method of executing and managing
computing environments. VMMs like VMware, ESX, and Citrix XenServer no
longer run on host operating systems but rather are the hosts. Full details of
the features and implementation of virtualization are found in Chapter 16.

1.11.7 Cloud Computing

Cloud computing is a type of computing that delivers computing, storage,
and even applications as a service across a network. In some ways, it’s a
logical extension of virtualization, because it uses virtualization as a base for
its functionality. For example, the Amazon Elastic Compute Cloud (EC2) facility
has thousands of servers, millions of virtual machines, and petabytes of storage
available for use by anyone on the Internet. Users pay per month based on how
much of those resources they use.

There are actually many types of cloud computing, including the following:

¢ Public cloud—a cloud available via the Internet to anyone willing to pay
for the services
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e Private cloud—a cloud run by a company for that company’s own use

e Hybrid cloud—a cloud that includes both public and private cloud
components

¢ Software as a service (SaaS)—one or more applications (such as word
processors or spreadsheets) available via the Internet

¢ Platform as a service (PaaS)—a software stack ready for application use
via the Internet (for example, a database server)

¢ Infrastructure as a service (IaaS)—servers or storage available over the
Internet (for example, storage available for making backup copies of
production data)

These cloud-computing types are not discrete, as a cloud computing environ-
ment may provide a combination of several types. For example, an organization
may provide both SaaS and Iaa$S as a publicly available service.

Certainly, there are traditional operating systems within many of the
types of cloud infrastructure. Beyond those are the VMMs that manage the
virtual machines in which the user processes run. At a higher level, the VMMs
themselves are managed by cloud management tools, such as Vware vCloud
Director and the open-source Eucalyptus toolset. These tools manage the
resources within a given cloud and provide interfaces to the cloud components,
making a good argument for considering them a new type of operating system.

Figure 1.21 illustrates a public cloud providing IaaS. Notice that both the
cloud services and the cloud user interface are protected by a firewall.
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Figure 1.21 Cloud computing.
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1.11.8 Real-Time Embedded Systems

Embedded computers are the most prevalent form of computers in existence.
These devices are found everywhere, from car engines and manufacturing
robots to DVDs and microwave ovens. They tend to have very specific tasks.
The systems they run on are usually primitive, and so the operating systems
provide limited features. Usually, they have little or no user interface, preferring
to spend their time monitoring and managing hardware devices, such as
automobile engines and robotic arms.

These embedded systems vary considerably. Some are general-purpose
computers, running standard operating systems—such as Linux—with
special-purpose applications to implement the functionality. Others are hard-
ware devices with a special-purpose embedded operating system providing
just the functionality desired. Yet others are hardware devices with application-
specific integrated circuits (ASICs) that perform their tasks without an operat-
ing system.

The use of embedded systems continues to expand. The power of these
devices, both as standalone units and as elements of networks and the web,
is sure to increase as well. Even now, entire houses can be computerized, so
that a central computer—either a general-purpose computer or an embedded
system—can control heating and lighting, alarm systems, and even coffee
makers. Web access can enable a home owner to tell the house to heat up
before she arrives home. Someday, the refrigerator can notify the grocery store
when it notices the milk is gone.

Embedded systems almost always run real-time operating systems. A
real-time system is used when rigid time requirements have been placed on
the operation of a processor or the flow of data; thus, it is often used as a
control device in a dedicated application. Sensors bring data to the computer.
The computer must analyze the data and possibly adjust controls to modify
the sensor inputs. Systems that control scientific experiments, medical imaging
systems, industrial control systems, and certain display systems are real-
time systems. Some automobile-engine fuel-injection systems, home-appliance
controllers, and weapon systems are also real-time systems.

A real-time system has well-defined, fixed time constraints. Processing
must be done within the defined constraints, or the system will fail. For
instance, it would not do for a robot arm to be instructed to halt after it had
smashed into the car it was building. A real-time system functions correctly
only if it returns the correct result within its time constraints. Contrast this
system with a time-sharing system, where it is desirable (but not mandatory)
to respond quickly, or a batch system, which may have no time constraints at
all.

In Chapter 6, we consider the scheduling facility needed to implement
real-time functionality in an operating system. In Chapter 9, we describe the
design of memory management for real-time computing. Finally, in Chapters
18 and 19, we describe the real-time components of the Linux and Windows 7
operating systems.

Open-Source Operating Systems

We noted at the beginning of this chapter that the study of operating systems
has been made easier by the availability of a vast number of open-source



44

Chapter1 Introduction

releases. Open-source operating systems are those available in source-code
format rather than as compiled binary code. Linux is the most famous open-
source operating system, while Microsoft Windows is a well-known example
of the opposite closed-source approach. Apple’s Mac OS X and iOS operating
systems comprise a hybrid approach. They contain an open-source kernel
named Darwin yet include proprietary, closed-source components as well.

Starting with the source code allows the programmer to produce binary
code that can be executed on a system. Doing the opposite—reverse engi-
neering the source code from the binaries—is quite a lot of work, and useful
items such as comments are never recovered. Learning operating systems by
examining the source code has other benefits as well. With the source code
in hand, a student can modify the operating system and then compile and
run the code to try out those changes, which is an excellent learning tool.
This text includes projects that involve modifying operating-system source
code, while also describing algorithms at a high level to be sure all important
operating-system topics are covered. Throughout the text, we provide pointers
to examples of open-source code for deeper study.

There are many benefits to open-source operating systems, including a
community of interested (and usually unpaid) programmers who contribute
to the code by helping to debug it, analyze it, provide support, and suggest
changes. Arguably, open-source code is more secure than closed-source code
because many more eyes are viewing the code. Certainly, open-source code has
bugs, but open-source advocates argue that bugs tend to be found and fixed
faster owing to the number of people using and viewing the code. Companies
that earn revenue from selling their programs often hesitate to open-source
their code, but Red Hat and a myriad of other companies are doing just that
and showing that commercial companies benefit, rather than suffer, when they
open-source their code. Revenue can be generated through support contracts
and the sale of hardware on which the software runs, for example.

1.12.1 History

In the early days of modern computing (that is, the 1950s), a great deal of
software was available in open-source format. The original hackers (computer
enthusiasts) at MIT’s Tech Model Railroad Club left their programs in drawers
for others to work on. “Homebrew” user groups exchanged code during their
meetings. Later, company-specific user groups, such as Digital Equipment
Corporation’s DEC, accepted contributions of source-code programs, collected
them onto tapes, and distributed the tapes to interested members.

Computer and software companies eventually sought to limit the use of
their software to authorized computers and paying customers. Releasing only
the binary files compiled from the source code, rather than the source code
itself, helped them to achieve this goal, as well as protecting their code and their
ideas from their competitors. Another issue involved copyrighted material.
Operating systems and other programs can limit the ability to play back movies
and music or display electronic books to authorized computers. Such copy
protection or digital rights management (DRM) would not be effective if the
source code that implemented these limits were published. Laws in many
countries, including the U.S. Digital Millennium Copyright Act (DMCA), make
it illegal to reverse-engineer DRM code or otherwise try to circumvent copy
protection.
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To counter the move to limit software use and redistribution, Richard
Stallman in 1983 started the GNU project to create a free, open-source, UNIX-
compatible operating system. In 1985, he published the GNU Manifesto, which
argues that all software should be free and open-sourced. He also formed
the Free Software Foundation (FSF) with the goal of encouraging the free
exchange of software source code and the free use of that software. Rather than
copyright its software, the FSF “copylefts” the software to encourage sharing
and improvement. The GNU General Public License (GPL) codifies copylefting
and is a common license under which free software is released. Fundamentally,
GPL requires that the source code be distributed with any binaries and that any
changes made to the source code be released under the same GPL license.

1.12.2 Linux

As an example of an open-source operating system, consider GNU/Linux.
The GNU project produced many UNIX-compatible tools, including compilers,
editors, and utilities, but never released a kernel. In 1991, a student in
Finland, Linus Torvalds, released a rudimentary UNIX-like kernel using the
GNU compilers and tools and invited contributions worldwide. The advent of
the Internet meant that anyone interested could download the source code,
modify it, and submit changes to Torvalds. Releasing updates once a week
allowed this so-called Linux operating system to grow rapidly, enhanced by
several thousand programmers.

The resulting GNU/Linux operating system has spawned hundreds of
unique distributions, or custom builds, of the system. Major distributions
include RedHat, SUSE, Fedora, Debian, Slackware, and Ubuntu. Distributions
vary in function, utility, installed applications, hardware support, user inter-
face, and purpose. For example, RedHat Enterprise Linux is geared to large
commercial use. PCLinux0OS is a LiveCD—an operating system that can be
booted and run from a CD-ROM without being installed on a system’s hard
disk. One variant of PCLinuxOS—called “PCLinuxOS Supergamer DVD”—is a
LiveDVD that includes graphics drivers and games. A gamer can run it on
any compatible system simply by booting from the DVD. When the gamer is
finished, a reboot of the system resets it to its installed operating system.

You can run Linux on a Windows system using the following simple, free
approach:

1. Download the free “VMware Player” tool from
http://www.vmware.com/download/player/

and install it on your system.

2. Choose a Linux version from among the hundreds of “appliances,” or
virtual machine images, available from VMware at

http://www.vmware.com/appliances/

These images are preinstalled with operating systems and applications
and include many flavors of Linux.
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3. Boot the virtual machine within VMware Player.

With this text, we provide a virtual machine image of Linux running the Debian
release. This image contains the Linux source code as well as tools for software
development. We cover examples involving that Linux image throughout this
text, as well as in a detailed case study in Chapter 18.

1.12.3 BSD UNIX

BSD UNIX has a longer and more complicated history than Linux. It started in
1978 as a derivative of AT&T’s UNIX. Releases from the University of California
at Berkeley (UCB) came in source and binary form, but they were not open-
source because a license from AT&T was required. BSD UNIX's development was
slowed by a lawsuit by AT&T, but eventually a fully functional, open-source
version, 4.4BSD-lite, was released in 1994.

Just as with Linux, there are many distributions of BSD UNIX, including
FreeBSD, NetBSD, OpenBSD, and DragonflyBSD. To explore the source code
of FreeBSD, simply download the virtual machine image of the version of
interest and boot it within VMware, as described above for Linux. The source
code comes with the distribution and is stored in /usr/src/. The kernel
source code is in /usr/src/sys. For example, to examine the virtual memory
implementation code in the FreeBSD kernel, see the files in /usr/src/sys/vm.

Darwin, the core kernel component of Mac OS X, is based on BSD
UNIX and is open-sourced as well. That source code is available from
http://www.opensource.apple.com/. Every Mac OS X release has its open-
source components posted at that site. The name of the package that contains
the kernel begins with “xnu.” Apple also provides extensive developer tools,
documentation, and support at http://connect.apple.com. For more informa-
tion, see Appendix A.

1.12.4 Solaris

Solaris is the commercial UNIX-based operating system of Sun Microsystems.
Originally, Sun’s SunOS operating system was based on BSD UNIX. Sun moved
to AT&T’s System V UNIX as its base in 1991. In 2005, Sun open-sourced most
of the Solaris code as the OpenSolaris project. The purchase of Sun by Oracle
in 2009, however, left the state of this project unclear. The source code as it
was in 2005 is still available via a source code browser and for download at
http://src.opensolaris.org/source.

Several groups interested in using OpenSolaris have started from that base
and expanded its features. Their working set is Project Illumos, which has
expanded from the OpenSolaris base to include more features and to be the
basis for several products. Illumos is available at http://wiki.illumos.org.

1.12.5 Open-Source Systems as Learning Tools

The free software movement is driving legions of programmers to create
thousands of open-source projects, including operating systems. Sites like
http://freshmeat.net/ and http://distrowatch.com/ provide portals to many
of these projects. As we stated earlier, open-source projects enable students to
use source code as a learning tool. They can modify programs and test them,
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help find and fix bugs, and otherwise explore mature, full-featured operating
systems, compilers, tools, user interfaces, and other types of programs. The
availability of source code for historic projects, such as Multics, can help
students to understand those projects and to build knowledge that will help in
the implementation of new projects.

GNU/Linux and BSD UNIX are all open-source operating systems, but each
has its own goals, utility, licensing, and purpose. Sometimes, licenses are not
mutually exclusive and cross-pollination occurs, allowing rapid improvements
in operating-system projects. For example, several major components of
OpenSolaris have been ported to BSD UNIX. The advantages of free software
and open sourcing are likely to increase the number and quality of open-source
projects, leading to an increase in the number of individuals and companies
that use these projects.

Summary

An operating system is software that manages the computer hardware, as well
as providing an environment for application programs to run. Perhaps the
most visible aspect of an operating system is the interface to the computer
system it provides to the human user.

For a computer to doits job of executing programs, the programs must be in
main memory. Main memory is the only large storage area that the processor
can access directly. It is an array of bytes, ranging in size from millions to
billions. Each byte in memory has its own address. The main memory is usually
a volatile storage device that loses its contents when power is turned off or
lost. Most computer systems provide secondary storage as an extension of
main memory. Secondary storage provides a form of nonvolatile storage that
is capable of holding large quantities of data permanently. The most common
secondary-storage device is a magnetic disk, which provides storage of both
programs and data.

The wide variety of storage systems in a computer system can be organized
in a hierarchy according to speed and cost. The higher levels are expensive,
but they are fast. As we move down the hierarchy, the cost per bit generally
decreases, whereas the access time generally increases.

There are several different strategies for designing a computer system.
Single-processor systems have only one processor, while multiprocessor
systems contain two or more processors that share physical memory and
peripheral devices. The most common multiprocessor design is symmetric
multiprocessing (or SMP), where all processors are considered peers and run
independently of one another. Clustered systems are a specialized form of
multiprocessor systems and consist of multiple computer systems connected
by a local-area network.

To best utilize the CPU, modern operating systems employ multiprogram-
ming, which allows several jobs to be in memory at the same time, thus ensuring
that the CPU always has a job to execute. Time-sharing systems are an exten-
sion of multiprogramming wherein CPU scheduling algorithms rapidly switch
between jobs, thus providing the illusion that each job is running concurrently.

The operating system must ensure correct operation of the computer
system. To prevent user programs from interfering with the proper operation of
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THE STUDY OF OPERATING SYSTEMS

There has never been a more interesting time to study operating systems, and
it has never been easier. The open-source movement has overtaken operating
systems, causing many of them to be made available in both source and binary
(executable) format. The list of operating systems available in both formats
includes Linux, BSD UNIX, Solaris, and part of Mac OS X. The availability
of source code allows us to study operating systems from the inside out.
Questions that we could once answer only by looking at documentation or
the behavior of an operating system we can now answer by examining the
code itself.

Operating systems that are no longer commercially viable have been
open-sourced as well, enabling us to study how systems operated in a
time of fewer CPU, memory, and storage resources. An extensive but
incomplete list of open-source operating-system projects is available from
http://dmoz.org/Computers/Software/Operating Systems/Open Source/.

In addition, the rise of virtualization as a mainstream (and frequently free)
computer function makes it possible to run many operating systems on top of
one core system. For example, VMware ( http://www.vmware.com) provides
a free “player” for Windows on which hundreds of free “virtual appliances”
can run. Virtualbox ( http://www.virtualbox.com) provides a free, open-
source virtual machine manager on many operating systems. Using such
tools, students can try out hundreds of operating systems without dedicated
hardware.

In some cases, simulators of specific hardware are also available, allowing
the operating system to run on “native” hardware, all within the confines
of a modern computer and modern operating system. For example, a
DECSYSTEM-20 simulator running on Mac OS X can boot TOPS-20, load the
source tapes, and modify and compile a new TOPS-20 kernel. An interested
student can search the Internet to find the original papers that describe the
operating system, as well as the original manuals.

The advent of open-source operating systems has also made it easier to
make the move from student to operating-system developer. With some
knowledge, some effort, and an Internet connection, a student can even create
a new operating-system distribution. Just a few years ago, it was difficult or
impossible to get access to source code. Now, such access is limited only by
how much interest, time, and disk space a student has.

the system, the hardware has two modes: user mode and kernel mode. Various
instructions (such as I/0 instructions and halt instructions) are privileged and
can be executed only in kernel mode. The memory in which the operating
system resides must also be protected from modification by the user. A timer
prevents infinite loops. These facilities (dual mode, privileged instructions,
memory protection, and timer interrupt) are basic building blocks used by
operating systems to achieve correct operation.

A process (or job) is the fundamental unit of work in an operating system.
Process management includes creating and deleting processes and providing
mechanisms for processes to communicate and synchronize with each other.
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An operating system manages memory by keeping track of what parts of
memory are being used and by whom. The operating system is also responsible
for dynamically allocating and freeing memory space. Storage space is also
managed by the operating system; this includes providing file systems for
representing files and directories and managing space on mass-storage devices.

Operating systems must also be concerned with protecting and securing the
operating system and users. Protection measures control the access of processes
or users to the resources made available by the computer system. Security
measures are responsible for defending a computer system from external or
internal attacks.

Several data structures that are fundamental to computer science are widely
used in operating systems, including lists, stacks, queues, trees, hash functions,
maps, and bitmaps.

Computing takes place in a variety of environments. Traditional computing
involves desktop and laptop PCs, usually connected to a computer network.
Mobile computing refers to computing on handheld smartphones and tablet
computers, which offer several unique features. Distributed systems allow
users to share resources on geographically dispersed hosts connected via
a computer network. Services may be provided through either the client—
server model or the peer-to-peer model. Virtualization involves abstracting
a computer’s hardware into several different execution environments. Cloud
computing uses a distributed system to abstract services into a “cloud,” where
users may access the services from remote locations. Real-time operating
systems are designed for embedded environments, such as consumer devices,
automobiles, and robotics.

The free software movement has created thousands of open-source projects,
including operating systems. Because of these projects, students are able to use
source code as a learning tool. They can modify programs and test them,
help find and fix bugs, and otherwise explore mature, full-featured operating
systems, compilers, tools, user interfaces, and other types of programs.

GNU/Linux and BSD UNIX are open-source operating systems. The advan-
tages of free software and open sourcing are likely to increase the number
and quality of open-source projects, leading to an increase in the number of
individuals and companies that use these projects.

Practice Exercises

1.1 What are the three main purposes of an operating system?

1.2 We have stressed the need for an operating system to make efficient use
of the computing hardware. When is it appropriate for the operating
system to forsake this principle and to “waste” resources? Why is such
a system not really wasteful?

1.3 What is the main difficulty that a programmer must overcome in writing
an operating system for a real-time environment?

1.4 Keeping in mind the various definitions of operating system, consider
whether the operating system should include applications such as web
browsers and mail programs. Argue both thatit should and that it should
not, and support your answers.
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1.5

1.6

1.7

1.8

1.9

1.10

1.11

Exercises

1.12

1.13

How does the distinction between kernel mode and user mode function
as a rudimentary form of protection (security) system?

Which of the following instructions should be privileged?

a. Setvalue of timer.

b. Read the clock.

c. Clear memory.

d. Issue a trap instruction.

e. Turn off interrupts.

f. Modify entries in device-status table.

g. Switch from user to kernel mode.
h. Access1/0 device.

Some early computers protected the operating system by placing it in
a memory partition that could not be modified by either the user job
or the operating system itself. Describe two difficulties that you think
could arise with such a scheme.

Some CPUs provide for more than two modes of operation. What are
two possible uses of these multiple modes?

Timers could be used to compute the current time. Provide a short
description of how this could be accomplished.

Give two reasons why caches are useful. What problems do they solve?
What problems do they cause? If a cache can be made as large as the
device for which it is caching (for instance, a cache as large as a disk),
why not make it that large and eliminate the device?

Distinguish between the client—server and peer-to-peer models of
distributed systems.

In a multiprogramming and time-sharing environment, several users
share the system simultaneously. This situation can result in various
security problems.

a. What are two such problems?

b. Can we ensure the same degree of security in a time-shared
machine as in a dedicated machine? Explain your answer.

The issue of resource utilization shows up in different forms in different
types of operating systems. List what resources must be managed
carefully in the following settings:

a. Mainframe or minicomputer systems
b. Workstations connected to servers

c. Mobile computers
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Under what circumstances would a user be better off using a time-
sharing system than a PC or a single-user workstation?

Describe the differences between symmetric and asymmetric multipro-
cessing. What are three advantages and one disadvantage of multipro-
cessor systems?

How do clustered systems differ from multiprocessor systems? What is
required for two machines belonging to a cluster to cooperate to provide
a highly available service?

Consider a computing cluster consisting of two nodes running a
database. Describe two ways in which the cluster software can manage
access to the data on the disk. Discuss the benefits and disadvantages of
each.

How are network computers different from traditional personal com-
puters? Describe some usage scenarios in which it is advantageous to
use network computers.

What is the purpose of interrupts? How does an interrupt differ from a
trap? Can traps be generated intentionally by a user program? If so, for
what purpose?

Direct memory access is used for high-speed 1/0 devices in order to
avoid increasing the CPU’s execution load.

a. How does the CPU interface with the device to coordinate the
transfer?

b. How does the CPU know when the memory operations are com-
plete?

c. The CPU is allowed to execute other programs while the DMA
controller is transferring data. Does this process interfere with
the execution of the user programs? If so, describe what forms
of interference are caused.

Some computer systems do not provide a privileged mode of operation
in hardware. Is it possible to construct a secure operating system for
these computer systems? Give arguments both that it is and that it is not
possible.

Many SMP systems have different levels of caches; one level is local to
each processing core, and another level is shared among all processing
cores. Why are caching systems designed this way?

Consider an SMP system similar to the one shown in Figure 1.6. Illustrate
with an example how data residing in memory could in fact have a
different value in each of the local caches.

Discuss, with examples, how the problem of maintaining coherence of
cached data manifests itself in the following processing environments:

a. Single-processor systems
b. Multiprocessor systems

c. Distributed systems
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1.25 Describe a mechanism for enforcing memory protection in order to
prevent a program from modifying the memory associated with other
programs.

1.26 Which network configuration—LAN or WAN—would best suit the
following environments?
a. A campus student union

b. Several campus locations across a statewide university system
c. A neighborhood

1.27 Describe some of the challenges of designing operating systems for
mobile devices compared with designing operating systems for tradi-
tional PCs.

1.28 What are some advantages of peer-to-peer systems over client-server
systems?

1.29 Describe some distributed applications that would be appropriate for a
peer-to-peer system.

1.30 Identify several advantages and several disadvantages of open-source
operating systems. Include the types of people who would find each
aspect to be an advantage or a disadvantage.
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2.1

An operating system provides the environment within which programs are
executed. Internally, operating systems vary greatly in their makeup, since
they are organized along many different lines. The design of a new operating
system is a major task. It is important that the goals of the system be well
defined before the design begins. These goals form the basis for choices among
various algorithms and strategies.

We can view an operating system from several vantage points. One view
focuses on the services that the system provides; another, on the interface that
it makes available to users and programmers; a third, on its components and
their interconnections. In this chapter, we explore all three aspects of operating
systems, showing the viewpoints of users, programmers, and operating system
designers. We consider what services an operating system provides, how they
are provided, how they are debugged, and what the various methodologies
are for designing such systems. Finally, we describe how operating systems
are created and how a computer starts its operating system.

CHAPTER OBJECTIVES

¢ To describe the services an operating system provides to users, processes,
and other systems.

¢ To discuss the various ways of structuring an operating system.

e To explain how operating systems are installed and customized and how
they boot.

Operating-System Services

An operating system provides an environment for the execution of programs.
It provides certain services to programs and to the users of those programs.
The specific services provided, of course, differ from one operating system to
another, but we can identify common classes. These operating system services
are provided for the convenience of the programmer, to make the programming
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Figure 2.1 A view of operating system services.

task easier. Figure 2.1 shows one view of the various operating-system services
and how they interrelate.

One set of operating system services provides functions that are helpful to
the user.

e User interface. Almost all operating systems have a user interface (UI).
This interface can take several forms. One is a command-line interface
(CL1), which uses text commands and a method for entering them (say,
a keyboard for typing in commands in a specific format with specific
options). Another is a batch interface, in which commands and directives
to control those commands are entered into files, and those files are
executed. Most commonly, a graphical user interface (GUI) is used. Here,
the interface is a window system with a pointing device to direct 1/0,
choose from menus, and make selections and a keyboard to enter text.
Some systems provide two or all three of these variations.

® Program execution. The system must be able to load a program into
memory and to run that program. The program must be able to end its
execution, either normally or abnormally (indicating error).

® 1/0 operations. A running program may require I/O, which may involve a
file or an 1/0 device. For specific devices, special functions may be desired
(such as recording to a CD or DVD drive or blanking a display screen). For
efficiency and protection, users usually cannot control I/0 devices directly.
Therefore, the operating system must provide a means to do I/0.

¢ File-system manipulation. The file system is of particular interest. Obvi-
ously, programs need to read and write files and directories. They also
need to create and delete them by name, search for a given file, and
list file information. Finally, some operating systems include permissions
management to allow or deny access to files or directories based on file
ownership. Many operating systems provide a variety of file systems,
sometimes to allow personal choice and sometimes to provide specific
features or performance characteristics.
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¢ Communications. There are many circumstances in which one process
needs to exchange information with another process. Such communication
may occur between processes that are executing on the same computer or
between processes that are executing on different computer systems tied
together by a computer network. Communications may be implemented
via shared memory, in which two or more processes read and write to
a shared section of memory, or message passing, in which packets of
information in predefined formats are moved between processes by the
operating system.

¢ Error detection. The operating system needs to be detecting and correcting
errors constantly. Errors may occur in the CPU and memory hardware (such
as a memory error or a power failure), in1/0 devices (such as a parity error
on disk, a connection failure on a network, or lack of paper in the printer),
and in the user program (such as an arithmetic overflow, an attempt to
access an illegal memory location, or a too-great use of CPU time). For
each type of error, the operating system should take the appropriate action
to ensure correct and consistent computing. Sometimes, it has no choice
but to halt the system. At other times, it might terminate an error-causing
process or return an error code to a process for the process to detect and
possibly correct.

Another set of operating system functions exists not for helping the user
but rather for ensuring the efficient operation of the system itself. Systems with
multiple users can gain efficiency by sharing the computer resources among
the users.

® Resource allocation. When there are multiple users or multiple jobs
running at the same time, resources must be allocated to each of them. The
operating system manages many different types of resources. Some (such
as CPU cycles, main memory, and file storage) may have special allocation
code, whereas others (such as I/O devices) may have much more general
request and release code. For instance, in determining how best to use
the CPU, operating systems have CPU-scheduling routines that take into
account the speed of the CPU, the jobs that must be executed, the number of
registers available, and other factors. There may also be routines to allocate
printers, USB storage drives, and other peripheral devices.

® Accounting. We want to keep track of which users use how much and
what kinds of computer resources. This record keeping may be used for
accounting (so that users can be billed) or simply for accumulating usage
statistics. Usage statistics may be a valuable tool for researchers who wish
to reconfigure the system to improve computing services.

¢ Protection and security. The owners of information stored in a multiuser or
networked computer system may want to control use of that information.
When several separate processes execute concurrently, it should not be
possible for one process to interfere with the others or with the operating
system itself. Protection involves ensuring that all access to system
resources is controlled. Security of the system from outsiders is also
important. Such security starts with requiring each user to authenticate
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himself or herself to the system, usually by means of a password, to gain
access to system resources. It extends to defending external I/O devices,
including network adapters, from invalid access attempts and to recording
all such connections for detection of break-ins. If a system is to be protected
and secure, precautions must be instituted throughout it. A chain is only
as strong as its weakest link.

User and Operating-System Interface

We mentioned earlier that there are several ways for users to interface with
the operating system. Here, we discuss two fundamental approaches. One
provides a command-line interface, or command interpreter, that allows users
to directly enter commands to be performed by the operating system. The
other allows users to interface with the operating system via a graphical user
interface, or GUL

2.2.1 Command Interpreters

Some operating systems include the command interpreter in the kernel. Others,
such as Windows and UNIX, treat the command interpreter as a special program
that is running when a job is initiated or when a user first logs on (on interactive
systems). On systems with multiple command interpreters to choose from, the
interpreters are known as shells. For example, on UNIX and Linux systems, a
user may choose among several different shells, including the Bourne shell, C
shell, Bourne-Again shell, Korn shell, and others. Third-party shells and free
user-written shells are also available. Most shells provide similar functionality,
and a user’s choice of which shell to use is generally based on personal
preference. Figure 2.2 shows the Bourne shell command interpreter being used
on Solaris 10.

The main function of the command interpreter is to get and execute the next
user-specified command. Many of the commands given at this level manipulate
files: create, delete, list, print, copy, execute, and so on. The MS-DOS and UNIX
shells operate in this way. These commands can be implemented in two general
ways.

In one approach, the command interpreter itself contains the code to
execute the command. For example, a command to delete a file may cause
the command interpreter to jump to a section of its code that sets up the
parameters and makes the appropriate system call. In this case, the number of
commands that can be given determines the size of the command interpreter,
since each command requires its own implementing code.

An alternative approach—used by UNIX, among other operating systems
—implements most commands through system programs. In this case, the
command interpreter does not understand the command in any way; it merely
uses the command to identify a file to be loaded into memory and executed.
Thus, the UNIX command to delete a file

rm file.txt

would search for a file called rm, load the file into memory, and execute it with
the parameter file. txt. The function associated with the rm command would
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isd0 0.0 0.2 0.0 0.2 0.0 0.0 0.4 0 0
sdl 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0 0
extended device statistics
device rfs w/'s kr/s  kw/s wait actv svc_t %w %b
Fdo 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0 0
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root pts/4 15Jun0718days w

{ root@pbg-nvb4-vm) - (14/pts) - (16:07 02-Jul1-2007)-(global)
-(/var/tnp/systen-contents/scripts)# :}

Figure 2.2 The Bourne shell command interpreter in Solrais 10.

be defined completely by the code in the file rm. In this way, programmers can
add new commands to the system easily by creating new files with the proper
names. The command-interpreter program, which can be small, does not have
to be changed for new commands to be added.

2.2.2 Graphical User Interfaces

A second strategy for interfacing with the operating system is through a user-
friendly graphical user interface, or GUIL Here, rather than entering commands
directly via a command-line interface, users employ a mouse-based window-
and-menu system characterized by a desktop metaphor. The user moves the
mouse to position its pointer on images, or icons, on the screen (the desktop)
that represent programs, files, directories, and system functions. Depending
on the mouse pointer’s location, clicking a button on the mouse can invoke a
program, select a file or directory—known as a folder—or pull down a menu
that contains commands.

Graphical user interfaces first appeared due in part to research taking place
in the early 1970s at Xerox PARC research facility. The first GUI appeared on
the Xerox Alto computer in 1973. However, graphical interfaces became more
widespread with the advent of Apple Macintosh computers in the 1980s. The
user interface for the Macintosh operating system (Mac OS) has undergone
various changes over the years, the most significant being the adoption of
the Aqua interface that appeared with Mac OS X. Microsoft’s first version of
Windows—Version 1.0—was based on the addition of a GUI interface to the
MS-DOS operating system. Later versions of Windows have made cosmetic
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changes in the appearance of the GUI along with several enhancements in its
functionality.

Because a mouse is impractical for most mobile systems, smartphones and
handheld tablet computers typically use a touchscreen interface. Here, users
interact by making gestures on the touchscreen—for example, pressing and
swiping fingers across the screen. Figure 2.3 illustrates the touchscreen of the
Apple iPad. Whereas earlier smartphones included a physical keyboard, most
smartphones now simulate a keyboard on the touchscreen.

Traditionally, UNIX systems have been dominated by command-line inter-
faces. Various GUI interfaces are available, however. These include the Common
Desktop Environment (CDE) and X-Windows systems, which are common
on commercial versions of UNIX, such as Solaris and IBM’s AIX system. In
addition, there has been significant development in GUI designs from various
open-source projects, such as K Desktop Environment (or KDE) and the GNOME
desktop by the GNU project. Both the KDE and GNOME desktops run on Linux
and various UNIX systems and are available under open-source licenses, which
means their source code is readily available for reading and for modification
under specific license terms.

Figure 2.3 The iPad touchscreen.
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2.2.3 Choice of Interface

The choice of whether to use a command-line or GUI interface is mostly
one of personal preference. System administrators who manage computers
and power users who have deep knowledge of a system frequently use the
command-line interface. For them, it is more efficient, giving them faster
access to the activities they need to perform. Indeed, on some systems, only a
subset of system functions is available via the GUI, leaving the less common
tasks to those who are command-line knowledgeable. Further, command-
line interfaces usually make repetitive tasks easier, in part because they have
their own programmability. For example, if a frequent task requires a set of
command-line steps, those steps can be recorded into a file, and that file can
be run just like a program. The program is not compiled into executable code
but rather is interpreted by the command-line interface. These shell scripts are
very common on systems that are command-line oriented, such as UNIX and
Linux.

In contrast, most Windows users are happy to use the Windows GUI
environment and almost never use the MS-DOS shell interface. The various
changes undergone by the Macintosh operating systems provide a nice study
in contrast. Historically, Mac OS has not provided a command-line interface,
always requiring its users to interface with the operating system using its GUI
However, with the release of Mac OS X (which is in part implemented using a
UNIX kernel), the operating system now provides both a Aqua interface and a
command-line interface. Figure 2.4 is a screenshot of the Mac OS X GUL
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Figure 2.4 The Mac OS X GUL.
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The user interface can vary from system to system and even from user
to user within a system. It typically is substantially removed from the actual
system structure. The design of a useful and friendly user interface is therefore
not a direct function of the operating system. In this book, we concentrate on
the fundamental problems of providing adequate service to user programs.
From the point of view of the operating system, we do not distinguish between
user programs and system programs.

System Calls

System calls provide an interface to the services made available by an operating
system. These calls are generally available as routines written in C and
C++, although certain low-level tasks (for example, tasks where hardware
must be accessed directly) may have to be written using assembly-language
instructions.

Before we discuss how an operating system makes system calls available,
let’s first use an example to illustrate how system calls are used: writing a
simple program to read data from one file and copy them to another file. The
first input that the program will need is the names of the two files: the input file
and the output file. These names can be specified in many ways, depending on
the operating-system design. One approach is for the program to ask the user
for the names. In an interactive system, this approach will require a sequence of
system calls, first to write a prompting message on the screen and then to read
from the keyboard the characters that define the two files. On mouse-based and
icon-based systems, a menu of file names is usually displayed in a window.
The user can then use the mouse to select the source name, and a window
can be opened for the destination name to be specified. This sequence requires
many I/0 system calls.

Once the two file names have been obtained, the program must open the
input file and create the output file. Each of these operations requires another
system call. Possible error conditions for each operation can require additional
system calls. When the program tries to open the input file, for example, it may
find that there is no file of that name or that the file is protected against access.
In these cases, the program should print a message on the console (another
sequence of system calls) and then terminate abnormally (another system call).
If the input file exists, then we must create a new output file. We may find that
there is already an output file with the same name. This situation may cause
the program to abort (a system call), or we may delete the existing file (another
system call) and create a new one (yet another system call). Another option,
in an interactive system, is to ask the user (via a sequence of system calls to
output the prompting message and to read the response from the terminal)
whether to replace the existing file or to abort the program.

When both files are set up, we enter a loop that reads from the input file
(a system call) and writes to the output file (another system call). Each read
and write must return status information regarding various possible error
conditions. On input, the program may find that the end of the file has been
reached or that there was a hardware failure in the read (such as a parity error).
The write operation may encounter various errors, depending on the output
device (for example, no more disk space).
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Finally, after the entire file is copied, the program may close both files
(another system call), write a message to the console or window (more system
calls), and finally terminate normally (the final system call). This system-call
sequence is shown in Figure 2.5.

As you can see, even simple programs may make heavy use of the
operating system. Frequently, systems execute thousands of system calls
per second. Most programmers never see this level of detail, however.
Typically, application developers design programs according to an application
programming interface (API). The API specifies a set of functions that are
available to an application programmer, including the parameters that are
passed to each function and the return values the programmer can expect.
Three of the most common APIs available to application programmers are
the Windows API for Windows systems, the POSIX API for POSIX-based systems
(whichinclude virtually all versions of UNIX, Linux, and Mac OSX), and the Java
API for programs that run on the Java virtual machine. A programmer accesses
an API via a library of code provided by the operating system. In the case of
UNIX and Linux for programs written in the C language, the library is called
libc. Note that—unless specified—the system-call names used throughout
this text are generic examples. Each operating system has its own name for
each system call.

Behind the scenes, the functions that make up an API typically invoke the
actual system calls on behalf of the application programmer. For example, the
Windows function CreateProcess () (which unsurprisingly is used to create
a new process) actually invokes the NTCreateProcess () system call in the
Windows kernel.

Why would an application programmer prefer programming according to
an API rather than invoking actual system calls? There are several reasons for
doing so. One benefit concerns program portability. An application program-

source file destination file

\

a Example System Call Sequence N

Acquire input file name
Write prompt to screen
Accept input

Acquire output file name
Write prompt to screen
Accept input

Open the input file
if file doesn't exist, abort

Create output file
if file exists, abort

Loop
Read from input file
Write to output file

Until read fails

Close output file

Write completion message to screen

Terminate normally

(S

%

Figure 2.5 Example of how system calls are used.
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EXAMPLE OF STANDARD API

As an example of a standard API, consider the read() function that is
available in UNIX and Linux systems. The API for this function is obtained
from the man page by invoking the command

man read

on the command line. A description of this API appears below:

#include <unistd.h>

ssize t read(int fd, wvoid *buf, size_ t count)
return function parameters
value name

A program that uses the read () function must include the unistd.hheader
file, as this file defines the ssize t and size t data types (among other
things). The parameters passed to read () are as follows:

e int fd—the file descriptor to be read
e void *buf—a buffer where the data will be read into

® size t count—the maximum number of bytes to be read into the
buffer

On a successful read, the number of bytes read is returned. A return value of
0 indicates end of file. If an error occurs, read () returns —1.

mer designing a program using an API can expect her program to compile and
run on any system that supports the same API (although, in reality, architectural
differences often make this more difficult than it may appear). Furthermore,
actual system calls can often be more detailed and difficult to work with than
the APl available to an application programmer. Nevertheless, there often exists
a strong correlation between a function in the API and its associated system call
within the kernel. In fact, many of the POSIX and Windows APIs are similar to
the native system calls provided by the UNIX, Linux, and Windows operating
systems.

For most programming languages, the run-time support system (a set of
functions built into libraries included with a compiler) provides a system-
call interface that serves as the link to system calls made available by the
operating system. The system-call interface intercepts function calls in the API
and invokes the necessary system calls within the operating system. Typically,
a number is associated with each system call, and the system-call interface
maintains a table indexed according to these numbers. The system call interface
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user application

open ()
user
mode
system call interface
kernel
mode A
| 5> | ° open ()

Implementation
i > of open ()
system call

return

Figure 2.6 The handling of a user application invoking the open () system call.

then invokes the intended system call in the operating-system kernel and
returns the status of the system call and any return values.

The caller need know nothing about how the system call is implemented
or what it does during execution. Rather, the caller need only obey the API and
understand what the operating system will do as a result of the execution of
that system call. Thus, most of the details of the operating-system interface
are hidden from the programmer by the API and are managed by the run-time
support library. The relationship between an API, the system-call interface,
and the operating system is shown in Figure 2.6, which illustrates how the
operating system handles a user application invoking the open () system call.

System calls occur in different ways, depending on the computer in use.
Often, more information is required than simply the identity of the desired
system call. The exact type and amount of information vary according to the
particular operating system and call. For example, to get input, we may need
to specify the file or device to use as the source, as well as the address and
length of the memory buffer into which the input should be read. Of course,
the device or file and length may be implicit in the call.

Three general methods are used to pass parameters to the operating system.
The simplest approach is to pass the parameters in registers. In some cases,
however, there may be more parameters than registers. In these cases, the
parameters are generally stored in a block, or table, in memory, and the
address of the block is passed as a parameter in a register (Figure 2.7). This
is the approach taken by Linux and Solaris. Parameters also can be placed,
or pushed, onto the stack by the program and popped off the stack by the
operating system. Some operating systems prefer the block or stack method
because those approaches do not limit the number or length of parameters
being passed.
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register
X: parameters
for call
> use parameters code for
load address X from table X system
system call 13 > call 13

user program

operating system
Figure 2.7 Passing of parameters as a table.

Types of System Calls

System calls can be grouped roughly into six major categories: process
control, file manipulation, device manipulation, information maintenance,
communications, and protection. In Sections 2.4.1 through 2.4.6, we briefly
discuss the types of system calls that may be provided by an operating system.
Most of these system calls support, or are supported by, concepts and functions
that are discussed in later chapters. Figure 2.8 summarizes the types of system
calls normally provided by an operating system. As mentioned, in this text,
we normally refer to the system calls by generic names. Throughout the text,
however, we provide examples of the actual counterparts to the system calls
for Windows, UNIX, and Linux systems.

2.4.1 Process Control

A running program needs to be able to halt its execution either normally
(end()) or abnormally (abort()). If a system call is made to terminate the
currently running program abnormally, or if the program runs into a problem
and causes an error trap, a dump of memory is sometimes taken and an error
message generated. The dump is written to disk and may be examined by
a debugger—a system program designed to aid the programmer in finding
and correcting errors, or bugs—to determine the cause of the problem. Under
either normal or abnormal circumstances, the operating system must transfer
control to the invoking command interpreter. The command interpreter then
reads the next command. In an interactive system, the command interpreter
simply continues with the next command; it is assumed that the user will
issue an appropriate command to respond to any error. In a GUI system, a
pop-up window might alert the user to the error and ask for guidance. In a
batch system, the command interpreter usually terminates the entire job and
continues with the next job. Some systems may allow for special recovery
actions in case an error occurs. If the program discovers an error in its input
and wants to terminate abnormally, it may also want to define an error level.
More severe errors can be indicated by a higher-level error parameter. It is then
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¢ Process control
o end, abort
o load, execute
o create process, terminate process
o get process attributes, set process attributes

wait for time

o

o wait event, signal event

o

allocate and free memory

File management
o create file, delete file

o open, close
o read, write, reposition
o get file attributes, set file attributes

¢ Device management
o request device, release device

o read, write, reposition
o get device attributes, set device attributes

o logically attach or detach devices

Information maintenance
o get time or date, set time or date

o get system data, set system data
o get process, file, or device attributes
o set process, file, or device attributes

e Communications
o create, delete communication connection

o send, receive messages
o transfer status information

o attach or detach remote devices

Figure 2.8 Types of system calls.

possible to combine normal and abnormal termination by defining a normal
termination as an error at level 0. The command interpreter or a following
program can use this error level to determine the next action automatically.

A process or job executing one program may want to load() and
execute () another program. This feature allows the command interpreter to
execute a program as directed by, for example, a user command, the click of a
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EXAMPLES OF WINDOWS AND UNIX SYSTEM CALLS

Windows Unix
Process CreateProcess() fork()
Control ExitProcess() exit ()
WaitForSingleObject () wait ()
File CreateFile() open()
Manipulation ReadFile() read()
WriteFile() write()
CloseHandle () close()
Device SetConsoleMode () ioctl()
Manipulation ReadConsole () read()
WriteConsole() write()
Information GetCurrentProcessID() getpid ()
Maintenance SetTimer () alarm()
Sleep() sleep()
Communication CreatePipe() pipe ()
CreateFileMapping() shm open()
MapViewOfFile() mmap ()
Protection SetFileSecurity() chmod ()
InitlializeSecurityDescriptor() umask()
SetSecurityDescriptorGroup () chown ()

mouse, or a batch command. An interesting question is where to return control
when the loaded program terminates. This question is related to whether the
existing program is lost, saved, or allowed to continue execution concurrently
with the new program.

If control returns to the existing program when the new program termi-
nates, we must save the memory image of the existing program; thus, we have
effectively created a mechanism for one program to call another program. If
both programs continue concurrently, we have created a new job or process to
be multiprogrammed. Often, there is a system call specifically for this purpose
(create process() or submit job()).

If we create a new job or process, or perhaps even a set of jobs or
processes, we should be able to control its execution. This control requires
the ability to determine and reset the attributes of a job or process, includ-
ing the job’s priority, its maximum allowable execution time, and so on
(get process attributes() and set process attributes()). We may also
want to terminate a job or process that we created (terminate process()) if
we find that it is incorrect or is no longer needed.
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EXAMPLE OF STANDARD C LIBRARY

The standard C library provides a portion of the system-call interface for
many versions of UNIX and Linux. As an example, let’s assume a C program
invokes the printf () statement. The C library intercepts this call and
invokes the necessary system call (or calls) in the operating system—in this
instance, the write () system call. The C library takes the value returned by
write () and passes it back to the user program. This is shown below:

#include <stdio.h>
int main ()

— printf ("Greetings"); |-

return 0O;

}

user
mode

standard C library
kernel
mode

write ()

write ()
system call

Having created new jobs or processes, we may need to wait for them to
finish their execution. We may want to wait for a certain amount of time to
pass (wait time()). More probably, we will want to wait for a specific event
to occur (wait event ()). The jobs or processes should then signal when that
event has occurred (signal event()).

Quite often, two or more processes may share data. To ensure the integrity
of the data being shared, operating systems often provide system calls allowing
a process to lock shared data. Then, no other process can access the data until
the lock is released. Typically, such system calls include acquire lock() and
release lock(). System calls of these types, dealing with the coordination of
concurrent processes, are discussed in great detail in Chapter 5.

There are so many facets of and variations in process and job control that
we next use two examples—one involving a single-tasking system and the
other a multitasking system—to clarify these concepts. The MS-DOS operating
system is an example of a single-tasking system. It has a command interpreter
that is invoked when the computer is started (Figure 2.9(a)). Because MS-DOS
is single-tasking, it uses a simple method to run a program and does not create
anew process. It loads the program into memory, writing over most of itself to
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interpreter command
interpreter
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Figure 2.9 MS-DOS execution. (a) At system startup. (b) Running a program.

give the program as much memory as possible (Figure 2.9(b)). Next, it sets the
instruction pointer to the first instruction of the program. The program then
runs, and either an error causes a trap, or the program executes a system call
to terminate. In either case, the error code is saved in the system memory for
later use. Following this action, the small portion of the command interpreter
that was not overwritten resumes execution. Its first task is to reload the rest
of the command interpreter from disk. Then the command interpreter makes
the previous error code available to the user or to the next program.

FreeBSD (derived from Berkeley UNIX) is an example of a multitasking
system. When a user logs on to the system, the shell of the user’s choice
is run. This shell is similar to the MS-DOS shell in that it accepts commands
and executes programs that the user requests. However, since FreeBSD is a
multitasking system, the command interpreter may continue running while
another program is executed (Figure 2.10). To start a new process, the shell

process D

free memory

process C

interpreter

process B

kernel

Figure 2.10 FreeBSD running multiple programs.
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executes a fork() system call. Then, the selected program is loaded into
memory via an exec () system call, and the program is executed. Depending
on the way the command was issued, the shell then either waits for the process
to finish or runs the process “in the background.” In the latter case, the shell
immediately requests another command. When a process is running in the
background, it cannot receive input directly from the keyboard, because the
shell is using this resource. I/0 is therefore done through files or through a GUI
interface. Meanwhile, the user is free to ask the shell to run other programs, to
monitor the progress of the running process, to change that program’s priority,
and so on. When the process is done, it executes an exit () system call to
terminate, returning to the invoking process a status code of 0 or a nonzero
error code. This status or error code is then available to the shell or other
programs. Processes are discussed in Chapter 3 with a program example using
the fork () and exec () system calls.

2.4.2 File Management

The file system is discussed in more detail in Chapters 11 and 12. We can,
however, identify several common system calls dealing with files.

We first need to be able to create () and delete () files. Either system call
requires the name of the file and perhaps some of the file’s attributes. Once
the file is created, we need to open() it and to use it. We may also read (),
write(), or reposition() (rewind or skip to the end of the file, for example).
Finally, we need to close () the file, indicating that we are no longer using it.

We may need these same sets of operations for directories if we have a
directory structure for organizing files in the file system. In addition, for either
files or directories, we need to be able to determine the values of various
attributes and perhaps to reset them if necessary. File attributes include the file
name, file type, protection codes, accounting information, and so on. At least
two system calls, get file attributes() and set file attributes(), are
required for this function. Some operating systems provide many more calls,
such as calls for file move () and copy (). Others might provide an API that
performs those operations using code and other system calls, and others might
provide system programs to perform those tasks. If the system programs are
callable by other programs, then each can be considered an API by other system
programs.

2.4.3 Device Management

A process may need several resources to execute—main memory, disk drives,
access to files, and so on. If the resources are available, they can be granted,
and control can be returned to the user process. Otherwise, the process will
have to wait until sufficient resources are available.

The various resources controlled by the operating system can be thought
of as devices. Some of these devices are physical devices (for example, disk
drives), while others can be thought of as abstract or virtual devices (for
example, files). A system with multiple users may require us to first request ()
a device, to ensure exclusive use of it. After we are finished with the device, we
release() it. These functions are similar to the open() and close() system
calls for files. Other operating systems allow unmanaged access to devices.
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The hazard then is the potential for device contention and perhaps deadlock,
which are described in Chapter 7.

Once the device has been requested (and allocated to us), we can read (),
write(), and (possibly) reposition() the device, just as we can with files. In
fact, the similarity between /0 devices and files is so great that many operating
systems, including UNIX, merge the two into a combined file—device structure.
In this case, a set of system calls is used on both files and devices. Sometimes,
I/0 devices are identified by special file names, directory placement, or file
attributes.

The user interface can also make files and devices appear to be similar, even
though the underlying system calls are dissimilar. This is another example of
the many design decisions that go into building an operating system and user
interface.

2.4.4 Information Maintenance

Many system calls exist simply for the purpose of transferring information
between the user program and the operating system. For example, most
systems have a system call to return the current time() and date(). Other
system calls may return information about the system, such as the number of
current users, the version number of the operating system, the amount of free
memory or disk space, and so on.

Another set of system calls is helpful in debugging a program. Many
systems provide system calls to dump () memory. This provision is useful for
debugging. A program trace lists each system call as it is executed. Even
microprocessors provide a CPU mode known as single step, in which a trap
is executed by the CPU after every instruction. The trap is usually caught by a
debugger.

Many operating systems provide a time profile of a program to indicate
the amount of time that the program executes at a particular location or set
of locations. A time profile requires either a tracing facility or regular timer
interrupts. At every occurrence of the timer interrupt, the value of the program
counter is recorded. With sufficiently frequent timer interrupts, a statistical
picture of the time spent on various parts of the program can be obtained.

In addition, the operating system keeps information about all its processes,
and system calls are used to access this information. Generally, calls are
also used to reset the process information (get process attributes() and
set process attributes()).In Section 3.1.3, we discuss what information is
normally kept.

2.4.5 Communication

There are two common models of interprocess communication: the message-
passing model and the shared-memory model. In the message-passing model,
the communicating processes exchange messages with one another to transfer
information. Messages can be exchanged between the processes either directly
or indirectly through a common mailbox. Before communication can take
place, a connection must be opened. The name of the other communicator
must be known, be it another process on the same system or a process on
another computer connected by a communications network. Each computer in
a network has a host name by which it is commonly known. A host also has a
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network identifier, such as an IP address. Similarly, each process has a process
name, and this name is translated into an identifier by which the operating
system can refer to the process. The get hostid() and get processid()
system calls do this translation. The identifiers are then passed to the general-
purpose open() and close() calls provided by the file system or to specific
open connection() and close connection() system calls, dependingon the
system’s model of communication. The recipient process usually must give its
permission for communication to take place with an accept connection()
call. Most processes that will be receiving connections are special-purpose
daemons, which are system programs provided for that purpose. They execute
await for connection() call and are awakened when a connection is made.
The source of the communication, known as the client, and the receiving
daemon, known as a server, then exchange messages by using read message ()
and write message () system calls. The close connection() call terminates
the communication.

In the shared-memory model, processes use shared memory create()
and shared memory attach() system calls to create and gain access to regions
of memory owned by other processes. Recall that, normally, the operating
system tries to prevent one process from accessing another process’s memory.
Shared memory requires that two or more processes agree to remove this
restriction. They can then exchange information by reading and writing data
in the shared areas. The form of the data is determined by the processes and is
not under the operating system’s control. The processes are also responsible for
ensuring that they are not writing to the same location simultaneously. Such
mechanisms are discussed in Chapter 5. In Chapter 4, we look at a variation of
the process scheme —threads—in which memory is shared by default.

Both of the models just discussed are common in operating systems,
and most systems implement both. Message passing is useful for exchanging
smaller amounts of data, because no conflicts need be avoided. Itis also easier to
implement than is shared memory for intercomputer communication. Shared
memory allows maximum speed and convenience of communication, since it
can be done at memory transfer speeds when it takes place within a computer.
Problems exist, however, in the areas of protection and synchronization
between the processes sharing memory.

2.4.6 Protection

Protection provides a mechanism for controlling access to the resources
provided by a computer system. Historically, protection was a concern only on
multiprogrammed computer systems with several users. However, with the
advent of networking and the Internet, all computer systems, from servers to
mobile handheld devices, must be concerned with protection.

Typically, system calls providing protection include set permission()
and get permission(), which manipulate the permission settings of
resources such as files and disks. The allow user () and deny user () system
calls specify whether particular users can—or cannot—be allowed access to
certain resources.

We cover protection in Chapter 14 and the much larger issue of security in
Chapter 15.
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System Programs

Another aspect of a modern system is its collection of system programs. Recall
Figure 1.1, which depicted the logical computer hierarchy. At the lowest level is
hardware. Next is the operating system, then the system programs, and finally
the application programs. System programs, also known as system utilities,
provide a convenient environment for program development and execution.
Some of them are simply user interfaces to system calls. Others are considerably
more complex. They can be divided into these categories:

File management. These programs create, delete, copy, rename, print,
dump, list, and generally manipulate files and directories.

Status information. Some programs simply ask the system for the date,
time, amount of available memory or disk space, number of users, or
similar status information. Others are more complex, providing detailed
performance, logging, and debugging information. Typically, these pro-
grams format and print the output to the terminal or other output devices
or files or display it in a window of the GUI. Some systems also support a
registry, which is used to store and retrieve configuration information.

File modification. Several text editors may be available to create and
modify the content of files stored on disk or other storage devices. There
may also be special commands to search contents of files or perform
transformations of the text.

Programming-language support. Compilers, assemblers, debuggers, and
interpreters for common programming languages (such as C, C++, Java,
and PERL) are often provided with the operating system or available as a
separate download.

Program loading and execution. Once a program is assembled or com-
piled, it must be loaded into memory to be executed. The system may
provide absolute loaders, relocatable loaders, linkage editors, and overlay
loaders. Debugging systems for either higher-level languages or machine
language are needed as well.

Communications. These programs provide the mechanism for creating
virtual connections among processes, users, and computer systems. They
allow users to send messages to one another’s screens, to browse Web
pages, to send e-mail messages, to log in remotely, or to transfer files from
one machine to another.

Background services. All general-purpose systems have methods for
launching certain system-program processes at boot time. Some of these
processes terminate after completing their tasks, while others continue
to run until the system is halted. Constantly running system-program
processes are known as services, subsystems, or daemons. One example is
the network daemon discussed in Section 2.4.5. In that example, a system
needed a service to listen for network connections in order to connect
those requests to the correct processes. Other examples include process
schedulers that start processes according to a specified schedule, system
error monitoring services, and print servers. Typical systems have dozens
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of daemons. In addition, operating systems that run important activities
in user context rather than in kernel context may use daemons to run these
activities.

Along with system programs, most operating systems are supplied with
programs that are useful in solving common problems or performing common
operations. Such application programs include Web browsers, word proces-
sors and text formatters, spreadsheets, database systems, compilers, plotting
and statistical-analysis packages, and games.

The view of the operating system seen by most users is defined by the
application and system programs, rather than by the actual system calls.
Consider a user’s PC. When a user’s computer is running the Mac OS X
operating system, the user might see the GUI, featuring a mouse-and-windows
interface. Alternatively, or even in one of the windows, the user might have a
command-line UNIX shell. Both use the same set of system calls, but the system
calls look different and act in different ways. Further confusing the user view,
consider the user dual-booting from Mac OS X into Windows. Now the same
user on the same hardware has two entirely different interfaces and two sets of
applications using the same physical resources. On the same hardware, then,
a user can be exposed to multiple user interfaces sequentially or concurrently.

Operating-System Design and Implementation

In this section, we discuss problems we face in designing and implementing an
operating system. There are, of course, no complete solutions to such problems,
but there are approaches that have proved successful.

2.6.1 Design Goals

The first problem in designing a system is to define goals and specifications.
At the highest level, the design of the system will be affected by the choice of
hardware and the type of system: batch, time sharing, single user, multiuser,
distributed, real time, or general purpose.

Beyond this highest design level, the requirements may be much harder
to specify. The requirements can, however, be divided into two basic groups:
user goals and system goals.

Users want certain obvious properties in a system. The system should be
convenient to use, easy to learn and to use, reliable, safe, and fast. Of course,
these specifications are not particularly useful in the system design, since there
is no general agreement on how to achieve them.

A similar set of requirements can be defined by those people who must
design, create, maintain, and operate the system. The system should be easy to
design, implement, and maintain; and it should be flexible, reliable, error free,
and efficient. Again, these requirements are vague and may be interpreted in
various ways.

There is, in short, no unique solution to the problem of defining the
requirements for an operating system. The wide range of systems in existence
shows that different requirements can result in a large variety of solutions for
different environments. For example, the requirements for VxWorks, a real-
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time operating system for embedded systems, must have been substantially
different from those for MVS, a large multiuser, multiaccess operating system
for IBM mainframes.

Specifying and designing an operating system is a highly creative task.
Although no textbook can tell you how to do it, general principles have
been developed in the field of software engineering, and we turn now to
a discussion of some of these principles.

2.6.2 Mechanisms and Policies

One important principle is the separation of policy from mechanism. Mecha-
nisms determine how to do something; policies determine what will be done.
For example, the timer construct (see Section 1.5.2) is a mechanism for ensuring
CPU protection, but deciding how long the timer is to be set for a particular
user is a policy decision.

The separation of policy and mechanism is important for flexibility. Policies
are likely to change across places or over time. In the worst case, each change
in policy would require a change in the underlying mechanism. A general
mechanism insensitive to changes in policy would be more desirable. A change
in policy would then require redefinition of only certain parameters of the
system. For instance, consider a mechanism for giving priority to certain types
of programs over others. If the mechanism is properly separated from policy,
it can be used either to support a policy decision that I/O-intensive programs
should have priority over CPU-intensive ones or to support the opposite policy.

Microkernel-based operating systems (Section 2.7.3) take the separation of
mechanism and policy to one extreme by implementing a basic set of primitive
building blocks. These blocks are almost policy free, allowing more advanced
mechanisms and policies to be added via user-created kernel modules or user
programs themselves. As an example, consider the history of UNIX. At first,
it had a time-sharing scheduler. In the latest version of Solaris, scheduling
is controlled by loadable tables. Depending on the table currently loaded,
the system can be time sharing, batch processing, real time, fair share, or
any combination. Making the scheduling mechanism general purpose allows
vast policy changes to be made with a single load-new-table command. At
the other extreme is a system such as Windows, in which both mechanism
and policy are encoded in the system to enforce a global look and feel. All
applications have similar interfaces, because the interface itself is built into
the kernel and system libraries. The Mac OS X operating system has similar
functionality.

Policy decisions are important for all resource allocation. Whenever it is
necessary to decide whether or not to allocate a resource, a policy decision must
be made. Whenever the question is how rather than what, it is a mechanism
that must be determined.

2.6.3 Implementation

Once an operating system is designed, it must be implemented. Because
operating systems are collections of many programs, written by many people
over a long period of time, it is difficult to make general statements about how
they are implemented.
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Early operating systems were written in assembly language. Now, although
some operating systems are still written in assembly language, most are written
in a higher-level language such as C or an even higher-level language such as
C++. Actually, an operating system can be written in more than one language.
The lowest levels of the kernel might be assembly language. Higher-level
routines might be in C, and system programs might be in C or C++, in
interpreted scripting languages like PERL or Python, or in shell scripts. In
fact, a given Linux distribution probably includes programs written in all of
those languages.

The first system that was not written in assembly language was probably
the Master Control Program (MCP) for Burroughs computers. MCP was written
in a variant of ALGOL. MULTICS, developed at MIT, was written mainly in
the system programming language PL/1. The Linux and Windows operating
system kernels are written mostly in C, although there are some small sections
of assembly code for device drivers and for saving and restoring the state of
registers.

The advantages of using a higher-level language, or at least a systems-
implementation language, for implementing operating systems are the same
as those gained when the language is used for application programs: the code
can be written faster, is more compact, and is easier to understand and debug.
In addition, improvements in compiler technology will improve the generated
code for the entire operating system by simple recompilation. Finally, an
operating system is far easier to port—to move to some other hardware—
if it is written in a higher-level language. For example, MS-DOS was written in
Intel 8088 assembly language. Consequently, it runs natively only on the Intel
X86 family of CPUs. (Note that although MS-DOS runs natively only on Intel
X86, emulators of the X86 instruction set allow the operating system to run on
other CPUs—but more slowly, and with higher resource use. As we mentioned
in Chapter 1, emulators are programs that duplicate the functionality of one
system on another system.) The Linux operating system, in contrast, is written
mostly in C and is available natively on a number of different CPUs, including
Intel X86, Oracle SPARC, and IBMPowerPC.

The only possible disadvantages of implementing an operating system in a
higher-level language are reduced speed and increased storage requirements.
This, however, is no longer a major issue in today’s systems. Although an
expert assembly-language programmer can produce efficient small routines,
for large programs a modern compiler can perform complex analysis and apply
sophisticated optimizations that produce excellent code. Modern processors
have deep pipelining and multiple functional units that can handle the details
of complex dependencies much more easily than can the human mind.

As is true in other systems, major performance improvements in oper-
ating systems are more likely to be the result of better data structures and
algorithms than of excellent assembly-language code. In addition, although
operating systems are large, only a small amount of the code is critical to high
performance; the interrupt handler, I/O manager, memory manager, and CPU
scheduler are probably the most critical routines. After the system is written
and is working correctly, bottleneck routines can be identified and can be
replaced with assembly-language equivalents.
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Operating-System Structure

A system as large and complex as a modern operating system must be
engineered carefully if it is to function properly and be modified easily. A
common approach is to partition the task into small components, or modules,
rather than have one monolithic system. Each of these modules should be
a well-defined portion of the system, with carefully defined inputs, outputs,
and functions. We have already discussed briefly in Chapter 1 the common
components of operating systems. In this section, we discuss how these
components are interconnected and melded into a kernel.

2.7.1 Simple Structure

Many operating systems do not have well-defined structures. Frequently, such
systems started as small, simple, and limited systems and then grew beyond
their original scope. MS-DOS is an example of such a system. It was originally
designed and implemented by a few people who had no idea that it would
become so popular. It was written to provide the most functionality in the
least space, so it was not carefully divided into modules. Figure 2.11 shows its
structure.

In MS-DOS, the interfaces and levels of functionality are not well separated.
For instance, application programs are able to access the basic I/0O routines
to write directly to the display and disk drives. Such freedom leaves MS-DOS
vulnerable to errant (or malicious) programs, causing entire system crashes
when user programs fail. Of course, MS-DOS was also limited by the hardware
of its era. Because the Intel 8088 for which it was written provides no dual
mode and no hardware protection, the designers of MS-DOS had no choice but
to leave the base hardware accessible.

Another example of limited structuring is the original UNIX operating
system. Like MS-DOS, UNIX initially was limited by hardware functionality. It
consists of two separable parts: the kernel and the system programs. The kernel

application program

resident system program

MS-DOS device drivers

ROM BIOS device drivers

Figure 2.11 MS-DOS layer structure.
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Figure 2.12 Traditional UNIX system structure.

is further separated into a series of interfaces and device drivers, which have
been added and expanded over the years as UNIX has evolved. We can view the
traditional UNIX operating system as being layered to some extent, as shown in
Figure 2.12. Everything below the system-call interface and above the physical
hardware is the kernel. The kernel provides the file system, CPU scheduling,
memory management, and other operating-system functions through system
calls. Taken in sum, that is an enormous amount of functionality to be combined
into one level. This monolithic structure was difficult to implement and
maintain. It had a distinct performance advantage, however: there is very little
overhead in the system call interface or in communication within the kernel.
We still see evidence of this simple, monolithic structure in the UNIX, Linux,
and Windows operating systems.

2.7.2 Layered Approach

With proper hardware support, operating systems can be broken into pieces
that are smaller and more appropriate than those allowed by the original
MS-DOS and UNIX systems. The operating system can then retain much greater
control over the computer and over the applications that make use of that
computer. Implementers have more freedom in changing the inner workings
of the system and in creating modular operating systems. Under a top-
down approach, the overall functionality and features are determined and
are separated into components. Information hiding is also important, because
it leaves programmers free to implement the low-level routines as they see fit,
provided that the external interface of the routine stays unchanged and that
the routine itself performs the advertised task.

A system can be made modular in many ways. One method is the layered
approach, in which the operating system is broken into a number of layers
(levels). The bottom layer (layer 0) is the hardware; the highest (layer N) is the
user interface. This layering structure is depicted in Figure 2.13.
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layer N
user interface

layer O
hardware

Figure 2.13 A layered operating system.

An operating-system layer is an implementation of an abstract object made
up of data and the operations that can manipulate those data. A typical
operating-system layer—say, layer M—consists of data structures and a set
of routines that can be invoked by higher-level layers. Layer M, in turn, can
invoke operations on lower-level layers.

The main advantage of the layered approach is simplicity of construction
and debugging. The layers are selected so that each uses functions (operations)
and services of only lower-level layers. This approach simplifies debugging
and system verification. The first layer can be debugged without any concern
for the rest of the system, because, by definition, it uses only the basic hardware
(which is assumed correct) to implement its functions. Once the first layer is
debugged, its correct functioning can be assumed while the second layer is
debugged, and so on. If an error is found during the debugging of a particular
layer, the error must be on that layer, because the layers below it are already
debugged. Thus, the design and implementation of the system are simplified.

Each layer is implemented only with operations provided by lower-level
layers. A layer does not need to know how these operations are implemented;
it needs to know only what these operations do. Hence, each layer hides the
existence of certain data structures, operations, and hardware from higher-level
layers.

The major difficulty with the layered approach involves appropriately
defining the various layers. Because a layer can use only lower-level layers,
careful planning is necessary. For example, the device driver for the backing
store (disk space used by virtual-memory algorithms) must be at a lower
level than the memory-management routines, because memory management
requires the ability to use the backing store.

Other requirements may not be so obvious. The backing-store driver would
normally be above the CPU scheduler, because the driver may need to wait for
I/0 and the CPU can be rescheduled during this time. However, on a large
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system, the CPU scheduler may have more information about all the active
processes than can fit in memory. Therefore, this information may need to be
swapped in and out of memory, requiring the backing-store driver routine to
be below the CPU scheduler.

A final problem with layered implementations is that they tend to be less
efficient than other types. For instance, when a user program executes an 1/0
operation, it executes a system call that is trapped to the I/0 layer, which calls
the memory-management layer, which in turn calls the CPU-scheduling layer,
which is then passed to the hardware. At each layer, the parameters may be
modified, data may need to be passed, and so on. Each layer adds overhead to
the system call. The net result is a system call that takes longer than does one
on a nonlayered system.

These limitations have caused a small backlash against layering in recent
years. Fewer layers with more functionality are being designed, providing
most of the advantages of modularized code while avoiding the problems of
layer definition and interaction.

2.7.3 Microkernels

We have already seen that as UNIX expanded, the kernel became large
and difficult to manage. In the mid-1980s, researchers at Carnegie Mellon
University developed an operating system called Mach that modularized
the kernel using the microkernel approach. This method structures the
operating system by removing all nonessential components from the kernel and
implementing them as system and user-level programs. The result is a smaller
kernel. There is little consensus regarding which services should remain in the
kernel and which should be implemented in user space. Typically, however,
microkernels provide minimal process and memory management, in addition
to a communication facility. Figure 2.14 illustrates the architecture of a typical
microkernel.

The main function of the microkernel is to provide communication between
the client program and the various services that are also running in user space.
Communication is provided through message passing, which was described
in Section 2.4.5. For example, if the client program wishes to access a file, it

Application File Device user
Program System Driver mode

N N N N

messages messages

Interprocess oo CPU kernel
Communication managment scheduling mode

4 microkernel b

hardware

Figure 2.14 Architecture of a typical microkernel.
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must interact with the file server. The client program and service never interact
directly. Rather, they communicate indirectly by exchanging messages with the
microkernel.

One benefit of the microkernel approach is that it makes extending
the operating system easier. All new services are added to user space and
consequently do not require modification of the kernel. When the kernel does
have to be modified, the changes tend to be fewer, because the microkernel is
a smaller kernel. The resulting operating system is easier to port from one
hardware design to another. The microkernel also provides more security
and reliability, since most services are running as user—rather than kernel —
processes. If a service fails, the rest of the operating system remains untouched.

Some contemporary operating systems have used the microkernel
approach. Tru64 UNIX (formerly Digital UNIX) provides a UNIX interface to the
user, but it is implemented with a Mach kernel. The Mach kernel maps UNIX
system calls into messages to the appropriate user-level services. The Mac OS X
kernel (also known as Darwin) is also partly based on the Mach microkernel.

Another example is QNX, a real-time operating system for embedded
systems. The QNX Neutrino microkernel provides services for message passing
and process scheduling. It also handles low-level network communication
and hardware interrupts. All other services in QNX are provided by standard
processes that run outside the kernel in user mode.

Unfortunately, the performance of microkernels can suffer due to increased
system-function overhead. Consider the history of Windows NT. The first
release had a layered microkernel organization. This version’s performance
was low compared with that of Windows 95. Windows NT 4.0 partially
corrected the performance problem by moving layers from user space to
kernel space and integrating them more closely. By the time Windows XP
was designed, Windows architecture had become more monolithic than
microkernel.

2.7.4 Modules

Perhaps the best current methodology for operating-system design involves
using loadable kernel modules. Here, the kernel has a set of core components
and links in additional services via modules, either at boot time or during run
time. This type of design is common in modern implementations of UNIX, such
as Solaris, Linux, and Mac OS X, as well as Windows.

The idea of the design is for the kernel to provide core services while
other services are implemented dynamically, as the kernel is running. Linking
services dynamically is preferable to adding new features directly to the kernel,
which would require recompiling the kernel every time a change was made.
Thus, for example, we might build CPU scheduling and memory management
algorithms directly into the kernel and then add support for different file
systems by way of loadable modules.

The overall result resembles a layered system in that each kernel section
has defined, protected interfaces; but it is more flexible than a layered system,
because any module can call any other module. The approach is also similar to
the microkernel approach in that the primary module has only core functions
and knowledge of how to load and communicate with other modules; but it
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scheduling
device and classes
bus drivers

core Solaris
miscellaneous kernel |0taOrJ:ble”
modules system calls
STREAMS executable
modules formats

Figure 2.15 Solaris loadable modules.

is more efficient, because modules do not need to invoke message passing in
order to communicate.

The Solaris operating system structure, shown in Figure 2.15, is organized
around a core kernel with seven types of loadable kernel modules:

Scheduling classes
File systems
Loadable system calls
Executable formats

STREAMS modules

Miscellaneous

NS gk »w b=

Device and bus drivers

Linux also uses loadable kernel modules, primarily for supporting device
drivers and file systems. We cover creating loadable kernel modules in Linux
as a programming exercise at the end of this chapter.

2.7.5 Hybrid Systems

In practice, very few operating systems adopt a single, strictly defined
structure. Instead, they combine different structures, resulting in hybrid
systems that address performance, security, and usability issues. For example,
both Linux and Solaris are monolithic, because having the operating system
in a single address space provides very efficient performance. However,
they are also modular, so that new functionality can be dynamically added
to the kernel. Windows is largely monolithic as well (again primarily for
performance reasons), but it retains some behavior typical of microkernel
systems, including providing support for separate subsystems (known as
operating-system personalities) that run as user-mode processes. Windows
systems also provide support for dynamically loadable kernel modules. We
provide case studies of Linux and Windows 7 in in Chapters 18 and 19,
respectively. In the remainder of this section, we explore the structure of
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three hybrid systems: the Apple Mac OS X operating system and the two most
prominent mobile operating systems—iOS and Android.

2.7.5.1 Mac OS X

The Apple Mac OS X operating system uses a hybrid structure. As shown in
Figure 2.16, itis alayered system. The top layers include the Aqua user interface
(Figure 2.4) and a set of application environments and services. Notably,
the Cocoa environment specifies an API for the Objective-C programming
language, which is used for writing Mac OS X applications. Below these
layers is the kernel environment, which consists primarily of the Mach
microkernel and the BSD UNIX kernel. Mach provides memory management;
support for remote procedure calls (RPCs) and interprocess communication
(IPC) facilities, including message passing; and thread scheduling. The BSD
component provides a BSD command-line interface, support for networking
and file systems, and an implementation of POSIX APIs, including Pthreads.
In addition to Mach and BSD, the kernel environment provides an 1/0 kit
for development of device drivers and dynamically loadable modules (which
Mac OS X refers to as kernel extensions). As shown in Figure 2.16, the BSD
application environment can make use of BSD facilities directly.

2.75.2 iOS

iOS is a mobile operating system designed by Apple to run its smartphone, the
iPhone, as well as its tablet computer, the iPad. iOS is structured on the Mac
OS X operating system, with added functionality pertinent to mobile devices,
but does not directly run Mac OS X applications. The structure of iOS appears
in Figure 2.17.

Cocoa Touch is an API for Objective-C that provides several frameworks for
developing applications that run on iOS devices. The fundamental difference
between Cocoa, mentioned earlier, and Cocoa Touch is that the latter provides
support for hardware features unique to mobile devices, such as touch screens.
The media services layer provides services for graphics, audio, and video.

graphical user interface e

application environments and services

kernel environment
BSD

Mach

1/0 kit kernel extensions

Figure 2.16 The Mac OS X structure.
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| Cocoa Touch |

| Media Services |

| Core Services |

| Core OS |

Figure 2.17 Architecture of Apple’s iOS.

The core services layer provides a variety of features, including support for
cloud computing and databases. The bottom layer represents the core operating
system, which is based on the kernel environment shown in Figure 2.16.

2.7.5.3 Android

The Android operating system was designed by the Open Handset Alliance
(led primarily by Google) and was developed for Android smartphones and
tablet computers. Whereas iOS is designed to run on Apple mobile devices
and is close-sourced, Android runs on a variety of mobile platforms and is
open-sourced, partly explaining its rapid rise in popularity. The structure of
Android appears in Figure 2.18.

Android is similar to iOS in that it is a layered stack of software that
provides a rich set of frameworks for developing mobile applications. At the
bottom of this software stack is the Linux kernel, although it has been modified
by Google and is currently outside the normal distribution of Linux releases.

Applications

Application Framework

Libraries Android runtime
| SQLite | | openGL | Core Libraries
surface media Dalvik
manager framework virtual machine
| webkit | | libc |

Linux kernel

Figure 2.18 Architecture of Google’s Android.
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Linux is used primarily for process, memory, and device-driver support for
hardware and has been expanded to include power management. The Android
runtime environment includes a core set of libraries as well as the Dalvik virtual
machine. Software designers for Android devices develop applications in the
Java language. However, rather than using the standard Java API, Google has
designed a separate Android API for Java development. The Java class files are
first compiled to Java bytecode and then translated into an executable file that
runs on the Dalvik virtual machine. The Dalvik virtual machine was designed
for Android and is optimized for mobile devices with limited memory and
CPU processing capabilities.

The set of libraries available for Android applications includes frameworks
for developing web browsers (webkit), database support (SQLite), and multi-
media. The libc library is similar to the standard C library but is much smaller
and has been designed for the slower CPUs that characterize mobile devices.

Operating-System Debugging

We have mentioned debugging frequently in this chapter. Here, we take a closer
look. Broadly, debugging is the activity of finding and fixing errors in a system,
both in hardware and in software. Performance problems are considered bugs,
so debugging can also include performance tuning, which seeks to improve
performance by removing processing bottlenecks. In this section, we explore
debugging process and kernel errors and performance problems. Hardware
debugging is outside the scope of this text.

2.8.1 Failure Analysis

If a process fails, most operating systems write the error information to a log
file to alert system operators or users that the problem occurred. The operating
system can also take a core dump—a capture of the memory of the process—
and store it in a file for later analysis. (Memory was referred to as the “core”
in the early days of computing.) Running programs and core dumps can be
probed by a debugger, which allows a programmer to explore the code and
memory of a process.

Debugging user-level process code is a challenge. Operating-system kernel
debugging is even more complex because of the size and complexity of the
kernel, its control of the hardware, and the lack of user-level debugging tools.
A failure in the kernel is called a crash. When a crash occurs, error information
is saved to a log file, and the memory state is saved to a crash dump.

Operating-system debugging and process debugging frequently use dif-
ferent tools and techniques due to the very different nature of these two tasks.
Consider that a kernel failure in the file-system code would make it risky for
the kernel to try to save its state to a file on the file system before rebooting.
A common technique is to save the kernel’s memory state to a section of disk
set aside for this purpose that contains no file system. If the kernel detects
an unrecoverable error, it writes the entire contents of memory, or at least the
kernel-owned parts of the system memory, to the disk area. When the system
reboots, a process runs to gather the data from that area and write it to a crash
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Kernighan’s Law

“Debugging is twice as hard as writing the code in the first place. Therefore,
if you write the code as cleverly as possible, you are, by definition, not smart
enough to debug it.”

dump file within a file system for analysis. Obviously, such strategies would
be unnecessary for debugging ordinary user-level processes.

2.8.2 Performance Tuning

We mentioned earlier that performance tuning seeks to improve performance
by removing processing bottlenecks. To identify bottlenecks, we must be able
to monitor system performance. Thus, the operating system must have some
means of computing and displaying measures of system behavior. In a number
of systems, the operating system does this by producing trace listings of system
behavior. All interesting events are logged with their time and important
parameters and are written to a file. Later, an analysis program can process
the log file to determine system performance and to identify bottlenecks and
inefficiencies. These same traces can be run as input for a simulation of a
suggested improved system. Traces also can help people to find errors in
operating-system behavior.

Another approach to performance tuning uses single-purpose, interactive
tools that allow users and administrators to question the state of various system
components to look for bottlenecks. One such tool employs the UNIX command
top to display the resources used on the system, as well as a sorted list of
the “top” resource-using processes. Other tools display the state of disk 1/0,
memory allocation, and network traffic.

The Windows Task Manager is a similar tool for Windows systems. The
task manager includes information for current applications as well as processes,
CPU and memory usage, and networking statistics. A screen shot of the task
manager appears in Figure 2.19.

Making operating systems easier to understand, debug, and tune as they
run is an active area of research and implementation. A new generation of
kernel-enabled performance analysis tools has made significant improvements
in how this goal can be achieved. Next, we discuss a leading example of such
a tool: the Solaris 10 DTrace dynamic tracing facility.

2.8.3 DTrace

DTrace is a facility that dynamically adds probes to a running system, both
in user processes and in the kernel. These probes can be queried via the D
programming language to determine an astonishing amount about the kernel,
the system state, and process activities. For example, Figure 2.20 follows an
application as it executes a system call (ioct1()) and shows the functional
calls within the kernel as they execute to perform the system call. Lines ending
with “U” are executed in user mode, and lines ending in “K” in kernel mode.
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File ©Options View Help

Applications | Processes

CPLI Usage CPU Usage History

FF Usage Page File Usage Histary
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Figure 2.19 The Windows task manager.

Debugging the interactions between user-level and kernel code is nearly
impossible without a toolset that understands both sets of code and can
instrument the interactions. For that toolset to be truly useful, it must be able
to debug any area of a system, including areas that were not written with
debugging in mind, and do so without affecting system reliability. This tool
must also have a minimum performance impact—ideally it should have no
impact when not in use and a proportional impact during use. The DTrace tool
meets these requirements and provides a dynamic, safe, low-impact debugging
environment.

Until the DTrace framework and tools became available with Solaris 10,
kernel debugging was usually shrouded in mystery and accomplished via
happenstance and archaic code and tools. For example, CPUs have a breakpoint
feature that will halt execution and allow a debugger to examine the state of the
system. Then execution can continue until the next breakpoint or termination.
This method cannot be used in a multiuser operating-system kernel without
negatively affecting all of the users on the system. Profiling, which periodically
samples the instruction pointer to determine which code is being executed, can
show statistical trends but not individual activities. Code can be included in
the kernel to emit specific data under specific circumstances, but that code
slows down the kernel and tends not to be included in the part of the kernel
where the specific problem being debugged is occurring.
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# ./all.d ‘pgrep xclock' XEventsQueued
dtrace: script ’./all.d’ matched 52377 probes
CPU FUNCTION
0 -> XEventsQueued
0 -> XEventsQueued
-> XllTransBytesReadable
<- _XllTransBytesReadable
-> XllTransSocketBytesReadable
<- XllTransSocketBytesreadable
-> ioctl
-> ioctl
-> getf
-> set_active_ fd
<- set_active fd
<- getf
-> get_udatamodel
<- get udatamodel

OO0 00000000 OO
ANRARARRGCGACGAGaAag

-> releasef
-> clear active fd
<- clear active fd
-> cv_broadcast
<- cv_broadcast
<- releasef
<- ioctl
<- dioctl
<- _XEventsQueued
<- XEventsQueued

coocooocoooo.
ccadxm"ANARANARNXN

Figure 2.20 Solaris 10 dtrace follows a system call within the kernel.

In contrast, DTrace runs on production systems—systems that are running
important or critical applications—and causes no harm to the system. It
slows activities while enabled, but after execution it resets the system to its
pre-debugging state. It is also a broad and deep tool. It can broadly debug
everything happening in the system (both at the user and kernel levels and
between the user and kernel layers). It can also delve deep into code, showing
individual CPU instructions or kernel subroutine activities.

DTrace is composed of a compiler, a framework, providers of probes
written within that framework, and consumers of those probes. DTrace
providers create probes. Kernel structures exist to keep track of all probes that
the providers have created. The probes are stored in a hash-table data structure
that is hashed by name and indexed according to unique probe identifiers.
When a probe is enabled, a bit of code in the area to be probed is rewritten
to call dtrace probe(probe identifier) and then continue with the code’s
original operation. Different providers create different kinds of probes. For
example, a kernel system-call probe works differently from a user-process
probe, and that is different from an 1/0 probe.

DTrace features a compiler that generates a byte code that is run in the
kernel. This code is assured to be “safe” by the compiler. For example, no loops
are allowed, and only specific kernel state modifications are allowed when
specifically requested. Only users with DTrace “privileges” (or “root” users)
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are allowed to use DTrace, as it can retrieve private kernel data (and modify
data if requested). The generated code runs in the kernel and enables probes.
It also enables consumers in user mode and enables communications between
the two.

A DTrace consumer is code that is interested in a probe and its results.
A consumer requests that the provider create one or more probes. When a
probe fires, it emits data that are managed by the kernel. Within the kernel,
actions called enabling control blocks, or ECBs, are performed when probes
fire. One probe can cause multiple ECBs to execute if more than one consumer
is interested in that probe. Each ECB contains a predicate (“if statement”) that
can filter out that ECB. Otherwise, the list of actions in the ECB is executed. The
most common action is to capture some bit of data, such as a variable’s value at
that point of the probe execution. By gathering such data, a complete picture of
a user or kernel action can be built. Further, probes firing from both user space
and the kernel can show how a user-level action caused kernel-level reactions.
Such data are invaluable for performance monitoring and code optimization.

Once the probe consumer terminates, its ECBs are removed. If there are no
ECBs consuming a probe, the probe is removed. That involves rewriting the
code to remove the dtrace probe () call and put back the original code. Thus,
before a probe is created and after it is destroyed, the system is exactly the
same, as if no probing occurred.

DTrace takes care to assure that probes do not use too much memory or
CPU capacity, which could harm the running system. The buffers used to hold
the probe results are monitored for exceeding default and maximum limits.
CPU time for probe execution is monitored as well. If limits are exceeded, the
consumer is terminated, along with the offending probes. Buffers are allocated
per CPU to avoid contention and data loss.

Anexample of D code and its output shows some of its utility. The following
program shows the DTrace code to enable scheduler probes and record the
amount of CPU time of each process running with user ID 101 while those
probes are enabled (that is, while the program runs):

sched: ::on-cpu

uid == 101
{

self->ts = timestamp;
}
sched:::off-cpu
self->ts
{

O@time[execname] = sum(timestamp - self->ts);
self->ts = 0;

The output of the program, showing the processes and how much time (in

nanoseconds) they spend running on the CPUs, is shown in Figure 2.21.
Because DTrace is part of the open-source OpenSolaris version of the Solaris

10 operating system, it has been added to other operating systems when those
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# dtrace -s sched.d
dtrace: script 'sched.d” matched 6 probes

°C
gnome-settings-d 142354
gnome-vfs-daemon 158243
dsdm 189804
wnck-applet 200030
gnome-panel 277864
clock-applet 374916
mapping-daemon 385475
Xscreensaver 514177
metacity 539281
Xorg 2579646
gnome-terminal 5007269
mixer applet2 7388447
java 10769137

Figure 2.21 Output of the D code.

systems do not have conflicting license agreements. For example, DTrace has
been added to Mac OS X and FreeBSD and will likely spread further due to its
unique capabilities. Other operating systems, especially the Linux derivatives,
are adding kernel-tracing functionality as well. Still other operating systems
are beginning to include performance and tracing tools fostered by research at
various institutions, including the Paradyn project.

Operating-System Generation

It is possible to design, code, and implement an operating system specifically
for one machine at one site. More commonly, however, operating systems
are designed to run on any of a class of machines at a variety of sites with
a variety of peripheral configurations. The system must then be configured
or generated for each specific computer site, a process sometimes known as
system generation SYSGEN.

The operating system is normally distributed on disk, on CD-ROM or
DVD-ROM, or as an “ISO” image, which is a file in the format of a CD-ROM
or DVD-ROM. To generate a system, we use a special program. This SYSGEN
program reads from a given file, or asks the operator of the system for
information concerning the specific configuration of the hardware system, or
probes the hardware directly to determine what components are there. The
following kinds of information must be determined.

¢ What CPU is to be used? What options (extended instruction sets, floating-
point arithmetic, and so on) are installed? For multiple CPU systems, each
CPU may be described.

¢ How will the boot disk be formatted? How many sections, or “partitions,”
will it be separated into, and what will go into each partition?
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* How much memory is available? Some systems will determine this value
themselves by referencing memory location after memory location until an
“illegal address” fault is generated. This procedure defines the final legal
address and hence the amount of available memory.

¢ What devices are available? The system will need to know how to address
each device (the device number), the device interrupt number, the device’s
type and model, and any special device characteristics.

® What operating-system options are desired, or what parameter values are
to be used? These options or values might include how many buffers of
which sizes should be used, what type of CPU-scheduling algorithm is
desired, what the maximum number of processes to be supported is, and
SO on.

Once this information is determined, it can be used in several ways. At one
extreme, a system administrator can use it to modify a copy of the source code of
the operating system. The operating system then is completely compiled. Data
declarations, initializations, and constants, along with conditional compilation,
produce an output-object version of the operating system that is tailored to the
system described.

At a slightly less tailored level, the system description can lead to the
creation of tables and the selection of modules from a precompiled library.
These modules are linked together to form the generated operating system.
Selection allows the library to contain the device drivers for all supported 1/0
devices, but only those needed are linked into the operating system. Because
the system is not recompiled, system generation is faster, but the resulting
system may be overly general.

At the other extreme, it is possible to construct a system that is completely
table driven. All the code is always part of the system, and selection occurs at
execution time, rather than at compile or link time. System generation involves
simply creating the appropriate tables to describe the system.

The major differences among these approaches are the size and generality
of the generated system and the ease of modifying it as the hardware
configuration changes. Consider the cost of modifying the system to support a
newly acquired graphics terminal or another disk drive. Balanced against that
cost, of course, is the frequency (or infrequency) of such changes.

System Boot

After an operating system is generated, it must be made available for use by
the hardware. But how does the hardware know where the kernel is or how to
load that kernel? The procedure of starting a computer by loading the kernel
is known as booting the system. On most computer systems, a small piece of
code known as the bootstrap program or bootstrap loader locates the kernel,
loads it into main memory, and starts its execution. Some computer systems,
such as PCs, use a two-step process in which a simple bootstrap loader fetches
a more complex boot program from disk, which in turn loads the kernel.
When a CPU receives a reset event—for instance, when it is powered up
or rebooted —the instruction register is loaded with a predefined memory
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location, and execution starts there. At that location is the initial bootstrap
program. This program is in the form of read-only memory (ROM), because
the RAM is in an unknown state at system startup. ROM is convenient because
it needs no initialization and cannot easily be infected by a computer virus.

The bootstrap program can perform a variety of tasks. Usually, one task
is to run diagnostics to determine the state of the machine. If the diagnostics
pass, the program can continue with the booting steps. It can also initialize all
aspects of the system, from CPU registers to device controllers and the contents
of main memory. Sooner or later, it starts the operating system.

Some systems—such as cellular phones, tablets, and game consoles—store
the entire operating system in ROM. Storing the operating system in ROM is
suitable for small operating systems, simple supporting hardware, and rugged
operation. A problem with this approach is that changing the bootstrap code
requires changing the ROM hardware chips. Some systems resolve this problem
by using erasable programmable read-only memory (EPROM), which is read-
only except when explicitly given a command to become writable. All forms
of ROM are also known as firmware, since their characteristics fall somewhere
between those of hardware and those of software. A problem with firmware
in general is that executing code there is slower than executing code in RAM.
Some systems store the operating system in firmware and copy it to RAM for
fast execution. A final issue with firmware is that it is relatively expensive, so
usually only small amounts are available.

For large operating systems (including most general-purpose operating
systems like Windows, Mac OS X, and UNIX) or for systems that change
frequently, the bootstrap loader is stored in firmware, and the operating system
is on disk. In this case, the bootstrap runs diagnostics and has a bit of code
that can read a single block at a fixed location (say block zero) from disk into
memory and execute the code from that boot block. The program stored in the
boot block may be sophisticated enough to load the entire operating system
into memory and begin its execution. More typically, it is simple code (as it fits
in a single disk block) and knows only the address on disk and length of the
remainder of the bootstrap program. GRUB is an example of an open-source
bootstrap program for Linux systems. All of the disk-bound bootstrap, and the
operating system itself, can be easily changed by writing new versions to disk.
A disk that has a boot partition (more on that in Section 10.5.1) is called a boot
disk or system disk.

Now that the full bootstrap program has been loaded, it can traverse the
file system to find the operating system kernel, load it into memory, and start
its execution. It is only at this point that the system is said to be running.

Summary

Operating systems provide a number of services. At the lowest level, system
calls allow a running program to make requests from the operating system
directly. At a higher level, the command interpreter or shell provides a
mechanism for a user to issue a request without writing a program. Commands
may come from files during batch-mode execution or directly from a terminal
or desktop GUI when in an interactive or time-shared mode. System programs
are provided to satisfy many common user requests.
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The types of requests vary according to level. The system-call level must
provide the basic functions, such as process control and file and device
manipulation. Higher-level requests, satisfied by the command interpreter or
system programs, are translated into a sequence of system calls. System services
can be classified into several categories: program control, status requests, and
I/0 requests. Program errors can be considered implicit requests for service.

The design of a new operating system is a major task. It is important that
the goals of the system be well defined before the design begins. The type of
system desired is the foundation for choices among various algorithms and
strategies that will be needed.

Throughout the entire design cycle, we must be careful to separate policy
decisions from implementation details (mechanisms). This separation allows
maximum flexibility if policy decisions are to be changed later.

Once an operating system is designed, it must be implemented. Oper-
ating systems today are almost always written in a systems-implementation
language or in a higher-level language. This feature improves their implemen-
tation, maintenance, and portability.

A system as large and complex as a modern operating system must
be engineered carefully. Modularity is important. Designing a system as a
sequence of layers or using a microkernel is considered a good technique. Many
operating systems now support dynamically loaded modules, which allow
adding functionality to an operating system while it is executing. Generally,
operating systems adopt a hybrid approach that combines several different
types of structures.

Debugging process and kernel failures can be accomplished through the
use of debuggers and other tools that analyze core dumps. Tools such as DTrace
analyze production systems to find bottlenecks and understand other system
behavior.

To create an operating system for a particular machine configuration, we
must perform system generation. For the computer system to begin running,
the CPU must initialize and start executing the bootstrap program in firmware.
The bootstrap can execute the operating system directly if the operating system
is also in the firmware, or it can complete a sequence in which it loads
progressively smarter programs from firmware and disk until the operating
system itself is loaded into memory and executed.

Practice Exercises

2.1 What is the purpose of system calls?

2.2 What are the five major activities of an operating system with regard to
process management?

2.3 What are the three major activities of an operating system with regard
to memory management?

2.4 What are the three major activities of an operating system with regard
to secondary-storage management?

2.5 What is the purpose of the command interpreter? Why is it usually
separate from the kernel?
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What system calls have to be executed by a command interpreter or shell
in order to start a new process?

What is the purpose of system programs?

What is the main advantage of the layered approach to system design?
What are the disadvantages of the layered approach?

List five services provided by an operating system, and explain how each
creates convenience for users. In which cases would it be impossible for
user-level programs to provide these services? Explain your answer.

Why do some systems store the operating system in firmware, while
others store it on disk?

How could a system be designed to allow a choice of operating systems
from which to boot? What would the bootstrap program need to do?

The services and functions provided by an operating system can be
divided into two main categories. Briefly describe the two categories,
and discuss how they differ.

Describe three general methods for passing parameters to the operating
system.

Describe how you could obtain a statistical profile of the amount of time
spent by a program executing different sections of its code. Discuss the
importance of obtaining such a statistical profile.

What are the five major activities of an operating system with regard to
file management?

What are the advantages and disadvantages of using the same system-
call interface for manipulating both files and devices?

Would it be possible for the user to develop a new command interpreter
using the system-call interface provided by the operating system?

What are the two models of interprocess communication? What are the
strengths and weaknesses of the two approaches?

Why is the separation of mechanism and policy desirable?

It is sometimes difficult to achieve a layered approach if two components
of the operating system are dependent on each other. Identify a scenario
in which it is unclear how to layer two system components that require
tight coupling of their functionalities.

What is the main advantage of the microkernel approach to system
design? How do user programs and system services interact in a
microkernel architecture? What are the disadvantages of using the
microkernel approach?

What are the advantages of using loadable kernel modules?
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2.23 How are iOS and Android similar? How are they different?

2.24 Explain why Java programs running on Android systems do not use the
standard Java API and virtual machine.

2.25 The experimental Synthesis operating system has an assembler incor-
porated in the kernel. To optimize system-call performance, the kernel
assembles routines within kernel space to minimize the path that the
system call must take through the kernel. This approach is the antithesis
of the layered approach, in which the path through the kernel is extended
to make building the operating system easier. Discuss the pros and cons
of the Synthesis approach to kernel design and system-performance
optimization.

Programming Problems

2.26 InSection 2.3, we described a program that copies the contents of one file
to a destination file. This program works by first prompting the user for
the name of the source and destination files. Write this program using
either the Windows or POSIX API. Be sure to include all necessary error
checking, including ensuring that the source file exists.

Once you have correctly designed and tested the program, if you
used a system that supports it, run the program using a utility that traces
system calls. Linux systems provide the strace utility, and Solaris and
Mac OS X systems use the dtrace command. As Windows systems do
not provide such features, you will have to trace through the Windows
version of this program using a debugger.

Programming Projects

Linux Kernel Modules

In this project, you will learn how to create a kernel module and load it into the
Linux kernel. The project can be completed using the Linux virtual machine
that is available with this text. Although you may use an editor to write these
C programs, you will have to use the terminal application to compile the
programs, and you will have to enter commands on the command line to
manage the modules in the kernel.

As you'll discover, the advantage of developing kernel modules is that it
is a relatively easy method of interacting with the kernel, thus allowing you to
write programs that directly invoke kernel functions. It is important for you
to keep in mind that you are indeed writing kernel code that directly interacts
with the kernel. That normally means that any errors in the code could crash
the system! However, since you will be using a virtual machine, any failures
will at worst only require rebooting the system.

Part I—Creating Kernel Modules

The first part of this project involves following a series of steps for creating and
inserting a module into the Linux kernel.
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You can list all kernel modules that are currently loaded by entering the
command

1smod

This command will list the current kernel modules in three columns: name,
size, and where the module is being used.

The following program (named simple.c and available with the source
code for this text) illustrates a very basic kernel module that prints appropriate
messages when the kernel module is loaded and unloaded.

#include <linux/init.h>
#include <linux/kernel.h>
#include <linux/module.h>

/* This function is called when the module is loaded. */
int simple init(void)

{

printk (KERN INFO "Loading Module\n");

return O;

}

/* This function is called when the module is removed. */
void simple exit(void)

{
}

/* Macros for registering module entry and exit points. */
module init(simple init);
module exit(simple exit);

printk (KERN INFO "Removing Module\n");

MODULE LICENSE("GPL");
MODULE DESCRIPTION("Simple Module");
MODULE AUTHOR("SGG") ;

The function simple init () is the module entry point, which represents
the function that is invoked when the module is loaded into the kernel.
Similarly, the simple exit () function is the module exit point—the function
that is called when the module is removed from the kernel.

The module entry point function must return an integer value, with 0
representing success and any other value representing failure. The module exit
point function returns void. Neither the module entry point nor the module
exit point is passed any parameters. The two following macros are used for
registering the module entry and exit points with the kernel:

module init ()

module exit ()
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Notice how both the module entry and exit point functions make calls
to the printk() function. printk() is the kernel equivalent of printf (),
yet its output is sent to a kernel log buffer whose contents can be read by
the dmesg command. One difference between printf () and printk() is that
printk() allows us to specify a priority flag whose values are given in the
<linux/printk.h> include file. In this instance, the priority is KERN INFO,
which is defined as an informational message.

The final lines—MODULE LICENSE(), MODULE DESCRIPTION(), and MOD-
ULE AUTHOR () —represent details regarding the software license, description
of the module, and author. For our purposes, we do not depend on this
information, but we include it because it is standard practice in developing
kernel modules.

This kernel module simple.c is compiled using the Makefile accom-
panying the source code with this project. To compile the module, enter the
following on the command line:

make
The compilation produces several files. The file simple.ko represents the
compiled kernel module. The following step illustrates inserting this module
into the Linux kernel.
Loading and Removing Kernel Modules
Kernel modules areloaded using the insmod command, which is run as follows:

sudo insmod simple.ko
To check whether the module has loaded, enter the 1smod command and search
for the module simple. Recall that the module entry point is invoked when
the module is inserted into the kernel. To check the contents of this message in
the kernel log buffer, enter the command

dmesg
You should see the message "Loading Module."

Removing the kernel module involves invoking the rmmod command
(notice that the . ko suffix is unnecessary):

sudo rmmod simple
Be sure to check with the dmesg command to ensure the module has been
removed.

Because the kernel log buffer can fill up quickly, it often makes sense to

clear the buffer periodically. This can be accomplished as follows:

sudo dmesg -c
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Proceed through the steps described above to create the kernel module and to
load and unload the module. Be sure to check the contents of the kernel log
buffer using dmesg to ensure you have properly followed the steps.

Part II—Kernel Data Structures

The second part of this project involves modifying the kernel module so that
it uses the kernel linked-list data structure.

In Section 1.10, we covered various data structures that are common in
operating systems. The Linux kernel provides several of these structures. Here,
we explore using the circular, doubly linked list that is available to kernel
developers. Much of what we discuss is available in the Linux source code—
in this instance, the include file <linux/list.h>—and we recommend that
you examine this file as you proceed through the following steps.

Initially, you must define a struct containing the elements that are to be
inserted in the linked list. The following C struct defines birthdays:

struct birthday {
int day;
int month;
int year;
struct list head list;

Notice the member struct list head list. The list head structure is
defined in the include file <linux/types.h>. Its intention is to embed the
linked list within the nodes that comprise the list. This 1ist head structure is
quite simple—it merely holds two members, next and prev, that point to the
next and previous entries in the list. By embedding the linked list within the
structure, Linux makes it possible to manage the data structure with a series of
macro functions.

Inserting Elements into the Linked List

We can declare a 1ist head object, which we use as a reference to the head of
the list by using the LIST HEAD () macro

static LIST HEAD(birthday list);

This macro defines and initializes the variable birthday list, whichis of type
struct list head.
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We create and initialize instances of struct birthday as follows:
struct birthday *person;

person = kmalloc(sizeof (*person), GFP KERNEL) ;
person->day = 2;

person—>month= 8§;

person->year = 1995;

INIT LIST HEAD (&person->list);

The kmalloc () function is the kernel equivalent of the user-level malloc()
function for allocating memory, except that kernel memory is being allocated.
(The GFP KERNEL flag indicates routine kernel memory allocation.) The macro
INIT LIST HEAD() initializes the 1ist member in struct birthday. We can
then add this instance to the end of the linked list using the 1ist add tail()
macro:

list add tail(&person->list, &birthday list);
Traversing the Linked List

Traversing the list involves using the 1ist for each entry() Macro, which
accepts three parameters:

® A pointer to the structure being iterated over

® A pointer to the head of the list being iterated over

¢ The name of the variable containing the 1ist head structure
The following code illustrates this macro:
struct birthday *ptr;

list for each entry(ptr, &birthday list, list) {
/* on each iteration ptr points */
/* to the next birthday struct */

}

Removing Elements from the Linked List

Removing elements from the list involves using the 1ist del () macro, which
is passed a pointer to struct list head

list del(struct list head *element)

This removes element from the list while maintaining the structure of the
remainder of the list.

Perhaps the simplest approach for removing all elements from a
linked list is to remove each element as you traverse the list. The macro
list for each entry safe() behaves much like 1ist for each entry()
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except that it is passed an additional argument that maintains the value of the
next pointer of the item being deleted. (This is necessary for preserving the
structure of the list.) The following code example illustrates this macro:

struct birthday *ptr, *next

list for each entry safe(ptr,next,&birthday list,list) {
/* on each iteration ptr points */
/* to the next birthday struct */
list del(&ptr->list);
kfree(ptr);

}

Notice that after deleting each element, we return memory that was previously
allocated with kmalloc () back to the kernel with the call to kfree (). Careful
memory management—which includes releasing memory to prevent memory
leaks—is crucial when developing kernel-level code.

Part II Assignment

In the module entry point, create a linked list containing five struct birthday
elements. Traverse the linked list and outputits contents to the kernel log buffer.
Invoke the dmesg command to ensure the list is properly constructed once the
kernel module has been loaded.

In the module exit point, delete the elements from the linked list and return
the free memory back to the kernel. Again, invoke the dmesg command to check
that the list has been removed once the kernel module has been unloaded.

Bibliographical Notes

[Dijkstra (1968)] advocated the layered approach to operating-system design.
[Brinch-Hansen (1970)] was an early proponent of constructing an operating
system as a kernel (or nucleus) on which more complete systems could be
built. [Tarkoma and Lagerspetz (2011)] provide an overview of various mobile
operating systems, including Android and iOS.

MS-DOS, Version 3.1, is described in [Microsoft (1986)]. Windows NT
and Windows 2000 are described by [Solomon (1998)] and [Solomon and
Russinovich (2000)]. Windows XP internals are described in [Russinovich
and Solomon (2009)]. [Hart (2005)] covers Windows systems programming
in detail. BSD UNIX is described in [McKusick et al. (1996)]. [Love (2010)] and
[Mauerer (2008)] thoroughly discuss the Linux kernel. In particular, [Love
(2010)] covers Linux kernel modules as well as kernel data structures. Several
UNIX systems—including Mach—are treated in detail in [Vahalia (1996)]. Mac
OS X is presented at http://www.apple.com/macosx and in [Singh (2007)].
Solaris is fully described in [McDougall and Mauro (2007)].

DTrace is discussed in [Gregg and Mauro (2011)]. The DTrace source code
is available at http://src.opensolaris.org/source/.
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Part Two

Process
Management

A process can be thought of as a program in execution. A process will
need certain resources—such as CPU time, memory, files, and I/0 devices
—to accomplish its task. These resources are allocated to the process
either when it is created or while it is executing.

A process is the unit of work in most systems. Systems consist of
a collection of processes: operating-system processes execute system
code, and user processes execute user code. All these processes may
execute concurrently.

Although traditionally a process contained only a single thread of
control as it ran, most modern operating systems now support processes
that have multiple threads.

The operating system is responsible for several important aspects of
process and thread management: the creation and deletion of both user
and system processes; the scheduling of processes; and the provision of
mechanisms for synchronization, communication, and deadlock handling
for processes.
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3.1

Early computers allowed only one program to be executed at a time. This
program had complete control of the system and had access to all the system’s
resources. In contrast, contemporary computer systems allow multiple pro-
grams to be loaded into memory and executed concurrently. This evolution
required firmer control and more compartmentalization of the various pro-
grams; and these needs resulted in the notion of a process, which is a program
in execution. A process is the unit of work in a modern time-sharing system.

The more complex the operating system is, the more it is expected to do on
behalf of its users. Although its main concern is the execution of user programs,
it also needs to take care of various system tasks that are better left outside the
kernel itself. A system therefore consists of a collection of processes: operating-
system processes executing system code and user processes executing user
code. Potentially, all these processes can execute concurrently, with the CPU (or
CPUs) multiplexed among them. By switching the CPU between processes, the
operating system can make the computer more productive. In this chapter, you
will read about what processes are and how they work.

CHAPTER OBJECTIVES

¢ Tointroduce the notion of a process — a program in execution, which forms
the basis of all computation.

e To describe the various features of processes, including scheduling,
creation, and termination.

¢ To explore interprocess communication using shared memory and mes-
sage passing.
¢ To describe communication in client—server systems.

Process Concept

A question that arises in discussing operating systems involves what to call
all the CPU activities. A batch system executes jobs, whereas a time-shared
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system has user programs, or tasks. Even on a single-user system, a user may
be able to run several programs at one time: a word processor, a Web browser,
and an e-mail package. And even if a user can execute only one program at a
time, such as on an embedded device that does not support multitasking, the
operating system may need to support its own internal programmed activities,
such as memory management. In many respects, all these activities are similar,
so we call all of them processes.

The terms job and process are used almost interchangeably in this text.
Although we personally prefer the term process, much of operating-system
theory and terminology was developed during a time when the major activity
of operating systems was job processing. It would be misleading to avoid
the use of commonly accepted terms that include the word job (such as job
scheduling) simply because process has superseded job.

3.1.1 The Process

Informally, as mentioned earlier, a process is a program in execution. A process
is more than the program code, which is sometimes known as the text section.
It also includes the current activity, as represented by the value of the program
counter and the contents of the processor’s registers. A process generally also
includes the process stack, which contains temporary data (such as function
parameters, return addresses, and local variables), and a data section, which
contains global variables. A process may also include a heap, which is memory
thatis dynamically allocated during process run time. The structure of a process
in memory is shown in Figure 3.1.

We emphasize that a program by itself is not a process. A program is a
passive entity, such as a file containing a list of instructions stored on disk
(often called an executable file). In contrast, a process is an active entity,
with a program counter specifying the next instruction to execute and a set
of associated resources. A program becomes a process when an executable file
is loaded into memory. Two common techniques for loading executable files

max
stack

heap

data

text

Figure 3.1 Process in memory.
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are double-clicking an icon representing the executable file and entering the
name of the executable file on the command line (as in prog.exe or a.out).

Although two processes may be associated with the same program, they
are nevertheless considered two separate execution sequences. For instance,
several users may be running different copies of the mail program, or the same
user may invoke many copies of the web browser program. Each of these is a
separate process; and although the text sections are equivalent, the data, heap,
and stack sections vary. It is also common to have a process that spawns many
processes as it runs. We discuss such matters in Section 3.4.

Note that a process itself can be an execution environment for other
code. The Java programming environment provides a good example. In most
circumstances, an executable Java program is executed within the Java virtual
machine (JVM). The JVM executes as a process that interprets the loaded Java
code and takes actions (via native machine instructions) on behalf of that code.
For example, to run the compiled Java program Program.class, we would
enter

java Program

The command java runs the JVM as an ordinary process, which in turns
executes the Java program Programin the virtual machine. The concept is the
same as simulation, except that the code, instead of being written for a different
instruction set, is written in the Java language.

3.1.2 Process State

As a process executes, it changes state. The state of a process is defined in part
by the current activity of that process. A process may be in one of the following
states:

¢ New. The process is being created.
¢ Running. Instructions are being executed.

® Waiting. The process is waiting for some event to occur (such as an 1/0
completion or reception of a signal).

¢ Ready. The process is waiting to be assigned to a processor.

¢ Terminated. The process has finished execution.

These names are arbitrary, and they vary across operating systems. The states
that they represent are found on all systems, however. Certain operating
systems also more finely delineate process states. It is important to realize
that only one process can be running on any processor at any instant. Many
processes may be ready and waiting, however. The state diagram corresponding
to these states is presented in Figure 3.2.

3.1.3 Process Control Block

Each process is represented in the operating system by a process control block
(PCB)—also called a task control block. A PCBis shown in Figure 3.3. It contains
many pieces of information associated with a specific process, including these:
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admitted

interrupt exit terminated

scheduler dispatch

1/0 or event completion I/0O or event wait

Figure 3.2 Diagram of process state.

Process state. The state may be new, ready, running, waiting, halted, and
SO on.

Program counter. The counter indicates the address of the next instruction
to be executed for this process.

CPU registers. The registers vary in number and type, depending on
the computer architecture. They include accumulators, index registers,
stack pointers, and general-purpose registers, plus any condition-code
information. Along with the program counter, this state information must
be saved when an interrupt occurs, to allow the process to be continued
correctly afterward (Figure 3.4).

CPU-scheduling information. This information includes a process priority,
pointers to scheduling queues, and any other scheduling parameters.
(Chapter 6 describes process scheduling.)

Memory-management information. This information may include such
items as the value of the base and limit registers and the page tables, or the
segment tables, depending on the memory system used by the operating
system (Chapter 8).

process state
process number

program counter

registers

memory limits

list of open files

Figure 3.3 Process control block (PCB).
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Figure 3.4 Diagram showing CPU switch from process to process.

® Accounting information. This information includes the amount of CPU
and real time used, time limits, account numbers, job or process numbers,
and so on.

e J/O status information. This information includes the list of I/0 devices
allocated to the process, a list of open files, and so on.

In brief, the PCB simply serves as the repository for any information that may
vary from process to process.

3.1.4 Threads

The process model discussed so far has implied that a process is a program that
performs a single thread of execution. For example, when a process is running
a word-processor program, a single thread of instructions is being executed.
This single thread of control allows the process to perform only one task at
a time. The user cannot simultaneously type in characters and run the spell
checker within the same process, for example. Most modern operating systems
have extended the process concept to allow a process to have multiple threads
of execution and thus to perform more than one task at a time. This feature
is especially beneficial on multicore systems, where multiple threads can run
in parallel. On a system that supports threads, the PCB is expanded to include
information for each thread. Other changes throughout the system are also
needed to support threads. Chapter 4 explores threads in detail.
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PROCESS REPRESENTATION IN LINUX

The process control block in the Linux operating system is represented by
the C structure task struct, which is found in the <linux/sched.h>
include file in the kernel source-code directory. This structure contains all the
necessary information for representing a process, including the state of the
process, scheduling and memory-management information, list of open files,
and pointers to the process’s parent and a list of its children and siblings. (A
process’s parent is the process that created it; its children are any processes
that it creates. Its siblings are children with the same parent process.) Some
of these fields include:

long state; /* state of the process */

struct sched entity se; /* scheduling information */
struct task struct *parent; /* this process’s parent */
struct list head children; /#* this process’s children */
struct files struct *files; /* list of open files */
struct mm struct *mm; /* address space of this process */

For example, the state of a process is represented by the field long state
in this structure. Within the Linux kernel, all active processes are represented
using a doubly linked list of task struct. The kernel maintains a pointer—
current—to the process currently executing on the system, as shown below:

7N

NN

struct task_struct
process information

struct task_struct
process information

struct task_struct
process information

L g T L7 g

current
(currently executing proccess)

As an illustration of how the kernel might manipulate one of the fields in
the task struct for a specified process, let’s assume the system would like
to change the state of the process currently running to the value new state.
If current is a pointer to the process currently executing, its state is changed
with the following:

current->state = new state;

3.2 Process Scheduling

The objective of multiprogramming is to have some process running at all
times, to maximize CPU utilization. The objective of time sharing is to switch the
CPU among processes so frequently that users can interact with each program
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Figure 3.5 The ready queue and various I/O device queues.

while it is running. To meet these objectives, the process scheduler selects
an available process (possibly from a set of several available processes) for
program execution on the CPU. For a single-processor system, there will never
be more than one running process. If there are more processes, the rest will
have to wait until the CPU is free and can be rescheduled.

3.2.1 Scheduling Queues

As processes enter the system, they are put into a job queue, which consists
of all processes in the system. The processes that are residing in main memory
and are ready and waiting to execute are kept on a list called the ready queue.
This queue is generally stored as a linked list. A ready-queue header contains
pointers to the first and final PCBs in the list. Each PCB includes a pointer field
that points to the next PCB in the ready queue.

The system also includes other queues. When a process is allocated the
CPU, it executes for a while and eventually quits, is interrupted, or waits for
the occurrence of a particular event, such as the completion of an 1/0 request.
Suppose the process makes an I/0 request to a shared device, such as a disk.
Since there are many processes in the system, the disk may be busy with the
1/0 request of some other process. The process therefore may have to wait for
the disk. The list of processes waiting for a particular 1/O device is called a
device queue. Each device has its own device queue (Figure 3.5).
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Figure 3.6 Queueing-diagram representation of process scheduling.

A common representation of process scheduling is a queueing diagram,
such as that in Figure 3.6. Each rectangular box represents a queue. Two types
of queues are present: the ready queue and a set of device queues. The circles
represent the resources that serve the queues, and the arrows indicate the flow
of processes in the system.

A new process is initially put in the ready queue. It waits there until it is
selected for execution, or dispatched. Once the process is allocated the CPU
and is executing, one of several events could occur:

¢ The process could issue an I/0 request and then be placed in an1/0 queue.

¢ The process could create a new child process and wait for the child’s
termination.

¢ The process could be removed forcibly from the CPU, as a result of an
interrupt, and be put back in the ready queue.

In the first two cases, the process eventually switches from the waiting state
to the ready state and is then put back in the ready queue. A process continues
this cycle until it terminates, at which time it is removed from all queues and
has its PCB and resources deallocated.

3.2.2 Schedulers

A process migrates among the various scheduling queues throughout its
lifetime. The operating system must select, for scheduling purposes, processes
from these queues in some fashion. The selection process is carried out by the
appropriate scheduler.

Often, in abatch system, more processes are submitted than can be executed
immediately. These processes are spooled to a mass-storage device (typically a
disk), where they are kept for later execution. The long-term scheduler, or job
scheduler, selects processes from this pool and loads them into memory for
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execution. The short-term scheduler, or CPU scheduler, selects from among
the processes that are ready to execute and allocates the CPU to one of them.

The primary distinction between these two schedulers lies in frequency
of execution. The short-term scheduler must select a new process for the CPU
frequently. A process may execute for only a few milliseconds before waiting
for an1/0 request. Often, the short-term scheduler executes at least once every
100 milliseconds. Because of the short time between executions, the short-term
scheduler must be fast. If it takes 10 milliseconds to decide to execute a process
for 100 milliseconds, then 10/(100 + 10) = 9 percent of the CPU is being used
(wasted) simply for scheduling the work.

The long-term scheduler executes much less frequently; minutes may sep-
arate the creation of one new process and the next. The long-term scheduler
controls the degree of multiprogramming (the number of processes in mem-
ory). If the degree of multiprogramming is stable, then the average rate of
process creation must be equal to the average departure rate of processes
leaving the system. Thus, the long-term scheduler may need to be invoked
only when a process leaves the system. Because of the longer interval between
executions, the long-term scheduler can afford to take more time to decide
which process should be selected for execution.

It is important that the long-term scheduler make a careful selection. In
general, most processes can be described as either 1/0 bound or CPU bound.
An 1/0-bound process is one that spends more of its time doing I/0 than
it spends doing computations. A CPU-bound process, in contrast, generates
I/0 requests infrequently, using more of its time doing computations. It is
important that the long-term scheduler select a good process mix of 1/0-bound
and CPU-bound processes. If all processes are I/0 bound, the ready queue will
almost always be empty, and the short-term scheduler will have little to do.
If all processes are CPU bound, the I/O waiting queue will almost always be
empty, devices will go unused, and again the system will be unbalanced. The
system with the best performance will thus have a combination of CPU-bound
and I/0-bound processes.

On some systems, the long-term scheduler may be absent or minimal.
For example, time-sharing systems such as UNIX and Microsoft Windows
systems often have no long-term scheduler but simply put every new process in
memory for the short-term scheduler. The stability of these systems depends
either on a physical limitation (such as the number of available terminals)
or on the self-adjusting nature of human users. If performance declines to
unacceptable levels on a multiuser system, some users will simply quit.

Some operating systems, such as time-sharing systems, may introduce an
additional, intermediate level of scheduling. This medium-term scheduler is
diagrammed in Figure 3.7. The key idea behind a medium-term scheduler is
that sometimes it can be advantageous to remove a process from memory
(and from active contention for the CPU) and thus reduce the degree of
multiprogramming. Later, the process can be reintroduced into memory, and its
execution can be continued where it left off. This scheme is called swapping.
The process is swapped out, and is later swapped in, by the medium-term
scheduler. Swapping may be necessary to improve the process mix or because
a change in memory requirements has overcommitted available memory,
requiring memory to be freed up. Swapping is discussed in Chapter 8.



114

Chapter 3 Processes

swap in partially executed swap out
swapped-out processes

ready queue % end

1/0 waiting
queues

&

Figure 3.7 Addition of medium-term scheduling to the queueing diagram.

3.2.3 Context Switch

As mentioned in Section 1.2.1, interrupts cause the operating system to change
a CPU from its current task and to run a kernel routine. Such operations happen
frequently on general-purpose systems. When an interrupt occurs, the system
needs to save the current context of the process running on the CPU so that
it can restore that context when its processing is done, essentially suspending
the process and then resuming it. The context is represented in the PCB of the
process. It includes the value of the CPU registers, the process state (see Figure
3.2), and memory-management information. Generically, we perform a state
save of the current state of the CPU, be it in kernel or user mode, and then a
state restore to resume operations.

Switching the CPU to another process requires performing a state save of
the current process and a state restore of a different process. This task is known
as a context switch. When a context switch occurs, the kernel saves the context
of the old process in its PCB and loads the saved context of the new process
scheduled to run. Context-switch time is pure overhead, because the system
does no useful work while switching. Switching speed varies from machine to
machine, depending on the memory speed, the number of registers that must
be copied, and the existence of special instructions (such as a single instruction
to load or store all registers). A typical speed is a few milliseconds.

Context-switch times are highly dependent on hardware support. For
instance, some processors (such as the Sun UltraSPARC) provide multiple sets
of registers. A context switch here simply requires changing the pointer to the
current register set. Of course, if there are more active processes than there are
register sets, the system resorts to copying register data to and from memory,
as before. Also, the more complex the operating system, the greater the amount
of work that must be done during a context switch. As we will see in Chapter
8, advanced memory-management techniques may require that extra data be
switched with each context. For instance, the address space of the current
process must be preserved as the space of the next task is prepared for use.
How the address space is preserved, and what amount of work is needed
to preserve it, depend on the memory-management method of the operating
system.
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MULTITASKING IN MOBILE SYSTEMS

Because of the constraints imposed on mobile devices, early versions of i0S
did not provide user-application multitasking; only one application runs in
the foreground and all other user applications are suspended. Operating-
system tasks were multitasked because they were written by Apple and well
behaved. However, beginning with iOS 4, Apple now provides a limited
form of multitasking for user applications, thus allowing a single foreground
application to run concurrently with multiple background applications. (On
a mobile device, the foreground application is the application currently
open and appearing on the display. The background application remains
in memory, but does not occupy the display screen.) The iOS 4 programming
API provides support for multitasking, thus allowing a process to run in
the background without being suspended. However, it is limited and only
available for a limited number of application types, including applications

® running a single, finite-length task (such as completing a download of
content from a network);

¢ receiving notifications of an event occurring (such as a new email
message);

¢ with long-running background tasks (such as an audio player.)

Apple probably limits multitasking due to battery life and memory use
concerns. The CPU certainly has the features to support multitasking, but
Apple chooses to not take advantage of some of them in order to better
manage resource use.

Android does not place such constraints on the types of applications that
can run in the background. If an application requires processing while in
the background, the application must use a service, a separate application
component that runs on behalf of the background process. Consider a
streaming audio application: if the application moves to the background, the
service continues to send audio files to the audio device driver on behalf of
the background application. In fact, the service will continue to run even if the
background application is suspended. Services do not have a user interface
and have a small memory footprint, thus providing an efficient technique for
multitasking in a mobile environment.

Operations on Processes

The processes in most systems can execute concurrently, and they may
be created and deleted dynamically. Thus, these systems must provide a
mechanism for process creation and termination. In this section, we explore
the mechanisms involved in creating processes and illustrate process creation
on UNIX and Windows systems.
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3.3.1 Process Creation

During the course of execution, a process may create several new processes. As
mentioned earlier, the creating process is called a parent process, and the new
processes are called the children of that process. Each of these new processes
may in turn create other processes, forming a tree of processes.

Most operating systems (including UNIX, Linux, and Windows) identify
processes according to a unique process identifier (or pid), which is typically
an integer number. The pid provides a unique value for each process in the
system, and it can be used as an index to access various attributes of a process
within the kernel.

Figure 3.8 illustrates a typical process tree for the Linux operating system,
showing the name of each process and its pid. (We use the term process rather
loosely, as Linux prefers the term task instead.) The init process (which always
has a pid of 1) serves as the root parent process for all user processes. Once the
system has booted, the init process can also create various user processes, such
as a web or print server, an ssh server, and the like. In Figure 3.8, we see two
children of init—kthreadd and sshd. The kthreadd process is responsible
for creating additional processes that perform tasks on behalf of the kernel
(in this situation, khelper and pdflush). The sshd process is responsible for
managing clients that connect to the system by using ssh (which is short for
secure shell). The login process is responsible for managing clients that directly
log onto the system. In this example, a client has logged on and is using the
bash shell, which has been assigned pid 8416. Using the bash command-line
interface, this user has created the process ps as well as the emacs editor.

On UNIX and Linux systems, we can obtain a listing of processes by using
the ps command. For example, the command

ps —el

will list complete information for all processes currently active in the system.
It is easy to construct a process tree similar to the one shown in Figure 3.8 by
recursively tracing parent processes all the way to the init process.

login
pid = 8415

kthreadd
pid = 2
khelper pdflush
pid = 6 pid = 200

sshd
pid = 3028

sshd
pid = 3610

tcsch
pid = 4005

emacs
pid = 9204

Figure 3.8 A tree of processes on a typical Linux system.
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In general, when a process creates a child process, that child process will
need certain resources (CPU time, memory, files, I/O devices) to accomplish
its task. A child process may be able to obtain its resources directly from
the operating system, or it may be constrained to a subset of the resources
of the parent process. The parent may have to partition its resources among
its children, or it may be able to share some resources (such as memory or
files) among several of its children. Restricting a child process to a subset of
the parent’s resources prevents any process from overloading the system by
creating too many child processes.

In addition to supplying various physical and logical resources, the parent
process may pass along initialization data (input) to the child process. For
example, consider a process whose function is to display the contents of a file
—say, image . jpg—on the screen of a terminal. When the process is created,
it will get, as an input from its parent process, the name of the file image.jpg.
Using that file name, it will open the file and write the contents out. It may
also get the name of the output device. Alternatively, some operating systems
pass resources to child processes. On such a system, the new process may get
two open files, image . jpg and the terminal device, and may simply transfer
the datum between the two.

When a process creates a new process, two possibilities for execution exist:

1. The parent continues to execute concurrently with its children.

2. The parent waits until some or all of its children have terminated.
There are also two address-space possibilities for the new process:

1. The child process is a duplicate of the parent process (it has the same
program and data as the parent).

2. The child process has a new program loaded into it.

To illustrate these differences, let’s first consider the UNIX operating system.
In UNIX, as we've seen, each process is identified by its process identifier,
which is a unique integer. A new process is created by the fork() system
call. The new process consists of a copy of the address space of the original
process. This mechanism allows the parent process to communicate easily with
its child process. Both processes (the parent and the child) continue execution
at the instruction after the fork(), with one difference: the return code for
the fork() is zero for the new (child) process, whereas the (nonzero) process
identifier of the child is returned to the parent.

After a fork() system call, one of the two processes typically uses the
exec () system call to replace the process’s memory space with a new program.
The exec() system call loads a binary file into memory (destroying the
memory image of the program containing the exec() system call) and starts
its execution. In this manner, the two processes are able to communicate and
then go their separate ways. The parent can then create more children; or, if it
has nothing else to do while the child runs, it can issue a wait () system call to
move itself off the ready queue until the termination of the child. Because the
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#include <sys/types.h>
#include <stdio.h>

#include <unistd.h>

int main()

{
pid t pid;
/* fork a child process */
pid = fork();
if (pid < 0) { /* error occurred */
fprintf (stderr, "Fork Failed");
return 1;
else if (pid == 0) { /* child process */
execlp("/bin/1s","1s" ,NULL) ;
else { /* parent process */
/* parent will wait for the child to complete */
wait (NULL) ;
printf ("Child Complete");
}
return O;
}

Figure 3.9 Creating a separate process using the UNIX fork () system call.

call to exec () overlays the process’s address space with a new program, the
call to exec () does not return control unless an error occurs.

The C program shown in Figure 3.9 illustrates the UNIX system calls
previously described. We now have two different processes running copies
of the same program. The only difference is that the value of pid (the process
identifier) for the child process is zero, while that for the parent is an integer
value greater than zero (in fact, it is the actual pid of the child process). The
child process inherits privileges and scheduling attributes from the parent,
as well certain resources, such as open files. The child process then overlays
its address space with the UNIX command /bin/1s (used to get a directory
listing) using the execlp() system call (execlp() is a version of the exec ()
system call). The parent waits for the child process to complete with the wait ()
system call. When the child process completes (by either implicitly or explicitly
invoking exit () ), the parent process resumes from the call to wait (), where it
completes using the exit () system call. This is also illustrated in Figure 3.10.

Of course, there is nothing to prevent the child from not invoking exec ()
and instead continuing to execute as a copy of the parent process. In this
scenario, the parent and child are concurrent processes running the same code
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parent (pid > 0)
@ parent resumes
child (pid = 0) @

Figure 3.10 Process creation using the fork () system call.

parent

instructions. Because the child is a copy of the parent, each process has its own
copy of any data.

As an alternative example, we next consider process creation in Windows.
Processes are created in the Windows API using the CreateProcess () func-
tion, which is similar to fork() in that a parent creates a new child process.
However, whereas fork () has the child process inheriting the address space
of its parent, CreateProcess () requires loading a specified program into the
address space of the child process at process creation. Furthermore, whereas
fork() is passed no parameters, CreateProcess () expects no fewer than ten
parameters.

The C program shown in Figure 3.11 illustrates the CreateProcess()
function, which creates a child process that loads the applicationmspaint . exe.
We opt for many of the default values of the ten parameters passed to
CreateProcess(). Readers interested in pursuing the details of process
creation and management in the Windows API are encouraged to consult the
bibliographical notes at the end of this chapter.

The two parameters passed to the CreateProcess () function are instances
of the STARTUPINFO and PROCESS INFORMATION structures. STARTUPINFO
specifies many properties of the new process, such as window size and
appearance and handles to standard input and output files. The PRO-
CESS INFORMATION structure contains a handle and the identifiers to the
newly created process and its thread. We invoke the ZeroMemory() func-
tion to allocate memory for each of these structures before proceeding with
CreateProcess().

The first two parameters passed to CreateProcess() are the application
name and command-line parameters. If the application name is NULL (as it is
in this case), the command-line parameter specifies the application to load. In
this instance, we are loading the Microsoft Windows mspaint . exe application.
Beyond these two initial parameters, we use the default parameters for
inheriting process and thread handles as well as specifying that there will be no
creation flags. We also use the parent’s existing environment block and starting
directory. Last, we provide two pointers to the STARTUPINFO and PROCESS -
INFORMATION structures created at the beginning of the program. In Figure
3.9, the parent process waits for the child to complete by invoking the wait ()
system call. The equivalent of this in Windows is WaitForSingleObject (),
which is passed a handle of the child process—pi.hProcess—and waits for
this process to complete. Once the child process exits, control returns from the
WaitForSingleObject () function in the parent process.
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#include <stdio.h>
#include <windows.h>

int main(VOID)

STARTUPINFO si;
PROCESS INFORMATION pi;

/* allocate memory */
ZeroMemory (&si, sizeof(si));
si.cb = sizeof(si);
ZeroMemory (&pi, sizeof(pi));

/* create child process */

if (!CreateProcess(NULL, /* use command line */
"C:\\WINDOWS\\system32\\mspaint.exe", /* command */
NULL, /* don’t inherit process handle */
NULL, /* don’t inherit thread handle */
FALSE, /* disable handle inheritance */
0, /* no creation flags */
NULL, /* use parent’s environment block */
NULL, /* use parent’s existing directory */
&si,
&pi))

fprintf (stderr, "Create Process Failed");
return -1;
}
/* parent will wait for the child to complete */
WaitForSingleObject (pi.hProcess, INFINITE);
printf ("Child Complete");

/* close handles */
CloseHandle(pi.hProcess);
CloseHandle(pi.hThread) ;

Figure 3.11 Creating a separate process using the Windows API.

3.3.2 Process Termination

A process terminates when it finishes executing its final statement and asks the
operating system to delete it by using the exit () system call. At that point, the
process may return a status value (typically an integer) to its parent process
(via the wait() system call). All the resources of the process—including
physical and virtual memory, open files, and 1/O buffers—are deallocated
by the operating system.

Termination can occur in other circumstances as well. A process can cause
the termination of another process via an appropriate system call (for example,
TerminateProcess () in Windows). Usually, such a system call can be invoked
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only by the parent of the process that is to be terminated. Otherwise, users could
arbitrarily kill each other’s jobs. Note that a parent needs to know the identities
of its children if it is to terminate them. Thus, when one process creates a new
process, the identity of the newly created process is passed to the parent.

A parent may terminate the execution of one of its children for a variety of
reasons, such as these:

¢ The child has exceeded its usage of some of the resources that it has been
allocated. (To determine whether this has occurred, the parent must have
a mechanism to inspect the state of its children.)

¢ The task assigned to the child is no longer required.

¢ The parent is exiting, and the operating system does not allow a child to
continue if its parent terminates.

Some systems do not allow a child to exist if its parent has terminated. In
such systems, if a process terminates (either normally or abnormally), then
all its children must also be terminated. This phenomenon, referred to as
cascading termination, is normally initiated by the operating system.

To illustrate process execution and termination, consider that, in Linux
and UNIX systems, we can terminate a process by using the exit () system
call, providing an exit status as a parameter:

/* exit with status 1 */
exit(1);

In fact, under normal termination, exit () may be called either directly (as
shown above) or indirectly (by a return statement in main()).

A parent process may wait for the termination of a child process by using
the wait () system call. The wait () system call is passed a parameter that
allows the parent to obtain the exit status of the child. This system call also
returns the process identifier of the terminated child so that the parent can tell
which of its children has terminated:

pid t pid;
int status;

pid = wait(&status);

When a process terminates, its resources are deallocated by the operating
system. However, its entry in the process table must remain there until the
parent calls wait (), because the process table contains the process’s exit status.
A process that has terminated, but whose parent has not yet called wait (), is
known as a zombie process. All processes transition to this state when they
terminate, but generally they exist as zombies only briefly. Once the parent
calls wait (), the process identifier of the zombie process and its entry in the
process table are released.

Now consider what would happen if a parent did not invoke wait () and
instead terminated, thereby leaving its child processes as orphans. Linux and
UNIX address this scenario by assigning the init process as the new parent to
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orphan processes. (Recall from Figure 3.8 that the init process is the root of the
process hierarchy in UNIX and Linux systems.) The init process periodically
invokes wait (), thereby allowing the exit status of any orphaned process to be
collected and releasing the orphan’s process identifier and process-table entry.

Interprocess Communication

Processes executing concurrently in the operating system may be either
independent processes or cooperating processes. A process is independent
if it cannot affect or be affected by the other processes executing in the system.
Any process that does not share data with any other process is independent. A
process is cooperating if it can affect or be affected by the other processes
executing in the system. Clearly, any process that shares data with other
processes is a cooperating process.

There are several reasons for providing an environment that allows process
cooperation:

¢ Information sharing. Since several users may be interested in the same
piece of information (for instance, a shared file), we must provide an
environment to allow concurrent access to such information.

¢ Computation speedup. If we want a particular task to run faster, we must
break it into subtasks, each of which will be executing in parallel with the
others. Notice that such a speedup can be achieved only if the computer
has multiple processing cores.

¢ Modularity. We may want to construct the system in a modular fashion,
dividing the system functions into separate processes or threads, as we
discussed in Chapter 2.

¢ Convenience. Even an individual user may work on many tasks at the
same time. For instance, a user may be editing, listening to music, and
compiling in parallel.

Cooperating processes require an interprocess communication (IPC) mech-
anism that will allow them to exchange data and information. There are two
fundamental models of interprocess communication: shared memory and mes-
sage passing. In the shared-memory model, a region of memory that is shared
by cooperating processes is established. Processes can then exchange informa-
tion by reading and writing data to the shared region. In the message-passing
model, communication takes place by means of messages exchanged between
the cooperating processes. The two communications models are contrasted in
Figure 3.12.

Both of the models just mentioned are common in operating systems,
and many systems implement both. Message passing is useful for exchanging
smaller amounts of data, because no conflicts need be avoided. Message
passing is also easier to implement in a distributed system than shared memory.
(Although there are systems that provide distributed shared memory, we donot
consider them in this text.) Shared memory can be faster than message passing,
since message-passing systems are typically implemented using system calls
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MULTIPROCESS ARCHITECTURE—CHROME BROWSER

Many websites contain active content such as JavaScript, Flash, and HTML5 to
provide a rich and dynamic web-browsing experience. Unfortunately, these
web applications may also contain software bugs, which can resultin sluggish
response times and can even cause the web browser to crash. This isn’t a big
problem in a web browser that displays content from only one website. But
most contemporary web browsers provide tabbed browsing, which allows a
single instance of a web browser application to open several websites at the
same time, with each site in a separate tab. To switch between the different
sites , a user need only click on the appropriate tab. This arrangement is
illustrated below:
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Each tab represents a separate process

A problem with this approach is thatif a web application in any tab crashes,
the entire process—including all other tabs displaying additional websites
—crashes as well.

Google’s Chrome web browser was designed to address this issue by
using a multiprocess architecture. Chrome identifies three different types of
processes: browser, renderers, and plug-ins.

® The browser process is responsible for managing the user interface as
well as disk and network I/0. A new browser process is created when
Chrome is started. Only one browser process is created.

® Renderer processes contain logic for rendering web pages. Thus, they
contain the logic for handling HTML, Javascript, images, and so forth. As
a general rule, a new renderer process is created for each website opened
in a new tab, and so several renderer processes may be active at the same
time.

® A plug-in process is created for each type of plug-in (such as Flash or
QuickTime) in use. Plug-in processes contain the code for the plug-in as
well as additional code that enables the plug-in to communicate with
associated renderer processes and the browser process.

The advantage of the multiprocess approach is that websites run in
isolation from one another. If one website crashes, only its renderer process
is affected; all other processes remain unharmed. Furthermore, renderer
processes run in a sandbox, which means that access to disk and network
1/0 is restricted, minimizing the effects of any security exploits.

and thus require the more time-consuming task of kernel intervention. In
shared-memory systems, system calls are required only to establish shared-
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Figure 3.12 Communications models. (a) Message passing. (b) Shared memory.

memory regions. Once shared memory is established, all accesses are treated
as routine memory accesses, and no assistance from the kernel is required.

Recent research on systems with several processing cores indicates that
message passing provides better performance than shared memory on such
systems. Shared memory suffers from cache coherency issues, which arise
because shared data migrate among the several caches. As the number of
processing cores on systems increases, it is possible that we will see message
passing as the preferred mechanism for IPC.

In the remainder of this section, we explore shared-memory and message-
passing systems in more detail.

3.4.1 Shared-Memory Systems

Interprocess communication using shared memory requires communicating
processes to establish a region of shared memory. Typically, a shared-memory
region resides in the address space of the process creating the shared-memory
segment. Other processes that wish to communicate using this shared-memory
segment must attach it to their address space. Recall that, normally, the
operating system tries to prevent one process from accessing another process’s
memory. Shared memory requires that two or more processes agree to remove
this restriction. They can then exchange information by reading and writing
data in the shared areas. The form of the data and the location are determined by
these processes and are not under the operating system’s control. The processes
are also responsible for ensuring that they are not writing to the same location
simultaneously.

To illustrate the concept of cooperating processes, let’s consider the
producer—consumer problem, which is a common paradigm for cooperating
processes. A producer process produces information that is consumed by a
consumer process. For example, a compiler may produce assembly code that
is consumed by an assembler. The assembler, in turn, may produce object
modules that are consumed by the loader. The producer—consumer problem
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while (true) {
/* produce an item in next produced */

while (((in + 1) % BUFFER SIZE) == out)
; /* do nothing */

buffer[in] = next produced;
in = (in + 1) % BUFFER SIZE;

Figure 3.13 The producer process using shared memory.

also provides a useful metaphor for the client—server paradigm. We generally
think of a server as a producer and a client as a consumer. For example, a web
server produces (that is, provides) HTML files and images, which are consumed
(that is, read) by the client web browser requesting the resource.

One solution to the producer—consumer problem uses shared memory. To
allow producer and consumer processes to run concurrently, we must have
available a buffer of items that can be filled by the producer and emptied by
the consumer. This buffer will reside in a region of memory that is shared by
the producer and consumer processes. A producer can produce one item while
the consumer is consuming another item. The producer and consumer must
be synchronized, so that the consumer does not try to consume an item that
has not yet been produced.

Two types of buffers can be used. The unbounded buffer places no practical
limit on the size of the buffer. The consumer may have to wait for new items,
but the producer can always produce new items. The bounded buffer assumes
a fixed buffer size. In this case, the consumer must wait if the buffer is empty,
and the producer must wait if the buffer is full.

Let’s look more closely at how the bounded buffer illustrates interprocess
communication using shared memory. The following variables reside in a
region of memory shared by the producer and consumer processes:

#define BUFFER SIZE 10
typedef struct {
}item;

item buffer [BUFFER SIZE] ;
int in = 0;
int out = 0;

The shared buffer isimplemented as a circular array with two logical pointers:
in and out. The variable in points to the next free position in the buffer; out
points to the first full position in the buffer. The buffer is empty when in ==
out; the buffer is full when ((in + 1) % BUFFER SIZE) == out.

The code for the producer process is shown in Figure 3.13, and the code
for the consumer process is shown in Figure 3.14. The producer process has a
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item next consumed;

while (true) {
while (in == out)
; /* do nothing */

next consumed = buffer[out];
out = (out + 1) % BUFFER SIZE;

/* consume the item in next consumed */

Figure 3.14 The consumer process using shared memory.

local variable next produced in which the new item to be produced is stored.
The consumer process has a local variable next consumed in which the item
to be consumed is stored.

This scheme allows at most BUFFER SIZE — 1 items in the buffer at the
same time. We leave it as an exercise for you to provide a solution in which
BUFFER SIZE items can be in the buffer at the same time. In Section 3.5.1, we
illustrate the POSIX API for shared memory.

One issue this illustration does not address concerns the situation in which
both the producer process and the consumer process attempt to access the
shared buffer concurrently. In Chapter 5, we discuss how synchronization
among cooperating processes can be implemented effectively in a shared-
memory environment.

3.4.2 Message-Passing Systems

In Section 3.4.1, we showed how cooperating processes can communicate in a
shared-memory environment. The scheme requires that these processes share a
region of memory and that the code for accessing and manipulating the shared
memory be written explicitly by the application programmer. Another way to
achieve the same effect is for the operating system to provide the means for
cooperating processes to communicate with each other via a message-passing
facility.

Message passing provides a mechanism to allow processes to communicate
and to synchronize their actions without sharing the same address space. It is
particularly useful in a distributed environment, where the communicating
processes may reside on different computers connected by a network. For
example, an Internet chat program could be designed so that chat participants
communicate with one another by exchanging messages.

A message-passing facility provides at least two operations:

send (message) receive (message)

Messages sent by a process can be either fixed or variable in size. If only
fixed-sized messages can be sent, the system-level implementation is straight-
forward. This restriction, however, makes the task of programming more
difficult. Conversely, variable-sized messages require a more complex system-
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level implementation, but the programming task becomes simpler. This is a
common kind of tradeoff seen throughout operating-system design.

If processes P and Q want to communicate, they must send messages to and
receive messages from each other: a communication link must exist between
them. This link can be implemented in a variety of ways. We are concerned here
not with the link’s physical implementation (such as shared memory, hardware
bus, or network, which are covered in Chapter 17) but rather with its logical
implementation. Here are several methods for logically implementing a link
and the send () /receive () operations:

¢ Direct or indirect communication
¢ Synchronous or asynchronous communication

® Automatic or explicit buffering
We look at issues related to each of these features next.

3.4.21 Naming

Processes that want to communicate must have a way to refer to each other.
They can use either direct or indirect communication.

Under direct communication, each process that wants to communicate
must explicitly name the recipient or sender of the communication. In this
scheme, the send () and receive () primitives are defined as:

¢ send(P, message) —Send a message to process P.

e receive(Q, message) —Receive a message from process Q.
A communication link in this scheme has the following properties:

e A link is established automatically between every pair of processes that
want to communicate. The processes need to know only each other’s
identity to communicate.

e A link is associated with exactly two processes.

® Between each pair of processes, there exists exactly one link.

This scheme exhibits symmetry in addressing; that is, both the sender
process and the receiver process must name the other to communicate. A
variant of this scheme employs asymmetry in addressing. Here, only the sender
names the recipient; the recipient is not required to name the sender. In this
scheme, the send () and receive () primitives are defined as follows:

® send(P, message) —Send a message to process P.

® receive(id, message) —Receive a message from any process. The
variable id is set to the name of the process with which communication
has taken place.
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The disadvantage in both of these schemes (symmetric and asymmetric)
is the limited modularity of the resulting process definitions. Changing the
identifier of a process may necessitate examining all other process definitions.
All references to the old identifier must be found, so that they can be modified
to the new identifier. In general, any such hard-coding techniques, where
identifiers mustbe explicitly stated, are less desirable than techniques involving
indirection, as described next.

With indirect communication, the messages are sent to and received from
mailboxes, or ports. A mailbox can be viewed abstractly as an object into which
messages can be placed by processes and from which messages can be removed.
Each mailbox has a unique identification. For example, POSIX message queues
use an integer value to identify a mailbox. A process can communicate with
another process via a number of different mailboxes, but two processes can
communicate only if they have a shared mailbox. The send () and receive ()
primitives are defined as follows:

¢ send(A, message) —Send a message to mailbox A.

e receive(A, message) —Receive a message from mailbox A.
In this scheme, a communication link has the following properties:

¢ A link is established between a pair of processes only if both members of
the pair have a shared mailbox.

¢ A link may be associated with more than two processes.

¢ Between each pair of communicating processes, a number of different links
may exist, with each link corresponding to one mailbox.

Now suppose that processes P;, P>, and P; all share mailbox A. Process
P; sends a message to A, while both P, and P; execute a receive () from A.
Which process will receive the message sent by P;? The answer depends on
which of the following methods we choose:

¢ Allow a link to be associated with two processes at most.
¢ Allow at most one process at a time to execute a receive () operation.

¢ Allow the system to select arbitrarily which process will receive the
message (that s, either P, or P;, but not both, will receive the message). The
system may define an algorithm for selecting which process will receive the
message (for example, round robin, where processes take turns receiving
messages). The system may identify the receiver to the sender.

A mailbox may be owned either by a process or by the operating system.
If the mailbox is owned by a process (that is, the mailbox is part of the address
space of the process), then we distinguish between the owner (which can
only receive messages through this mailbox) and the user (which can only
send messages to the mailbox). Since each mailbox has a unique owner, there
can be no confusion about which process should receive a message sent to
this mailbox. When a process that owns a mailbox terminates, the mailbox
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disappears. Any process that subsequently sends a message to this mailbox
must be notified that the mailbox no longer exists.

In contrast, a mailbox that is owned by the operating system has an
existence of its own. It is independent and is not attached to any particular
process. The operating system then must provide a mechanism that allows a
process to do the following;:

¢ Create a new mailbox.
¢ Send and receive messages through the mailbox.

e Delete a mailbox.

The process that creates a new mailbox is that mailbox’s owner by default.
Initially, the owner is the only process that can receive messages through this
mailbox. However, the ownership and receiving privilege may be passed to
other processes through appropriate system calls. Of course, this provision
could result in multiple receivers for each mailbox.

3.4.2.2 Synchronization

Communication between processes takes place through calls to send () and
receive() primitives. There are different design options for implementing
each primitive. Message passing may be either blocking or nonblocking—
also known as synchronous and asynchronous. (Throughout this text, you
will encounter the concepts of synchronous and asynchronous behavior in
relation to various operating-system algorithms.)

¢ Blocking send. The sending process is blocked until the message is
received by the receiving process or by the mailbox.

* Nonblocking send. The sending process sends the message and resumes
operation.

¢ Blocking receive. The receiver blocks until a message is available.

¢ Nonblocking receive. The receiver retrieves either a valid message or a
null.

Different combinations of send () and receive () are possible. When both
send() and receive() are blocking, we have a rendezvous between the
sender and the receiver. The solution to the producer—consumer problem
becomes trivial when we use blocking send() and receive() statements.
The producer merely invokes the blocking send () call and waits until the
message is delivered to either the receiver or the mailbox. Likewise, when the
consumer invokes receive (), it blocks until a message is available. This is
illustrated in Figures 3.15 and 3.16.

3.4.2.3 Buffering

Whether communication is direct or indirect, messages exchanged by commu-
nicating processes reside in a temporary queue. Basically, such queues can be
implemented in three ways:
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message next produced;

while (true) {
/* produce an item in next produced */

send (next produced);

Figure 3.15 The producer process using message passing.

e Zero capacity. The queue has a maximum length of zero; thus, the link
cannot have any messages waiting in it. In this case, the sender must block
until the recipient receives the message.

¢ Bounded capacity. The queue has finite length 7; thus, at most n messages
can reside in it. If the queue is not full when a new message is sent, the
message is placed in the queue (either the message is copied or a pointer
to the message is kept), and the sender can continue execution without
waiting. The link’s capacity is finite, however. If the link is full, the sender
must block until space is available in the queue.

¢ Unbounded capacity. The queue’s length is potentially infinite; thus, any
number of messages can wait in it. The sender never blocks.

The zero-capacity case is sometimes referred to as a message system with no
buffering. The other cases are referred to as systems with automatic buffering.

Examples of IPC Systems

In this section, we explore three different IPC systems. We first cover the POSIX
API for shared memory and then discuss message passing in the Mach operating
system. We conclude with Windows, which interestingly uses shared memory
as a mechanism for providing certain types of message passing.

3.5.1 An Example: POSIX Shared Memory

Several IPC mechanisms are available for POSIX systems, including shared
memory and message passing. Here, we explore the POSIX API for shared
memory.

POSIX shared memory is organized using memory-mapped files, which
associate the region of shared memory with a file. A process must first create

message next consumed;

while (true) {
receive(next consumed) ;

/* consume the item in next consumed */

Figure 3.16 The consumer process using message passing.
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a shared-memory object using the shm open () system call, as follows:
shm fd = shm open(name, 0 CREAT | O RDRW, 0666) ;

The first parameter specifies the name of the shared-memory object. Processes
that wish to access this shared memory must refer to the object by this name.
The subsequent parameters specify that the shared-memory object is to be
created if it does not yet exist (0 CREAT) and that the object is open for reading
and writing (O RDRW). The last parameter establishes the directory permissions
of the shared-memory object. A successful call to shm open () returns an integer
file descriptor for the shared-memory object.

Once the object is established, the ftruncate() function is used to
configure the size of the object in bytes. The call

ftruncate(shm fd, 4096);

sets the size of the object to 4,096 bytes.

Finally, the mmap () function establishes a memory-mapped file containing
the shared-memory object. It also returns a pointer to the memory-mapped file
that is used for accessing the shared-memory object.

The programs shown in Figure 3.17 and 3.18 use the producer—consumer
model in implementing shared memory. The producer establishes a shared-
memory object and writes to shared memory, and the consumer reads from
shared memory.

The producer, shown in Figure 3.17, creates a shared-memory object named
0S and writes the infamous string "Hello World!" to shared memory. The
program memory-maps a shared-memory object of the specified size and
allows writing to the object. (Obviously, only writing is necessary for the
producer.) The flag MAP SHARED specifies that changes to the shared-memory
object will be visible to all processes sharing the object. Notice that we write to
the shared-memory object by calling the sprintf () function and writing the
formatted string to the pointer ptr. After each write, we must increment the
pointer by the number of bytes written.

The consumer process, shown in Figure 3.18, reads and outputs the contents
of the shared memory. The consumer also invokes the shm unlink () function,
which removes the shared-memory segment after the consumer has accessed
it. We provide further exercises using the POSIX shared-memory API in the
programming exercises at the end of this chapter. Additionally, we provide
more detailed coverage of memory mapping in Section 9.7.

3.5.2 An Example: Mach

As an example of message passing, we next consider the Mach operating
system. You may recall that we introduced Mach in Chapter 2 as part of the Mac
OS X operating system. The Mach kernel supports the creation and destruction
of multiple tasks, which are similar to processes but have multiple threads
of control and fewer associated resources. Most communication in Mach—
including all intertask information—is carried out by messages. Messages are
sent to and received from mailboxes, called ports in Mach.
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#include <stdio.h>
#include <stlib.h>
#include <string.h>
#include <fcntl.h>
#include <sys/shm.h>
#include <sys/stat.h>

int main()

{

/* the size (in bytes) of shared memory object */
const int SIZE 4096;

/* name of the shared memory object */

const char *name = "0S";

/* strings written to shared memory */
const char *message 0 = "Hello";

const char *message 1 = "World!";

/* shared memory file descriptor */
int shm fd;
/* pointer to shared memory obect */
void *ptr;

/* create the shared memory object */
shm fd = shm open(name, O CREAT | O RDRW, 0666);

/* configure the size of the shared memory object */
ftruncate(shm £fd, SIZE);

/* memory map the shared memory object */
ptr = mmap(0, SIZE, PROT WRITE, MAP SHARED, shm fd, 0);

/* write to the shared memory object */
sprintf (ptr,"%s" ,message 0);

ptr += strlen(message 0);

sprintf (ptr,"%s" ,message 1);

ptr += strlen(message 1);

return O;

Figure 3.17 Producer process illustrating POSIX shared-memory API.

Even system calls are made by messages. When a task is created, two
special mailboxes—the Kernel mailbox and the Notify mailbox—are also
created. The kernel uses the Kernel mailbox to communicate with the task and
sends notification of event occurrences to the Notify port. Only three system
calls are needed for message transfer. The msg send () call sends a message
to a mailbox. A message is received via msg receive (). Remote procedure
calls (RPCs) are executed via msg rpc (), which sends a message and waits for
exactly one return message from the sender. In this way, the RPC models a
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#include <stdio.h>
#include <stlib.h>
#include <fcntl.h>
#include <sys/shm.h>
#include <sys/stat.h>

int main()

{

/* the size (in bytes) of shared memory object */
const int SIZE 4096;

/* name of the shared memory object */

const char *name = "0S";
/* shared memory file descriptor */
int shm fd;

/* pointer to shared memory obect */
void *ptr;

/* open the shared memory object */
shm fd = shm open(name, 0 RDONLY, 0666) ;

/* memory map the shared memory object */
ptr = mmap(0, SIZE, PROT READ, MAP SHARED, shm fd, 0);

/* read from the shared memory object */
printf ("%s", (char *)ptr);

/* remove the shared memory object */
shm unlink (name) ;

return O;

Figure 3.18 Consumer process illustrating POSIX shared-memory API.

typical subroutine procedure call but can work between systems—hence the
term remote. Remote procedure calls are covered in detail in Section 3.6.2.

The port allocate() system call creates a new mailbox and allocates
space for its queue of messages. The maximum size of the message queue
defaults to eight messages. The task that creates the mailbox is that mailbox’s
owner. The owner is also allowed to receive from the mailbox. Only one task
at a time can either own or receive from a mailbox, but these rights can be sent
to other tasks.

The mailbox’s message queue is initially empty. As messages are sent to
the mailbox, the messages are copied into the mailbox. All messages have the
same priority. Mach guarantees that multiple messages from the same sender
are queued in first-in, first-out (FIFO) order but does not guarantee an absolute
ordering. For instance, messages from two senders may be queued in any order.

The messages themselves consist of a fixed-length header followed by a
variable-length data portion. The header indicates the length of the message
and includes two mailbox names. One mailbox name specifies the mailbox
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to which the message is being sent. Commonly, the sending thread expects a
reply, so the mailbox name of the sender is passed on to the receiving task,
which can use it as a “return address.”

The variable part of a message is a list of typed data items. Each entry
in the list has a type, size, and value. The type of the objects specified in the
message is important, since objects defined by the operating system—such as
ownership or receive access rights, task states, and memory segments—may
be sent in messages.

The send and receive operations themselves are flexible. For instance, when
a message is sent to a mailbox, the mailbox may be full. If the mailbox is not
full, the message is copied to the mailbox, and the sending thread continues. If
the mailbox is full, the sending thread has four options:

1. Wait indefinitely until there is room in the mailbox.
2. Wait at most n milliseconds.

3. Do not wait at all but rather return immediately.

4.

Temporarily cache a message. Here, a message is given to the operating
system to keep, even though the mailbox to which that message is being
sent is full. When the message can be put in the mailbox, a message is sent
back to the sender. Only one message to a full mailbox can be pending at
any time for a given sending thread.

The final option is meant for server tasks, such as a line-printer driver. After
finishing a request, such tasks may need to send a one-time reply to the task
that requested service, but they must also continue with other service requests,
even if the reply mailbox for a client is full.

The receive operation must specify the mailbox or mailbox set from which a
message is to be received. A mailbox setis a collection of mailboxes, as declared
by the task, which can be grouped together and treated as one mailbox for the
purposes of the task. Threads in a task can receive only from a mailbox or
mailbox set for which the task has receive access. A port status() system
call returns the number of messages in a given mailbox. The receive operation
attempts to receive from (1) any mailbox in a mailbox set or (2) a specific
(named) mailbox. If no message is waiting to be received, the receiving thread
can either wait at most 7 milliseconds or not wait at all.

The Mach system was especially designed for distributed systems, which
we discuss in Chapter 17, but Mach was shown to be suitable for systems
with fewer processing cores, as evidenced by its inclusion in the Mac OS X
system. The major problem with message systems has generally been poor
performance caused by double copying of messages: the message is copied
first from the sender to the mailbox and then from the mailbox to the receiver.
The Mach message system attempts to avoid double-copy operations by using
virtual-memory-management techniques (Chapter 9). Essentially, Mach maps
the address space containing the sender’s message into the receiver’s address
space. The message itself is never actually copied. This message-management
technique provides a large performance boost but works for only intrasystem
messages. The Mach operating system is discussed in more detail in the online
Appendix B.
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3.5.3 An Example: Windows

The Windows operating system is an example of modern design that employs
modularity to increase functionality and decrease the time needed to imple-
ment new features. Windows provides support for multiple operating envi-
ronments, or subsystems. Application programs communicate with these
subsystems via a message-passing mechanism. Thus, application programs
can be considered clients of a subsystem server.

The message-passing facility in Windows is called the advanced local
procedure call (ALPC) facility. It is used for communication between two
processes on the same machine. It is similar to the standard remote procedure
call (RPC) mechanism that is widely used, but it is optimized for and specific
to Windows. (Remote procedure calls are covered in detail in Section 3.6.2.)
Like Mach, Windows uses a port object to establish and maintain a connection
between two processes. Windows uses two types of ports: connection ports
and communication ports.

Server processes publish connection-port objects that are visible to all
processes. When a client wants services from a subsystem, it opens a handle to
the server’s connection-port object and sends a connection request to that port.
The server then creates a channel and returns a handle to the client. The channel
consists of a pair of private communication ports: one for client—server
messages, the other for server —client messages. Additionally, communication
channels support a callback mechanism that allows the client and server to
accept requests when they would normally be expecting a reply.

When an ALPC channel is created, one of three message-passing techniques
is chosen:

1. For small messages (up to 256 bytes), the port’s message queue is used
as intermediate storage, and the messages are copied from one process to
the other.

2. Larger messages must be passed through a section object, which is a
region of shared memory associated with the channel.

3. When the amount of data is too large to fit into a section object, an API is
available that allows server processes to read and write directly into the
address space of a client.

The client has to decide when it sets up the channel whether it will need
to send a large message. If the client determines that it does want to send
large messages, it asks for a section object to be created. Similarly, if the server
decides that replies will be large, it creates a section object. So that the section
object can be used, a small message is sent that contains a pointer and size
information about the section object. This method is more complicated than
the first method listed above, but it avoids data copying. The structure of
advanced local procedure calls in Windows is shown in Figure 3.19.

It is important to note that the ALPC facility in Windows is not part of the
Windows API and hence is not visible to the application programmer. Rather,
applications using the Windows API invoke standard remote procedure calls.
When the RPC is being invoked on a process on the same system, the RPC is
handled indirectly through an ALPC. procedure call. Additionally, many kernel
services use ALPC to communicate with client processes.
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Figure 3.19 Advanced local procedure calls in Windows.

Communication in Client-Server Systems

In Section 3.4, we described how processes can communicate using shared
memory and message passing. These techniques can be used for communica-
tion in client—server systems (Section 1.11.4) as well. In this section, we explore
three other strategies for communication in client—server systems: sockets,
remote procedure calls (RPCs), and pipes.

3.6.1 Sockets

A socket is defined as an endpoint for communication. A pair of processes
communicating over a network employs a pair of sockets—one for each
process. A socket is identified by an IP address concatenated with a port
number. In general, sockets use a client—server architecture. The server waits
for incoming client requests by listening to a specified port. Once a request
is received, the server accepts a connection from the client socket to complete
the connection. Servers implementing specific services (such as telnet, FTP, and
HTTP) listen to well-known ports (a telnet server listens to port 23; an FTP
server listens to port 21; and a web, or HTTP, server listens to port 80). All
ports below 1024 are considered well known; we can use them to implement
standard services.

When a client process initiates a request for a connection, it is assigned a
port by its host computer. This port has some arbitrary number greater than
1024. For example, if a client on host X with IP address 146.86.5.20 wishes to
establish a connection with a web server (which is listening on port 80) at
address 161.25.19.8, host X may be assigned port 1625. The connection will
consist of a pair of sockets: (146.86.5.20:1625) on host X and (161.25.19.8:80)
on the web server. This situation is illustrated in Figure 3.20. The packets
traveling between the hosts are delivered to the appropriate process based on
the destination port number.

All connections must be unique. Therefore, if another process also on host
X wished to establish another connection with the same web server, it would be
assigned a port number greater than 1024 and not equal to 1625. This ensures
that all connections consist of a unique pair of sockets.
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Figure 3.20 Communication using sockets.

Although most program examples in this text use C, we will illustrate
sockets using Java, as it provides a much easier interface to sockets and has a
rich library for networking utilities. Those interested in socket programming
in C or C++ should consult the bibliographical notes at the end of the chapter.

Java provides three different types of sockets. Connection-oriented (TCP)
sockets are implemented with the Socket class. Connectionless (UDP) sockets
use the DatagramSocket class. Finally, the MulticastSocket classisasubclass
of the DatagramSocket class. A multicast socket allows data to be sent to
multiple recipients.

Our example describes a date server that uses connection-oriented TCP
sockets. The operation allows clients to request the current date and time from
the server. The server listens to port 6013, although the port could have any
arbitrary number greater than 1024. When a connection is received, the server
returns the date and time to the client.

The date server is shown in Figure 3.21. The server creates a ServerSocket
that specifies that it will listen to port 6013. The server then begins listening
to the port with the accept () method. The server blocks on the accept ()
method waiting for a client to request a connection. When a connection request
is received, accept () returns a socket that the server can use to communicate
with the client.

The details of how the server communicates with the socket are as follows.
The server first establishes a PrintWriter object that it will use to communicate
with the client. A PrintWriter object allows the server to write to the socket
using the routine print () and println() methods for output. The server
process sends the date to the client, calling the method println(). Once it
has written the date to the socket, the server closes the socket to the client and
resumes listening for more requests.

A client communicates with the server by creating a socket and connecting
to the port on which the server is listening. We implement such a client in the
Java program shown in Figure 3.22. The client creates a Socket and requests
a connection with the server at IP address 127.0.0.1 on port 6013. Once the
connection is made, the client can read from the socket using normal stream
I/0 statements. After it has received the date from the server, the client closes
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import java.net.*;
import java.io.*;

public class DateServer

{

public static void main(String[] args) {

try {
ServerSocket sock = new ServerSocket(6013);

/* now listen for connections */
while (true) {
Socket client = sock.accept();

PrintWriter pout = new
PrintWriter(client.getOutputStream(), true);

/* write the Date to the socket */
pout.println(new java.util.Date().toString());

/* close the socket and resume */
/* listening for connections */
client.close();
}
}
catch (IOException ioe) {
System.err.println(ioe);
}

}
}

Figure 3.21 Date server.

the socket and exits. The IP address 127.0.0.1 is a special IP address known as the
loopback. When a computer refers to IP address 127.0.0.1, it is referring to itself.
This mechanism allows a client and server on the same host to communicate
using the TCP/IP protocol. The IP address 127.0.0.1 could be replaced with the
IP address of another host running the date server. In addition to an IP address,
an actual host name, such as www.westminstercollege.edu, can be used as
well.

Communication using sockets—although common and efficient—is con-
sidered a low-level form of communication between distributed processes.
One reason is that sockets allow only an unstructured stream of bytes to be
exchanged between the communicating threads. It is the responsibility of the
client or server application to impose a structure on the data. In the next two
subsections, we look at two higher-level methods of communication: remote
procedure calls (RPCs) and pipes.

3.6.2 Remote Procedure Calls

One of the most common forms of remote service is the RPC paradigm, which
we discussed briefly in Section 3.5.2. The RPC was designed as a way to
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import java.net.*;
import java.io.*;

public class DateClient

{

public static void main(String[] args) {
try {
/* make connection to server socket */
Socket sock = new Socket("127.0.0.1",6013);

InputStream in = sock.getInputStream();
BufferedReader bin = new
BufferedReader (new InputStreamReader(in));

/* read the date from the socket */

String line;

while ( (line = bin.readLine()) !'= null)
System.out.println(line);

/* close the socket connection*/
sock.close();

catch (IOException ioe) {
System.err.println(ioe);
}

}
}

Figure 3.22 Date client.

abstract the procedure-call mechanism for use between systems with network
connections. It is similar in many respects to the IPC mechanism described in
Section 3.4, and it is usually built on top of such a system. Here, however,
because we are dealing with an environment in which the processes are
executing on separate systems, we must use a message-based communication
scheme to provide remote service.

In contrast to IPC messages, the messages exchanged in RPC communication
are well structured and are thus no longer just packets of data. Each message is
addressed to an RPC daemon listening to a port on the remote system, and each
contains an identifier specifying the function to execute and the parameters
to pass to that function. The function is then executed as requested, and any
output is sent back to the requester in a separate message.

A port is simply a number included at the start of a message packet.
Whereas a system normally has one network address, it can have many ports
within that address to differentiate the many network services it supports. If a
remote process needs a service, it addresses a message to the proper port. For
instance, if a system wished to allow other systems to be able to list its current
users, it would have a daemon supporting such an RPC attached to a port—
say, port 3027. Any remote system could obtain the needed information (that
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is, the list of current users) by sending an RPC message to port 3027 on the
server. The data would be received in a reply message.

The semantics of RPCs allows a client to invoke a procedure on a remote
host as it would invoke a procedure locally. The RPC system hides the details
that allow communication to take place by providing a stub on the client side.
Typically, a separate stub exists for each separate remote procedure. When the
client invokes a remote procedure, the RPC system calls the appropriate stub,
passing it the parameters provided to the remote procedure. This stub locates
the port on the server and marshals the parameters. Parameter marshalling
involves packaging the parameters into a form that can be transmitted over
a network. The stub then transmits a message to the server using message
passing. A similar stub on the server side receives this message and invokes
the procedure on the server. If necessary, return values are passed back to the
client using the same technique. On Windows systems, stub code is compiled
from a specification written in the Microsoft Interface Definition Language
(MIDL), which is used for defining the interfaces between client and server
programs.

One issue that must be dealt with concerns differences in data representa-
tion on the client and server machines. Consider the representation of 32-bit
integers. Some systems (known as big-endian) store the most significant byte
first, while other systems (known as little-endian) store the least significant
byte first. Neither order is “better” per se; rather, the choice is arbitrary within
a computer architecture. To resolve differences like this, many RPC systems
define a machine-independent representation of data. One such representation
is known as external data representation (XDR). On the client side, parameter
marshalling involves converting the machine-dependent data into XDR before
they are sent to the server. On the server side, the XDR data are unmarshalled
and converted to the machine-dependent representation for the server.

Another important issue involves the semantics of a call. Whereas local
procedure calls fail only under extreme circumstances, RPCs can fail, or be
duplicated and executed more than once, as a result of common network
errors. One way to address this problem is for the operating system to ensure
that messages are acted on exactly once, rather than at most once. Most local
procedure calls have the “exactly once” functionality, but it is more difficult to
implement.

First, consider “at most once.” This semantic can be implemented by
attaching a timestamp to each message. The server must keep a history of
all the timestamps of messages it has already processed or a history large
enough to ensure that repeated messages are detected. Incoming messages
that have a timestamp already in the history are ignored. The client can then
send a message one or more times and be assured that it only executes once.

For “exactly once,” we need to remove the risk that the server will never
receive the request. To accomplish this, the server must implement the “at
most once” protocol described above but must also acknowledge to the client
that the RPC call was received and executed. These ACK messages are common
throughout networking. The client must resend each RPC call periodically until
it receives the ACK for that call.

Yet another important issue concerns the communication between a server
and a client. With standard procedure calls, some form of binding takes place
during link, load, or execution time (Chapter 8) so that a procedure call’s name
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Figure 3.23 Execution of a remote procedure call (RPC).

is replaced by the memory address of the procedure call. The RPC scheme
requires a similar binding of the client and the server port, but how does a client
know the port numbers on the server? Neither system has full information
about the other, because they do not share memory.

Two approaches are common. First, the binding information may be
predetermined, in the form of fixed port addresses. At compile time, an RPC
call has a fixed port number associated with it. Once a program is compiled,
the server cannot change the port number of the requested service. Second,
binding can be done dynamically by a rendezvous mechanism. Typically, an
operating system provides a rendezvous (also called a matchmaker) daemon
on a fixed RPC port. A client then sends a message containing the name of
the RPC to the rendezvous daemon requesting the port address of the RPC it
needs to execute. The port number is returned, and the RPC calls can be sent
to that port until the process terminates (or the server crashes). This method
requires the extra overhead of the initial request but is more flexible than the
first approach. Figure 3.23 shows a sample interaction.

The RPC scheme is useful in implementing a distributed file system
(Chapter 17). Such a system can be implemented as a set of RPC daemons
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and clients. The messages are addressed to the distributed file system port on a
server on which a file operation is to take place. The message contains the disk
operation to be performed. The disk operation might be read, write, rename,
delete, or status, corresponding to the usual file-related system calls. The
return message contains any data resulting from that call, which is executed by
the DFS daemon on behalf of the client. For instance, a message might contain
a request to transfer a whole file to a client or be limited to a simple block
request. In the latter case, several requests may be needed if a whole file is to
be transferred.

3.6.3 Pipes

A pipe acts as a conduit allowing two processes to communicate. Pipes were
one of the first IPC mechanisms in early UNIX systems. They typically provide
one of the simpler ways for processes to communicate with one another,
although they also have some limitations. In implementing a pipe, four issues
must be considered:

1. Does the pipe allow bidirectional communication, or is communication
unidirectional?

2. If two-way communication is allowed, is it half duplex (data can travel
only one way at a time) or full duplex (data can travel in both directions
at the same time)?

3. Must a relationship (such as parent—child) exist between the communi-
cating processes?

4. Can the pipes communicate over a network, or must the communicating
processes reside on the same machine?

In the following sections, we explore two common types of pipes used on both
UNIX and Windows systems: ordinary pipes and named pipes.

3.6.3.1 Ordinary Pipes

Ordinary pipes allow two processes to communicate in standard producer—
consumer fashion: the producer writes to one end of the pipe (the write-end)
and the consumer reads from the other end (the read-end). As a result, ordinary
pipes are unidirectional, allowing only one-way communication. If two-way
communication is required, two pipes must be used, with each pipe sending
data in a different direction. We next illustrate constructing ordinary pipes
on both UNIX and Windows systems. In both program examples, one process
writes the message Greetings to the pipe, while the other process reads this
message from the pipe.
On UNIX systems, ordinary pipes are constructed using the function

pipe(int £d[l)

This function creates a pipe that is accessed through the int fd[] file
descriptors: £d[0] is the read-end of the pipe, and fd[1] is the write-end.
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Figure 3.24 File descriptors for an ordinary pipe.

UNIX treats a pipe as a special type of file. Thus, pipes can be accessed using
ordinary read () and write () system calls.

An ordinary pipe cannot be accessed from outside the process that created
it. Typically, a parent process creates a pipe and uses it to communicate with
a child process that it creates via fork (). Recall from Section 3.3.1 that a child
process inherits open files from its parent. Since a pipe is a special type of file,
the child inherits the pipe from its parent process. Figure 3.24 illustrates the
relationship of the file descriptor fd to the parent and child processes.

In the UNIX program shown in Figure 3.25, the parent process creates a
pipe and then sends a fork () call creating the child process. What occurs after
the fork() call depends on how the data are to flow through the pipe. In
this instance, the parent writes to the pipe, and the child reads from it. It is
important to notice that both the parent process and the child process initially
close their unused ends of the pipe. Although the program shown in Figure
3.25 does not require this action, it is an important step to ensure that a process
reading from the pipe can detect end-of-file (read () returns 0) when the writer
has closed its end of the pipe.

Ordinary pipes on Windows systems are termed anonymous pipes, and
they behave similarly to their UNIX counterparts: they are unidirectional and

#include <sys/types.h>
#include <stdio.h>
#include <string.h>
#include <unistd.h>

#define BUFFER SIZE 25
#define READ END O
#define WRITE END 1

int main(void)

{

char write msg[BUFFER SIZE] = "Greetings";
char read msg[BUFFER SIZE];

int fd[2];

pid t pid;

/* Program continues in Figure 3.26 */

Figure 3.25 Ordinary pipe in UNIX.
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/* create the pipe */

if (pipe(fd) == -1) {
fprintf (stderr,"Pipe failed");
return 1;

}

/* fork a child process */
pid = fork();

if (pid < 0) { /* error occurred */
fprintf (stderr, "Fork Failed");
return 1;

}

if (pid > 0) { /* parent process */
/* close the unused end of the pipe */
close (fd[READ END]) ;

/* write to the pipe */
write (fd[WRITE END], write msg, strlen(write msg)+1);

/* close the write end of the pipe */
close(fd[WRITE END]) ;

else { /* child process */
/* close the unused end of the pipe */
close(£fd[WRITE END]) ;

/* read from the pipe */
read (fd[READ END], read msg, BUFFER SIZE);
printf ("read %s",read msg);

/* close the write end of the pipe */
close(fd [READ END]) ;

}

return O;

Figure 3.26 Figure 3.25, continued.

employ parent—child relationships between the communicating processes.
In addition, reading and writing to the pipe can be accomplished with the
ordinary ReadFile() and WriteFile() functions. The Windows API for
creating pipes is the CreatePipe () function, which is passed four parameters.
The parameters provide separate handles for (1) reading and (2) writing to the
pipe, as well as (3) an instance of the STARTUPINFO structure, which is used to
specify that the child process is to inherit the handles of the pipe. Furthermore,
(4) the size of the pipe (in bytes) may be specified.

Figure 3.27 illustrates a parent process creating an anonymous pipe for
communicating with its child. Unlike UNIX systems, in which a child process
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#include <stdio.h>
#include <stdlib.h>
#include <windows.h>

#define BUFFER SIZE 25

int main(VOID)

{

HANDLE ReadHandle, WriteHandle;
STARTUPINFO si;

PROCESS INFORMATION pi;

char message [BUFFER SIZE] = "Greetings";
DWORD written;

/* Program continues in Figure 3.28 */

Figure 3.27 Windows anonymous pipe — parent process.

automatically inherits a pipe created by its parent, Windows requires the
programmer to specify which attributes the child process will inherit. This is
accomplished by first initializing the SECURITY ATTRIBUTES structure to allow
handles to be inherited and then redirecting the child process’s handles for
standard input or standard output to the read or write handle of the pipe.
Since the child will be reading from the pipe, the parent must redirect the
child’s standard input to the read handle of the pipe. Furthermore, as the
pipes are half duplex, it is necessary to prohibit the child from inheriting the
write-end of the pipe. The program to create the child process is similar to the
program in Figure 3.11, except that the fifth parameter is set to TRUE, indicating
that the child process is to inherit designated handles from its parent. Before
writing to the pipe, the parent first closes its unused read end of the pipe. The
child process that reads from the pipe is shown in Figure 3.29. Before reading
from the pipe, this program obtains the read handle to the pipe by invoking
GetStdHandle().

Note that ordinary pipes require a parent—child relationship between the
communicating processes on both UNIX and Windows systems. This means
that these pipes can be used only for communication between processes on the
same machine.

3.6.3.2 Named Pipes

Ordinary pipes provide a simple mechanism for allowing a pair of processes
to communicate. However, ordinary pipes exist only while the processes are
communicating with one another. On both UNIX and Windows systems, once
the processes have finished communicating and have terminated, the ordinary
pipe ceases to exist.

Named pipes provide a much more powerful communication tool. Com-
munication can be bidirectional, and no parent—child relationship is required.
Once a named pipe is established, several processes can use it for communi-
cation. In fact, in a typical scenario, a named pipe has several writers. Addi-
tionally, named pipes continue to exist after communicating processes have
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/* set up security attributes allowing pipes to be inherited */
SECURITY ATTRIBUTES sa = {sizeof (SECURITY ATTRIBUTES) ,NULL,TRUE};
/* allocate memory */

ZeroMemory (&pi, sizeof(pi));

/* create the pipe */

if (!CreatePipe(&ReadHandle, &WriteHandle, &sa, 0)) {
fprintf (stderr, "Create Pipe Failed");
return 1;

}

/* establish the START INFO structure for the child process */
GetStartupInfo(&si);
si.hStdOutput = GetStdHandle (STD OUTPUT HANDLE) ;

/* redirect standard input to the read end of the pipe */
si.hStdInput = ReadHandle;
si.dwFlags = STARTF USESTDHANDLES;

/* don’t allow the child to inherit the write end of pipe */
SetHandleInformation(WriteHandle, HANDLE FLAG INHERIT, 0);

/* create the child process */
CreateProcess (NULL, "child.exe", NULL,NULL,
TRUE, /* inherit handles */
0, NULL,NULL, &si, &pi);

/* close the unused end of the pipe */
CloseHandle (ReadHandle) ;

/* the parent writes to the pipe */
if (!WriteFile(WriteHandle, message,BUFFER SIZE,&written,NULL))
fprintf (stderr, "Error writing to pipe.");

/* close the write end of the pipe */
CloseHandle (WriteHandle) ;

/* wait for the child to exit */
WaitForSingleObject (pi.hProcess, INFINITE) ;
CloseHandle(pi.hProcess);
CloseHandle(pi.hThread) ;

return O;

}

Figure 3.28 Figure 3.27, continued.

finished. Both UNIX and Windows systems support named pipes, although the
details of implementation differ greatly. Next, we explore named pipes in each
of these systems.
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#include <stdio.h>
#include <windows.h>

#define BUFFER SIZE 25

int main(VOID)

{

HANDLE Readhandle;
CHAR buffer [BUFFER SIZE] ;
DWORD read;

/* get the read handle of the pipe */
ReadHandle = GetStdHandle (STD INPUT HANDLE) ;

/* the child reads from the pipe */

if (ReadFile(ReadHandle, buffer, BUFFER SIZE, &read, NULL))
printf("child read %s",buffer);

else
fprintf (stderr, "Error reading from pipe");

return O;

Figure 3.29 Windows anonymous pipes — child process.

Named pipes are referred to as FIFOs in UNIX systems. Once created, they
appear as typical files in the file system. A FIFO is created with the mkfifo ()
system call and manipulated with the ordinary open(), read(), write(),
and close () system calls. It will continue to exist until it is explicitly deleted
from the file system. Although FIFOs allow bidirectional communication, only
half-duplex transmission is permitted. If data must travel in both directions,
two FIFOs are typically used. Additionally, the communicating processes must
reside on the same machine. If intermachine communication is required,
sockets (Section 3.6.1) must be used.

Named pipes on Windows systems provide a richer communication mech-
anism than their UNIX counterparts. Full-duplex communication is allowed,
and the communicating processes may reside on either the same or different
machines. Additionally, only byte-oriented data may be transmitted across a
UNIX FIFO, whereas Windows systems allow either byte- or message-oriented
data. Named pipes are created with the CreateNamedPipe () function, and a
client can connect to a named pipe using ConnectNamedPipe (). Communi-
cation over the named pipe can be accomplished using the ReadFile () and
WriteFile () functions.

Summary
A process is a program in execution. As a process executes, it changes state. The

state of a process is defined by that process’s current activity. Each process may
be in one of the following states: new, ready, running, waiting, or terminated.
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PIPES IN PRACTICE

Pipes are used quite often in the UNIX command-line environment for
situations in which the output of one command serves as input to another. For
example, the UNIX 1s command produces a directory listing. For especially
long directory listings, the output may scroll through several screens. The
command more manages output by displaying only one screen of output at
a time; the user must press the space bar to move from one screen to the next.
Setting up a pipe between the 1s and more commands (which are running as
individual processes) allows the output of 1s to be delivered as the input to
more, enabling the user to display a large directory listing a screen at a time.
A pipe can be constructed on the command line using the | character. The
complete command is

1ls | more

In this scenario, the 1s command serves as the producer, and its output is
consumed by the more command.

Windows systems provide a more command for the DOS shell with
functionality similar to that of its UNIX counterpart. The DOS shell also uses
the | character for establishing a pipe. The only difference is that to get
a directory listing, DOS uses the dir command rather than 1s, as shown
below:

dir | more

Each process is represented in the operating system by its own process control
block (PCB).

A process, when it is not executing, is placed in some waiting queue. There
are two major classes of queues in an operating system: I/O request queues
and the ready queue. The ready queue contains all the processes that are ready
to execute and are waiting for the CPU. Each process is represented by a PCB.

The operating system must select processes from various scheduling
queues. Long-term (job) scheduling is the selection of processes that will be
allowed to contend for the CPU. Normally, long-term scheduling is heavily
influenced by resource-allocation considerations, especially memory manage-
ment. Short-term (CPU) scheduling is the selection of one process from the
ready queue.

Operating systems must provide a mechanism for parent processes to
create new child processes. The parent may wait for its children to terminate
before proceeding, or the parent and children may execute concurrently. There
are several reasons for allowing concurrent execution: information sharing,
computation speedup, modularity, and convenience.

The processes executing in the operating system may be either independent
processes or cooperating processes. Cooperating processes require an interpro-
cess communication mechanism to communicate with each other. Principally,
communication is achieved through two schemes: shared memory and mes-
sage passing. The shared-memory method requires communicating processes



Practice Exercises 149

#include <sys/types.h>
#include <stdio.h>
#include <unistd.h>

int value = 5;

int main()

{

pid t pid;
pid = fork();

if (pid == 0) { /* child process */
value += 15;
return O;

else if (pid > 0) { /* parent process */
wait (NULL) ;
printf ("PARENT: value = J%d",value); /* LINE A */
return O;

}
}

Figure 3.30 What output will be at Line A?

to share some variables. The processes are expected to exchange information
through the use of these shared variables. In a shared-memory system, the
responsibility for providing communication rests with the application pro-
grammers; the operating system needs to provide only the shared memory.
The message-passing method allows the processes to exchange messages.
The responsibility for providing communication may rest with the operating
system itself. These two schemes are not mutually exclusive and can be used
simultaneously within a single operating system.

Communication in client—server systems may use (1) sockets, (2) remote
procedure calls (RPCs), or (3) pipes. A socket is defined as an endpoint for
communication. A connection between a pair of applications consists of a pair
of sockets, one at each end of the communication channel. RPCs are another
form of distributed communication. An RPC occurs when a process (or thread)
calls a procedure on a remote application. Pipes provide a relatively simple
ways for processes to communicate with one another. Ordinary pipes allow
communication between parent and child processes, while named pipes permit
unrelated processes to communicate.

Practice Exercises

3.1 Using the program shown in Figure 3.30, explain what the output will
be at LINE A.

3.2 Including the initial parent process, how many processes are created by
the program shown in Figure 3.31?
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3.3

3.4

3.5

3.6

3.7

Exercises

3.8

#include <stdio.h>
#include <unistd.h>

int main()

{
/* fork a child process */
fork();

/* fork another child process */
fork();

/* and fork another */
fork();

return O;

}

Figure 3.31 How many processes are created?

Original versions of Apple’s mobile iOS operating system provided no
means of concurrent processing. Discuss three major complications that
concurrent processing adds to an operating system.

The Sun UltraSPARC processor has multiple register sets. Describe what
happens when a context switch occurs if the new context is already
loaded into one of the register sets. What happens if the new context is
in memory rather than in a register set and all the register sets are in
use?

When a process creates a new process using the fork () operation, which
of the following states is shared between the parent process and the child
process?

a. Stack
b. Heap
c. Shared memory segments

Consider the “exactly once”’semantic with respect to the RPC mechanism.
Does the algorithm for implementing this semantic execute correctly
even if the ACK message sent back to the client is lost due to a network
problem? Describe the sequence of messages, and discuss whether
“exactly once” is still preserved.

Assume that a distributed system is susceptible to server failure. What
mechanisms would be required to guarantee the “exactly once” semantic
for execution of RPCs?

Describe the differences among short-term, medium-term, and long-
term scheduling.
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#include <stdio.h>
#include <unistd.h>

int main()

{

int 1i;

for (i = 0; i < 4; i++)
fork();

return O;

}

Figure 3.32 How many processes are created?

3.9 Describe the actions taken by a kernel to context-switch between
processes.

3.10 Construct a process tree similar to Figure 3.8. To obtain process infor-
mation for the UNIX or Linux system, use the command ps -ael.

#include <sys/types.h>
#include <stdio.h>
#include <unistd.h>

int main()

{

pid t pid;

/* fork a child process */
pid = fork();

if (pid < 0) { /* error occurred */
fprintf (stderr, "Fork Failed");
return 1;

}

else if (pid == 0) { /* child process */
execlp("/bin/1s","1s" ,NULL);
printf ("LINE J");

else { /* parent process */
/* parent will wait for the child to complete */
wait (NULL) ;
printf("Child Complete");

}

return O;

Figure 3.33 When will LINE J be reached?
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3.11

3.12

3.13

3.14

Use the command man ps to get more information about the ps com-
mand. The task manager on Windows systems does not provide the
parent process ID, but the process monitor tool, available from tech-
net.microsoft.com, provides a process-tree tool.

Explain the role of the init process on UNIX and Linux systems in regard
to process termination.

Including the initial parent process, how many processes are created by
the program shown in Figure 3.32?

Explain the circumstances under which which the line of code marked
printf ("LINE J") in Figure 3.33 will be reached.

Using the program in Figure 3.34, identify the values of pid at lines A, B,
C, and D. (Assume that the actual pids of the parent and child are 2600
and 2603, respectively.)

#include <sys/types.h>
#include <stdio.h>
#include <unistd.h>

int main()

{

pid t pid, pidil;

/* fork a child process */
pid = fork();

if (pid < 0) { /* error occurred */
fprintf (stderr, "Fork Failed");
return 1;

else if (pid == 0) { /* child process */
pidl = getpid();
printf("child: pid = %d",pid); /x A x/
printf("child: pidl = %d",pidl); /* B */

else { /* parent process */
pidl = getpid();
printf ("parent: pid = %d",pid); /* C */
printf ("parent: pidl = %d",pidl); /* D */
wait (NULL) ;

}

return O;

Figure 3.34 What are the pid values?
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Exercises

#include <sys/types.h>
#include <stdio.h>
#include <unistd.h>

#define SIZE 5

int nums[SIZE] = {0,1,2,3,4};

int main()

{

int 1i;
pid t pid;

pid = fork();

if (pid == 0) {
for (i = 0; i < SIZE; i++) {
nums[i] *= -i;
printf ("CHILD: %d ",nums[i]); /* LINE X */
}
}
else if (pid > 0) {
wait (NULL) ;
for (i = 0; i < SIZE; i++)
printf ("PARENT: Jd ",nums[i]); /* LINE Y */
}

return O;

Figure 3.35 What output will be at Line X and Line Y?

153

Give an example of a situation in which ordinary pipes are more suitable
than named pipes and an example of a situation in which named pipes
are more suitable than ordinary pipes.

Consider the RPC mechanism. Describe the undesirable consequences
that could arise from not enforcing either the “at most once” or “exactly
once” semantic. Describe possible uses for a mechanism that has neither
of these guarantees.

Using the program shown in Figure 3.35, explain what the output will
be at lines X and Y.

What are the benefits and the disadvantages of each of the following?
Consider both the system level and the programmer level.

a.
b.

ST

Synchronous and asynchronous communication
Automatic and explicit buffering
Send by copy and send by reference

Fixed-sized and variable-sized messages
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Programming Problems

3.19

3.20

Using either a UNIX or a Linux system, write a C program that forks
a child process that ultimately becomes a zombie process. This zombie
process must remain in the system for at least 10 seconds. Process states
can be obtained from the command

ps -1

The process states are shown below the S column; processes with a state
of Z are zombies. The process identifier (pid) of the child process is listed
in the PID column, and that of the parent is listed in the PPID column.

Perhaps the easiest way to determine that the child process is indeed
a zombie is to run the program that you have written in the background
(using the &) and then run the command ps -1 to determine whether
the child is a zombie process. Because you do not want too many zombie
processes existing in the system, you will need to remove the one that
you have created. The easiest way to do that is to terminate the parent
process using the kill command. For example, if the process id of the
parent is 4884, you would enter

kill -9 4884

An operating system’s pid manager is responsible for managing process
identifiers. When a process is first created, it is assigned a unique pid
by the pid manager. The pid is returned to the pid manager when the
process completes execution, and the manager may later reassign this
pid. Process identifiers are discussed more fully in Section 3.3.1. What
is most important here is to recognize that process identifiers must be
unique; no two active processes can have the same pid.

Use the following constants to identify the range of possible pid values:

#define MIN PID 300
#define MAX PID 5000

You may use any data structure of your choice to represent the avail-
ability of process identifiers. One strategy is to adopt what Linux has
done and use a bitmap in which a value of 0 at position i indicates that
a process id of value i is available and a value of 1 indicates that the
process id is currently in use.

Implement the following API for obtaining and releasing a pid:

® int allocate map(void) —Createsand initializesa data structure
for representing pids; returns—1 if unsuccessful, 1 if successful

e int allocate pid(void)—Allocates and returns a pid; returns—
1 if unable to allocate a pid (all pids are in use)

® void release pid(int pid) —Releases a pid

This programming problem will be modified later on in Chpaters 4 and
5.
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The Collatz conjecture concerns what happens when we take any
positive integer n and apply the following algorithm:

| n/2, if nis even

1 3xn+1, ifnisodd
The conjecture states that when this algorithm is continually applied,

all positive integers will eventually reach 1. For example, if n = 35, the
sequence is

35, 106, 53, 160, 80, 40, 20, 10, 5,16, 8,4, 2,1

Write a C program using the fork() system call that generates this
sequence in the child process. The starting number will be provided
from the command line. For example, if 8 is passed as a parameter on
the command line, the child process will output 8, 4, 2, 1. Because the
parent and child processes have their own copies of the data, it will be
necessary for the child to output the sequence. Have the parent invoke
the wait () call to wait for the child process to complete before exiting
the program. Perform necessary error checking to ensure that a positive
integer is passed on the command line.

In Exercise 3.21, the child process must output the sequence of numbers
generated from the algorithm specified by the Collatz conjecture because
the parent and child have their own copies of the data. Another
approach to designing this program is to establish a shared-memory
object between the parent and child processes. This technique allows the
child to write the contents of the sequence to the shared-memory object.
The parent can then output the sequence when the child completes.
Because the memory is shared, any changes the child makes will be
reflected in the parent process as well.

This program will be structured using POSIX shared memory as
described in Section 3.5.1. The parent process will progress through the
following steps:

a. Establish the shared-memory object (shm open(), ftruncate(),
and mmap ()).

b. Create the child process and wait for it to terminate.
c.  Output the contents of shared memory.
d. Remove the shared-memory object.

One area of concern with cooperating processes involves synchro-
nization issues. In this exercise, the parent and child processes must be
coordinated so that the parent does not output the sequence until the
child finishes execution. These two processes will be synchronized using
the wait () system call: the parent process will invoke wait (), which
will suspend it until the child process exits.

Section 3.6.1 describes port numbers below 1024 as being well known—
that is, they provide standard services. Port 17 is known as the quote-of-
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3.24

3.25

3.26

3.27

the-day service. When a client connects to port 17 on a server, the server
responds with a quote for that day.

Modify the date server shown in Figure 3.21 so that it delivers a quote
of the day rather than the current date. The quotes should be printable
ASCII characters and should contain fewer than 512 characters, although
multiple lines are allowed. Since port 17 is well known and therefore
unavailable, have your server listen to port 6017. The date client shown
in Figure 3.22 can be used to read the quotes returned by your server.

A haiku is a three-line poem in which the first line contains five syllables,
the second line contains seven syllables, and the third line contains five
syllables. Write a haiku server that listens to port 5575. When a client
connects to this port, the server responds with a haiku. The date client
shown in Figure 3.22 can be used to read the quotes returned by your
haiku server.

An echo server echoes back whatever it receives from a client. For
example, if a client sends the server the string Hello there!, the server
will respond with Hello there!

Write an echo server using the Java networking API described in
Section 3.6.1. This server will wait for a client connection using the
accept () method. When a client connection is received, the server will
loop, performing the following steps:

e Read data from the socket into a buffer.

e Write the contents of the buffer back to the client.

The server will break out of the loop only when it has determined that
the client has closed the connection.

The date server shown in Figure 3.21 uses the
java.io.BufferedReader «class. BufferedReader extends the
java.io.Reader class, which is used for reading character streams.
However, the echo server cannot guarantee that it will read
characters from clients; it may receive binary data as well. The
class java.io.InputStream deals with data at the byte level rather
than the character level. Thus, your echo server must use an object
that extends java.io.InputStream. The read() method in the
java.io.InputStream class returns —1 when the client has closed its
end of the socket connection.

Design a program using ordinary pipes in which one process sends a
string message to a second process, and the second process reverses
the case of each character in the message and sends it back to the first
process. For example, if the first process sends the message Hi There, the
second process will return hI tHERE. This will require using two pipes,
one for sending the original message from the first to the second process
and the other for sending the modified message from the second to the
first process. You can write this program using either UNIX or Windows

pipes.
Design a file-copying program named filecopy using ordinary pipes.
This program will be passed two parameters: the name of the file to be
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copied and the name of the copied file. The program will then create
an ordinary pipe and write the contents of the file to be copied to the
pipe. The child process will read this file from the pipe and write it to
the destination file. For example, if we invoke the program as follows:

filecopy input.txt copy.txt

the file input.txt will be written to the pipe. The child process will
read the contents of this file and write it to the destination file copy . txt.
You may write this program using either UNIX or Windows pipes.

Programming Projects

Project 1—UNIX Shell and History Feature

This project consists of designing a C program to serve as a shell interface
that accepts user commands and then executes each command in a separate
process. This project can be completed on any Linux, UNIX, or Mac OS X system.

A shell interface gives the user a prompt, after which the next command
is entered. The example below illustrates the prompt osh> and the user’s
next command: cat prog.c. (This command displays the file prog.c on the
terminal using the UNIX cat command.)

osh> cat prog.c

One technique for implementing a shell interface is to have the parent process
first read what the user enters on the command line (in this case, cat
prog.c), and then create a separate child process that performs the command.
Unless otherwise specified, the parent process waits for the child to exit
before continuing. This is similar in functionality to the new process creation
illustrated in Figure 3.10. However, UNIX shells typically also allow the child
process to run in the background, or concurrently. To accomplish this, we add
an ampersand (&) at the end of the command. Thus, if we rewrite the above
command as

osh> cat prog.c &

the parent and child processes will run concurrently.

The separate child process is created using the fork () system call, and the
user’s command is executed using one of the system calls in the exec () family
(as described in Section 3.3.1).

A C program that provides the general operations of a command-line shell
is supplied in Figure 3.36. The main() function presents the prompt osh->
and outlines the steps to be taken after input from the user has been read. The
main() function continually loops as long as should run equals 1; when the
user enters exit at the prompt, your program will set should run to 0 and
terminate.

This project is organized into two parts: (1) creating the child process and
executing the command in the child, and (2) modifying the shell to allow a
history feature.



158

Chapter 3 Processes

#include <stdio.h>
#include <unistd.h>

#define MAX LINE 80 /* The maximum length command */

int main(void)

{

char *args[MAX LINE/2 + 1]; /* command line arguments */

int should run = 1; /* flag to determine when to exit program */

while (should run) {
printf ("osh>");
fflush(stdout);

/%%

* After reading user input, the steps are:

* (1) fork a child process using fork()

* (2) the child process will invoke execvp()

* (3) if command included &, parent will invoke wait ()

*/

return O;

Figure 3.36 Outline of simple shell.

Part I— Creating a Child Process

The first task is to modify the main() function in Figure 3.36 so that a child
process is forked and executes the command specified by the user. This will
require parsing what the user has entered into separate tokens and storing the
tokens in an array of character strings (args in Figure 3.36). For example, if the
user enters the command ps -ael at the osh> prompt, the values stored in the
args array are:

args[0] = "ps"
args[1] = "-ael"
args[2] = NULL

This args array will be passed to the execvp() function, which has the
following prototype:

execvp(char *command, char *params[]);

Here, command represents the command to be performed and params stores the
parameters to this command. For this project, the execvp() function should
be invoked as execvp(args[0], args). Be sure to check whether the user
included an & to determine whether or not the parent process is to wait for the
child to exit.
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Part II—Creating a History Feature

The next task is to modify the shell interface program so that it provides
a history feature that allows the user to access the most recently entered
commands. The user will be able to access up to 10 commands by using the
feature. The commands will be consecutively numbered starting at 1, and
the numbering will continue past 10. For example, if the user has entered 35
commands, the 10 most recent commands will be numbered 26 to 35.

The user will be able to list the command history by entering the command

history

at the osh> prompt. As an example, assume that the history consists of the
commands (from most to least recent):

ps, 1s -1, top, cal, who, date
The command history will output:

ps
1s -1
top
cal
who
date

=N WH oo,

Your program should support two techniques for retrieving commands
from the command history:

1. When the user enters !!, the most recent command in the history is
executed.

2. When the user enters a single ! followed by an integer N, the N
command in the history is executed.

Continuing our example from above, if the user enters ! !, the ps command
will be performed; if the user enters !3, the command cal will be executed.
Any command executed in this fashion should be echoed on the user’s screen.
The command should also be placed in the history buffer as the next command.

The program should also manage basic error handling. If there are
no commands in the history, entering !! should result in a message “No
commands in history.” If thereis no command corresponding to the number
entered with the single !, the program should output "No such command in
history."

Project 2—Linux Kernel Module for Listing Tasks

In this project, you will write a kernel module that lists all current tasks in a
Linux system. Be sure to review the programming project in Chapter 2, which
deals with creating Linux kernel modules, before you begin this project. The
project can be completed using the Linux virtual machine provided with this
text.
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Part I —Iterating over Tasks Linearly

As illustrated in Section 3.1, the PCB in Linux is represented by the structure
task struct, which is found in the <linux/sched.h> include file. In Linux,
the for each process() macro easily allows iteration over all current tasks
in the system:

#include <linux/sched.h>
struct task struct *task;

for each process(task) {
/* on each iteration task points to the next task */

}

The various fields in task struct can then be displayed as the program loops
through the for each process() macro.

Part I Assignment

Design a kernel module that iterates through all tasks in the system using the
for each process() macro. In particular, output the task name (known as
executable name), state, and process id of each task. (You will probably have
to read through the task struct structure in <linux/sched.h> to obtain the
names of these fields.) Write this code in the module entry point so that its
contents will appear in the kernel log buffer, which can be viewed using the
dmesg command. To verify that your code is working correctly, compare the
contents of the kernel log buffer with the output of the following command,
which lists all tasks in the system:

ps —el

The two values should be very similar. Because tasks are dynamic, however, it
is possible that a few tasks may appear in one listing but not the other.

Part II—Iterating over Tasks with a Depth-First Search Tree

The second portion of this project involves iterating over all tasks in the system

using a depth-first search (DFS) tree. (As an example: the DFS iteration of the

processes in Figure 3.8 is 1, 8415, 8416, 9298, 9204, 2, 6, 200, 3028, 3610, 4005.)
Linux maintains its process tree as a series of lists. Examining the

task struct in <linux/sched.h>, we see two struct list head objects:
children

and

sibling
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These objects are pointers to a list of the task’s children, as well as its sib-
lings. Linux also maintains references to the init task (struct task struct
init task). Using this information as well as macro operations on lists, we
can iterate over the children of init as follows:

struct task struct *task;
struct list head *1list;

list for each(list, &init task->children) {
task = list entry(list, struct task struct, sibling);
/* task points to the next child in the list */

}

The 1ist for each() macro is passed two parameters, both of type struct
list head:

® A pointer to the head of the list to be traversed
® A pointer to the head node of the list to be traversed

At each iteration of 1ist for each(), the first parameter is set to the list
structure of the next child. We then use this value to obtain each structure in
the list using the 1ist entry() macro.

Part II Assignment

Beginning from the init task, design a kernel module thatiterates over all tasks
in the system using a DFS tree. Just as in the first part of this project, output
the name, state, and pid of each task. Perform this iteration in the kernel entry
module so that its output appears in the kernel log buffer.

If you output all tasks in the system, you may see many more tasks than
appear with the ps -ael command. This is because some threads appear as
children but do not show up as ordinary processes. Therefore, to check the
output of the DFS tree, use the command

ps —eLf

This command lists all tasks—including threads—in the system. To verify
that you have indeed performed an appropriate DFS iteration, you will have to
examine the relationships among the various tasks output by the ps command.

Bibliographical Notes

Process creation, management, and IPC in UNIX and Windows systems,
respectively, are discussed in [Robbins and Robbins (2003)] and [Russinovich
and Solomon (2009)]. [Love (2010)] covers support for processes in the Linux
kernel, and [Hart (2005)] covers Windows systems programming in detail.
Coverage of the multiprocess model used in Google’s Chrome can be found at
http://blog.chromium.org/2008/09/multi-process-architecture.html.
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Message passing for multicore systems is discussed in [Holland and
Seltzer (2011)]. [Baumann et al. (2009)] describe performance issues in shared-
memory and message-passing systems. [Vahalia (1996)] describes interprocess
communication in the Mach system.

The implementation of RPCs is discussed by [Birrell and Nelson (1984)].
[Staunstrup (1982)] discusses procedure calls versus message-passing com-
munication. [Harold (2005)] provides coverage of socket programming in
Java.

[Hart (2005)] and [Robbins and Robbins (2003)] cover pipes in Windows
and UNIX systems, respectively.
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The process model introduced in Chapter 3 assumed that a process was
an executing program with a single thread of control. Virtually all modern
operating systems, however, provide features enabling a process to contain
multiple threads of control. In this chapter, we introduce many concepts
associated with multithreaded computer systems, including a discussion of
the APIs for the Pthreads, Windows, and Java thread libraries. We look at a
number of issues related to multithreaded programming and its effect on the
design of operating systems. Finally, we explore how the Windows and Linux
operating systems support threads at the kernel level.

CHAPTER OBJECTIVES

¢ To introduce the notion of a thread — a fundamental unit of CPU utilization
that forms the basis of multithreaded computer systems.

¢ To discuss the APIs for the Pthreads, Windows, and Java thread libraries.
¢ To explore several strategies that provide implicit threading.

¢ To examine issues related to multithreaded programming.

¢ To cover operating system support for threads in Windows and Linux.

Overview

A thread is a basic unit of CPU utilization; it comprises a thread ID, a program
counter, a register set, and a stack. It shares with other threads belonging
to the same process its code section, data section, and other operating-system
resources, such as open files and signals. A traditional (or heavyweight) process
has a single thread of control. If a process has multiple threads of control, it
can perform more than one task at a time. Figure 4.1 illustrates the difference
between a traditional single-threaded process and a multithreaded process.

4.1.1 Motivation

Most software applications that run on modern computers are multithreaded.
An application typically is implemented as a separate process with several

163
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code data files code data files
registers stack registers ||| registers ||| registers
stack stack stack
thread —— g <«— thread
single-threaded process multithreaded process

Figure 4.1 Single-threaded and multithreaded processes.

threads of control. A web browser might have one thread display images or
text while another thread retrieves data from the network, for example. A
word processor may have a thread for displaying graphics, another thread for
responding to keystrokes from the user, and a third thread for performing
spelling and grammar checking in the background. Applications can also
be designed to leverage processing capabilities on multicore systems. Such
applications can perform several CPU-intensive tasks in parallel across the
multiple computing cores.

In certain situations, a single application may be required to perform
several similar tasks. For example, a web server accepts client requests for
web pages, images, sound, and so forth. A busy web server may have several
(perhaps thousands of) clients concurrently accessing it. If the web server ran
as a traditional single-threaded process, it would be able to service only one
client at a time, and a client might have to wait a very long time for its request
to be serviced.

One solution is to have the server run as a single process that accepts
requests. When the server receives a request, it creates a separate process
to service that request. In fact, this process-creation method was in common
use before threads became popular. Process creation is time consuming and
resource intensive, however. If the new process will perform the same tasks as
the existing process, why incur all that overhead? It is generally more efficient
to use one process that contains multiple threads. If the web-server process is
multithreaded, the server will create a separate thread that listens for client
requests. When a request is made, rather than creating another process, the
server creates a new thread to service the request and resume listening for
additional requests. This is illustrated in Figure 4.2.

Threads also play a vital role in remote procedure call (RPC) systems. Recall
from Chapter 3 that RPCs allow interprocess communication by providing a
communication mechanism similar to ordinary function or procedure calls.
Typically, RPC servers are multithreaded. When a server receives a message, it
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(2) create new
(1) request thread to service
the request
client server thread

(8) resume listening
for additional
client requests

Figure 4.2 Multithreaded server architecture.

services the message using a separate thread. This allows the server to service
several concurrent requests.

Finally, most operating-system kernels are now multithreaded. Several
threads operate in the kernel, and each thread performs a specific task, such
as managing devices, managing memory, or interrupt handling. For example,
Solaris has a set of threads in the kernel specifically for interrupt handling;
Linux uses a kernel thread for managing the amount of free memory in the
system.

4.1.2 Benefits

The benefits of multithreaded programming can be broken down into four
major categories:

1. Responsiveness. Multithreading an interactive application may allow
a program to continue running even if part of it is blocked or is
performing a lengthy operation, thereby increasing responsiveness to
the user. This quality is especially useful in designing user interfaces. For
instance, consider what happens when a user clicks a button that results
in the performance of a time-consuming operation. A single-threaded
application would be unresponsive to the user until the operation had
completed. In contrast, if the time-consuming operation is performed in
a separate thread, the application remains responsive to the user.

2. Resource sharing. Processes can only share resources through techniques
such as shared memory and message passing. Such techniques must
be explicitly arranged by the programmer. However, threads share the
memory and the resources of the process to which they belong by default.
The benefit of sharing code and data is that it allows an application to
have several different threads of activity within the same address space.

3. Economy. Allocating memory and resources for process creation is costly.
Because threads share the resources of the process to which they belong,
it is more economical to create and context-switch threads. Empirically
gauging the difference in overhead can be difficult, but in general it is
significantly more time consuming to create and manage processes than
threads. In Solaris, for example, creating a process is about thirty times
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Figure 4.3 Concurrent execution on a single-core system.

slower than is creating a thread, and context switching is about five times
slower.

4. Scalability. The benefits of multithreading can be even greater in a
multiprocessor architecture, where threads may be running in parallel
on different processing cores. A single-threaded process can run on only
one processor, regardless how many are available. We explore this issue
further in the following section.

Multicore Programming

Earlier in the history of computer design, in response to the need for more
computing performance, single-CPU systems evolved into multi-CPU systems.
A more recent, similar trend in system design is to place multiple computing
cores on a single chip. Each core appears as a separate processor to the
operating system (Section 1.3.2). Whether the cores appear across CPU chips or
within CPU chips, we call these systems multicore or multiprocessor systems.
Multithreaded programming provides a mechanism for more efficient use
of these multiple computing cores and improved concurrency. Consider an
application with four threads. On a system with a single computing core,
concurrency merely means that the execution of the threads will be interleaved
over time (Figure 4.3), because the processing core is capable of executing only
one thread at a time. On a system with multiple cores, however, concurrency
means that the threads can run in parallel, because the system can assign a
separate thread to each core (Figure 4.4).

Notice the distinction between parallelism and concurrency in this discus-
sion. A system is parallel if it can perform more than one task simultaneously.
In contrast, a concurrent system supports more than one task by allowing all
the tasks to make progress. Thus, it is possible to have concurrency without
parallelism. Before the advent of SMP and multicore architectures, most com-
puter systems had only a single processor. CPU schedulers were designed to
provide the illusion of parallelism by rapidly switching between processes in

core 1 Tq T3 T4 T3 T4

core2 | To Ty T Ty T

time

Figure 4.4 Parallel execution on a multicore system.
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AMDAHL'S LAW

Amdahl’s Law is a formula that identifies potential performance gains from
adding additional computing cores to an application that has both serial
(nonparallel) and parallel components. If S is the portion of the application
that must be performed serially on a system with N processing cores, the
formula appears as follows:

speedup < s
s+ @Y

As an example, assume we have an application that is 75 percent parallel and
25 percent serial. If we run this application on a system with two processing
cores, we can get a speedup of 1.6 times. If we add two additional cores (for
a total of four), the speedup is 2.28 times.

One interesting fact about Amdahl’s Law is that as N approaches infinity,
the speedup converges to 1/S. For example, if 40 percent of an application
is performed serially, the maximum speedup is 2.5 times, regardless of
the number of processing cores we add. This is the fundamental principle
behind Amdahl’s Law: the serial portion of an application can have a
disproportionate effect on the performance we gain by adding additional
computing cores.

Some argue that Amdahl’s Law does not take into account the hardware
performance enhancements used in the design of contemporary multicore
systems. Such arguments suggest Amdahl’s Law may cease to be applicable
as the number of processing cores continues to increase on modern computer
systems.

the system, thereby allowing each process to make progress. Such processes
were running concurrently, but not in parallel.

As systems have grown from tens of threads to thousands of threads, CPU
designers have improved system performance by adding hardware to improve
thread performance. Modern Intel CPUs frequently support two threads per
core, while the Oracle T4 CPU supports eight threads per core. This support
means that multiple threads can be loaded into the core for fast switching.
Multicore computers will no doubt continue to increase in core counts and
hardware thread support.

4.2.1 Programming Challenges

The trend towards multicore systems continues to place pressure on system
designers and application programmers to make better use of the multiple
computing cores. Designers of operating systems must write scheduling
algorithms that use multiple processing cores to allow the parallel execution
shown in Figure 4.4. For application programmers, the challenge is to modify
existing programs as well as design new programs that are multithreaded.

In general, five areas present challenges in programming for multicore
systems:
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1. Identifying tasks. This involves examining applications to find areas
that can be divided into separate, concurrent tasks. Ideally, tasks are
independent of one another and thus can run in parallel on individual
cores.

2. Balance. While identifying tasks that can run in parallel, programmers
must also ensure that the tasks perform equal work of equal value. In
some instances, a certain task may not contribute as much value to the
overall process as other tasks. Using a separate execution core to run that
task may not be worth the cost.

3. Data splitting. Just as applications are divided into separate tasks, the
data accessed and manipulated by the tasks must be divided to run on
separate cores.

4. Data dependency. The data accessed by the tasks must be examined for
dependencies between two or more tasks. When one task depends on
data from another, programmers must ensure that the execution of the
tasks is synchronized to accommodate the data dependency. We examine
such strategies in Chapter 5.

5. Testing and debugging. When a program is running in parallel on
multiple cores, many different execution paths are possible. Testing and
debugging such concurrent programs is inherently more difficult than
testing and debugging single-threaded applications.

Because of these challenges, many software developers argue that the advent of
multicore systems will require an entirely new approach to designing software
systems in the future. (Similarly, many computer science educators believe that
software development must be taught with increased emphasis on parallel
programming.)

4.2.2 Types of Parallelism

In general, there are two types of parallelism: data parallelism and task
parallelism. Data parallelism focuses on distributing subsets of the same data
across multiple computing cores and performing the same operation on each
core. Consider, for example, summing the contents of an array of size N. On a
single-core system, one thread would simply sum the elements [0] ... [N — 1].
On a dual-core system, however, thread A, running on core 0, could sum the
elements [0] ...[N/2 — 1] while thread B, running on core 1, could sum the
elements [N/2] ...[N — 1]. The two threads would be running in parallel on
separate computing cores.

Task parallelism involves distributing not data but tasks (threads) across
multiple computing cores. Each thread is performing a unique operation.
Different threads may be operating on the same data, or they may be operating
on different data. Consider again our example above. In contrast to that
situation, an example of task parallelism might involve two threads, each
performing a unique statistical operation on the array of elements. The threads
again are operating in parallel on separate computing cores, but each is
performing a unique operation.



4.3

4.3 Multithreading Models 169

Fundamentally, then, data parallelism involves the distribution of data
across multiple cores and task parallelism on the distribution of tasks across
multiple cores. In practice, however, few applications strictly follow either data
or task parallelism. In most instances, applications use a hybrid of these two
strategies.

Multithreading Models

Our discussion so far has treated threads in a generic sense. However, support
for threads may be provided either at the user level, for user threads, or by the
kernel, for kernel threads. User threads are supported above the kernel and
are managed without kernel support, whereas kernel threads are supported
and managed directly by the operating system. Virtually all contemporary
operating systems—including Windows, Linux, Mac OS X, and Solaris—
support kernel threads.

Ultimately, a relationship must exist between user threads and kernel
threads. In this section, we look at three common ways of establishing such a
relationship: the many-to-one model, the one-to-one model, and the many-to-
many model.

4.3.1 Many-to-One Model

The many-to-one model (Figure 4.5) maps many user-level threads to one
kernel thread. Thread management is done by the thread library in user space,
so it is efficient (we discuss thread libraries in Section 4.4). However, the entire
process will block if a thread makes a blocking system call. Also, because only
one thread can access the kernel at a time, multiple threads are unable to run in
parallel on multicore systems. Green threads—a thread library available for
Solaris systems and adopted in early versions of Java—used the many-to-one
model. However, very few systems continue to use the model because of its
inability to take advantage of multiple processing cores.

SR

<«— kernel thread

Figure 4.5 Many-to-one model.
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Figure 4.6 One-to-one model.

4.3.2 One-to-One Model

The one-to-one model (Figure 4.6) maps each user thread to a kernel thread. It
provides more concurrency than the many-to-one model by allowing another
thread to run when a thread makes a blocking system call. It also allows
multiple threads to run in parallel on multiprocessors. The only drawback to
this model is that creating a user thread requires creating the corresponding
kernel thread. Because the overhead of creating kernel threads can burden the
performance of an application, most implementations of this model restrict the
number of threads supported by the system. Linux, along with the family of
Windows operating systems, implement the one-to-one model.

4.3.3 Many-to-Many Model

The many-to-many model (Figure 4.7) multiplexes many user-level threads to
a smaller or equal number of kernel threads. The number of kernel threads
may be specific to either a particular application or a particular machine (an
application may be allocated more kernel threads on a multiprocessor than on
a single processor).

Let’s consider the effect of this design on concurrency. Whereas the many-
to-one model allows the developer to create as many user threads as she wishes,
it does not result in true concurrency, because the kernel can schedule only
one thread at a time. The one-to-one model allows greater concurrency, but the
developer has to be careful not to create too many threads within an application
(and in some instances may be limited in the number of threads she can

s

§<— user thread

<«— kernel thread

Figure 4.7 Many-to-many model.
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Figure 4.8 Two-level model.

create). The many-to-many model suffers from neither of these shortcomings:
developers can create as many user threads as necessary, and the corresponding
kernel threads can run in parallel on a multiprocessor. Also, when a thread
performs a blocking system call, the kernel can schedule another thread for
execution.

One variation on the many-to-many model still multiplexes many user-
level threads to a smaller or equal number of kernel threads but also allows a
user-level thread to be bound to a kernel thread. This variation is sometimes
referred to as the two-level model (Figure 4.8). The Solaris operating system
supported the two-level model in versions older than Solaris 9. However,
beginning with Solaris 9, this system uses the one-to-one model.

Thread Libraries

A thread library provides the programmer with an API for creating and
managing threads. There are two primary ways of implementing a thread
library. The first approach is to provide a library entirely in user space with no
kernel support. All code and data structures for the library exist in user space.
This means that invoking a function in the library results in a local function
call in user space and not a system call.

The second approach is to implement a kernel-level library supported
directly by the operating system. In this case, code and data structures for
the library exist in kernel space. Invoking a function in the API for the library
typically results in a system call to the kernel.

Three main thread libraries are in use today: POSIX Pthreads, Windows, and
Java. Pthreads, the threads extension of the POSIX standard, may be provided
as either a user-level or a kernel-level library. The Windows thread library
is a kernel-level library available on Windows systems. The Java thread API
allows threads to be created and managed directly in Java programs. However,
because in most instances the JVM is running on top of a host operating system,
the Java thread API is generally implemented using a thread library available
on the host system. This means that on Windows systems, Java threads are
typically implemented using the Windows API; UNIX and Linux systems often
use Pthreads.
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For POSIX and Windows threading, any data declared globally —that is,
declared outside of any function—are shared among all threads belonging to
the same process. Because Java has no notion of global data, access to shared
data must be explicitly arranged between threads. Data declared local to a
function are typically stored on the stack. Since each thread has its own stack,
each thread has its own copy of local data.

In the remainder of this section, we describe basic thread creation using
these three thread libraries. As an illustrative example, we design a multi-
threaded program that performs the summation of a non-negative integer in a
separate thread using the well-known summation function:

N
sum = Zi
i=0

For example, if N were 5, this function would represent the summation of
integers from 0 to 5, which is 15. Each of the three programs will be run with
the upper bounds of the summation entered on the command line. Thus, if the
user enters 8, the summation of the integer values from 0 to 8 will be output.

Before we proceed with our examples of thread creation, we introduce
two general strategies for creating multiple threads: asynchronous threading
and synchronous threading. With asynchronous threading, once the parent
creates a child thread, the parent resumes its execution, so that the parent
and child execute concurrently. Each thread runs independently of every other
thread, and the parent thread need not know when its child terminates. Because
the threads are independent, there is typically little data sharing between
threads. Asynchronous threading is the strategy used in the multithreaded
server illustrated in Figure 4.2.

Synchronous threading occurs when the parent thread creates one or more
children and then must wait for all of its children to terminate before it resumes
—the so-called fork-join strategy. Here, the threads created by the parent
perform work concurrently, but the parent cannot continue until this work
has been completed. Once each thread has finished its work, it terminates
and joins with its parent. Only after all of the children have joined can the
parent resume execution. Typically, synchronous threading involves significant
data sharing among threads. For example, the parent thread may combine the
results calculated by its various children. All of the following examples use
synchronous threading.

4.41 Pthreads

Pthreads refers to the POSIX standard (IEEE 1003.1c) defining an API for thread
creation and synchronization. This is a specification for thread behavior,
not an implementation. Operating-system designers may implement the
specification in any way they wish. Numerous systems implement the Pthreads
specification; most are UNIX-type systems, including Linux, Mac OS X, and
Solaris. Although Windows doesn’t support Pthreads natively, some third-
party implementations for Windows are available.

The C program shown in Figure 4.9 demonstrates the basic Pthreads API for
constructing a multithreaded program that calculates the summation of a non-
negative integer in a separate thread. In a Pthreads program, separate threads
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#include <pthread.h>
#include <stdio.h>

int sum; /* this data is shared by the thread(s) */
void *runner(void *param); /* threads call this function */

int main(int argc, char *argv[])
{
pthread t tid; /* the thread identifier */
pthread attr t attr; /* set of thread attributes */

if (argec != 2) {
fprintf (stderr,"usage: a.out <integer value>\n");
return -1;

if (atoi(argv([1]) < 0) {
fprintf (stderr,"%d must be >= 0\n",atoi(argv[1]));
return -1;

}

/* get the default attributes */

pthread attr init(&attr);

/* create the thread */

pthread create(&tid,&attr,runner,argv[1]);
/* wait for the thread to exit */

pthread join(tid,NULL);

printf ("sum = %d\n",sum);

}

/* The thread will begin control in this function */
void *runner(void *param)
{

int i, upper = atoi(param);

sum = O;

for (i = 1; i <= upper; i++)
sum += i;

pthread exit(0);

}

Figure 4.9 Multithreaded C program using the Pthreads API.

begin execution in a specified function. In Figure 4.9, this is the runner ()
function. When this program begins, a single thread of control begins in
main(). After some initialization, main () creates a second thread that begins
control in the runner () function. Both threads share the global data sum.
Let’s look more closely at this program. All Pthreads programs must
include the pthread.h header file. The statement pthread t tid declares
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#define NUM THREADS 10

/* an array of threads to be joined upon */
pthread t workers[NUM THREADS] ;

for (int i = 0; i < NUM THREADS; i++)
pthread join(workers[i], NULL);

Figure 4.10 Pthread code for joining ten threads.

the identifier for the thread we will create. Each thread has a set of attributes,
including stack size and scheduling information. The pthread attr t attr
declaration represents the attributes for the thread. We set the attributes in the
function call pthread attr init(&attr). Because we did not explicitly set
any attributes, we use the default attributes provided. (In Chapter 6, we discuss
some of the scheduling attributes provided by the Pthreads APIL.) A separate
thread is created with the pthread create() function call. In addition to
passing the thread identifier and the attributes for the thread, we also pass the
name of the function where the new thread will begin execution—in this case,
the runner () function. Last, we pass the integer parameter that was provided
on the command line, argv [1].

At this point, the program has two threads: the initial (or parent) thread
in main() and the summation (or child) thread performing the summation
operation in the runner () function. This program follows the fork-join strategy
described earlier: after creating the summation thread, the parent thread
will wait for it to terminate by calling the pthread join() function. The
summation thread will terminate when it calls the function pthread exit ().
Once the summation thread has returned, the parent thread will output the
value of the shared data sum.

This example program creates only a single thread. With the growing
dominance of multicore systems, writing programs containing several threads
has become increasingly common. A simple method for waiting on several
threads using the pthread join() function is to enclose the operation within
a simple for loop. For example, you can join on ten threads using the Pthread
code shown in Figure 4.10.

4.4.2 Windows Threads

The technique for creating threads using the Windows thread library is similar
to the Pthreads technique in several ways. We illustrate the Windows thread
API in the C program shown in Figure 4.11. Notice that we must include the
windows.h header file when using the Windows API.

Just as in the Pthreads version shown in Figure 4.9, data shared by the
separate threads—in this case, Sum—are declared globally (the DWORD data
type is an unsigned 32-bit integer). We also define the Summation() function
that is to be performed in a separate thread. This function is passed a pointer
to a void, which Windows defines as LPVOID. The thread performing this
function sets the global data Sum to the value of the summation from 0 to the
parameter passed to Summation().



4.4 Thread Libraries

#include <windows.h>
#include <stdio.h>
DWORD Sum; /* data is shared by the thread(s) */

/* the thread runs in this separate function */
DWORD WINAPI Summation(LPVOID Param)

}

DWORD Upper = *(DWORD*)Param;

for (DWORD i = 0; i <= Upper; i++)
Sum += 1i;

return O;

int main(int argc, char *argv[])

{

}

DWORD ThreadId;
HANDLE ThreadHandle;
int Param;

if (argec != 2) {
fprintf(stderr,"An integer parameter is required\n");
return -1;

}

Param = atoi(argv[1]);

if (Param < 0) {
fprintf (stderr,"An integer >= 0 is required\n");
return -1;

}

/* create the thread */

ThreadHandle = CreateThread(

NULL, /* default security attributes */

0, /* default stack size */

Summation, /* thread function */

&Param, /* parameter to thread function */

0, /* default creation flags */

&ThreadId); /* returns the thread identifier */

if (ThreadHandle !'= NULL) {
/* now wait for the thread to finish */

WaitForSingleObject (ThreadHandle, INFINITE) ;

/* close the thread handle */
CloseHandle(ThreadHandle) ;

printf ("sum = %d\n",Sum);

}

Figure 4.11 Multithreaded C program using the Windows API.
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Threads are created in the Windows API using the CreateThread()
function, and —just as in Pthreads—a set of attributes for the thread is passed
to this function. These attributes include security information, the size of the
stack, and a flag that can be set to indicate if the thread is to start in a suspended
state. In this program, we use the default values for these attributes. (The
default values do not initially set the thread to a suspended state and instead
make it eligible to be run by the CPU scheduler.) Once the summation thread
is created, the parent must wait for it to complete before outputting the value
of Sum, as the value is set by the summation thread. Recall that the Pthread
program (Figure 4.9) had the parent thread wait for the summation thread
using the pthread join() statement. We perform the equivalent of this in the
Windows API using the WaitForSingleObject () function, which causes the
creating thread to block until the summation thread has exited.

In situations that require waiting for multiple threads to complete, the
WaitForMultipleObjects() function is used. This function is passed four
parameters:

1. The number of objects to wait for

2. A pointer to the array of objects

3. A flag indicating whether all objects have been signaled
4. A timeout duration (or INFINITE)

For example, if THandles is an array of thread HANDLE objects of size N, the
parent thread can wait for all its child threads to complete with this statement:

WaitForMultipleObjects(N, THandles, TRUE, INFINITE);

4.4.3 Java Threads

Threads are the fundamental model of program execution in a Java program,
and the Java language and its API provide a rich set of features for the creation
and management of threads. All Java programs comprise at least a single thread
of control—even a simple Java program consisting of only a main() method
runs as a single thread in the JVM. Java threads are available on any system that
provides a JVM including Windows, Linux, and Mac OS X. The Java thread API
is available for Android applications as well.

There are two techniques for creating threads in a Java program. One
approach is to create a new class that is derived from the Thread class and
to override its run() method. An alternative—and more commonly used —
technique is to define a class that implements the Runnable interface. The
Runnable interface is defined as follows:

public interface Runnable

{
}

public abstract void run();

When a class implements Runnable, it must define a run () method. The code
implementing the run () method is what runs as a separate thread.
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Figure 4.12 shows the Java version of a multithreaded program that
determines the summation of a non-negative integer. The Summation class
implements the Runnable interface. Thread creation is performed by creating
an object instance of the Thread class and passing the constructor a Runnable
object.

Creating a Thread object does not specifically create the new thread; rather,
the start () method creates the new thread. Calling the start () method for
the new object does two things:

1. It allocates memory and initializes a new thread in the JVM.

2. Itcalls the run () method, making the thread eligible to be run by the JvM.
(Note again that we never call the run () method directly. Rather, we call
the start () method, and it calls the run () method on our behalf.)

When the summation program runs, the JVM creates two threads. The first
is the parent thread, which starts execution in the main () method. The second
thread is created when the start () method on the Thread object is invoked.
This child thread begins execution in the run () method of the Summation class.
After outputting the value of the summation, this thread terminates when it
exits from its run () method.

Data sharing between threads occurs easily in Windows and Pthreads, since
shared data are simply declared globally. As a pure object-oriented language,
Java has no such notion of global data. If two or more threads are to share
data in a Java program, the sharing occurs by passing references to the shared
object to the appropriate threads. In the Java program shown in Figure 4.12,
the main thread and the summation thread share the object instance of the Sum
class. This shared object is referenced through the appropriate getSum() and
setSum() methods. (You might wonder why we don’t use an Integer object
rather than designing a new sum class. The reason is that the Integer class is
immutable—that is, once its value is set, it cannot change.)

Recall that the parent threads in the Pthreads and Windows libraries
use pthread join() and WaitForSingleObject() (respectively) to wait
for the summation threads to finish before proceeding. The join() method
in Java provides similar functionality. (Notice that join() can throw an
InterruptedException, which we choose to ignore.) If the parent must wait
for several threads to finish, the join () method can be enclosed in a for loop
similar to that shown for Pthreads in Figure 4.10.

Implicit Threading

With the continued growth of multicore processing, applications containing
hundreds—or even thousands—of threads are looming on the horizon.
Designing such applications is not a trivial undertaking: programmers must
address not only the challenges outlined in Section 4.2 but additional difficulties
as well. These difficulties, which relate to program correctness, are covered in
Chapters 5 and 7.

One way to address these difficulties and better support the design of
multithreaded applications is to transfer the creation and management of
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class Sum

{

private int sum;

public int getSum() {
return sum;

}

public void setSum(int sum) {
this.sum = sum;
}
¥

class Summation implements Runnable
private int upper;
private Sum sumValue;

public Summation (int upper, Sum sumValue) {
this.upper = upper;
this.sumValue = sumValue;

}

public void run() {
int sum = 0
for (int 1
sum += i;
sumValue.setSum(sum) ;

}

0; 1 <= upper; i++)

}

public class Driver
{
public static void main(String[] args) {
if (args.length > 0) {
if (Integer.parselnt(args([0]) < 0)
System.err.println(args[0] + " must be >= 0.");
else {
Sum sumObject = new Sum() ;
int upper = Integer.parselnt (args[0]);
Thread thrd = new Thread(new Summation (upper, sumObject)) ;
thrd.start () ;
try {
thrd.join() ;
System.out.println
("The sum of "+upper+" is "+sumObject.getSum()) ;
} catch (InterruptedException ie) { }

}
}

else
System.err.println("Usage: Summation <integer values>"); }

Figure 4.12 Java program for the summation of a non-negative integer.
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THE JvM AND THE HOST OPERATING SYSTEM

The JVM is typically implemented on top of a host operating system (see
Figure 16.10). This setup allows the JVM to hide the implementation details
of the underlying operating system and to provide a consistent, abstract
environment that allows Java programs to operate on any platform that
supports a JVM. The specification for the JVM does not indicate how Java
threads are to be mapped to the underlying operating system, instead leaving
that decision to the particular implementation of the JVM. For example, the
Windows XP operating system uses the one-to-one model; therefore, each
Java thread for a JVM running on such a system maps to a kernel thread. On
operating systems that use the many-to-many model (such as Tru64 UNIX), a
Java thread is mapped according to the many-to-many model. Solaris initially
implemented the JVM using the many-to-one model (the green threads library,
mentioned earlier). Later releases of the JVM were implemented using the
many-to-many model. Beginning with Solaris 9, Java threads were mapped
using the one-to-one model. In addition, there may be a relationship between
the Java thread library and the thread library on the host operating system.
For example, implementations of a JVM for the Windows family of operating
systems might use the Windows API when creating Java threads; Linux,
Solaris, and Mac OS X systems might use the Pthreads APIL.

threading from application developers to compilers and run-time libraries.
This strategy, termed implicit threading, is a popular trend today. In this
section, we explore three alternative approaches for designing multithreaded
programs that can take advantage of multicore processors through implicit
threading.

4.51 Thread Pools

In Section 4.1, we described a multithreaded web server. In this situation,
whenever the server receives a request, it creates a separate thread to service
the request. Whereas creating a separate thread is certainly superior to creating
a separate process, a multithreaded server nonetheless has potential problems.
The first issue concerns the amount of time required to create the thread,
together with the fact that the thread will be discarded once it has completed
its work. The second issue is more troublesome. If we allow all concurrent
requests to be serviced in a new thread, we have not placed a bound on the
number of threads concurrently active in the system. Unlimited threads could
exhaust system resources, such as CPU time or memory. One solution to this
problem is to use a thread pool.

The general idea behind a thread pool is to create a number of threads at
process startup and place them into a pool, where they sit and wait for work.
When a server receives a request, it awakens a thread from this pool—if one
is available—and passes it the request for service. Once the thread completes
its service, it returns to the pool and awaits more work. If the pool contains no
available thread, the server waits until one becomes free.
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Thread pools offer these benefits:

1. Servicing a request with an existing thread is faster than waiting to create
a thread.

2. A thread pool limits the number of threads that exist at any one point.
This is particularly important on systems that cannot support a large
number of concurrent threads.

3. Separating the task to be performed from the mechanics of creating the
task allows us to use different strategies for running the task. For example,
the task could be scheduled to execute after a time delay or to execute
periodically.

The number of threads in the pool can be set heuristically based on factors
such as the number of CPUs in the system, the amount of physical memory,
and the expected number of concurrent client requests. More sophisticated
thread-pool architectures can dynamically adjust the number of threads in the
pool according to usage patterns. Such architectures provide the further benefit
of having a smaller pool—thereby consuming less memory—when the load
on the system is low. We discuss one such architecture, Apple’s Grand Central
Dispatch, later in this section.

The Windows API provides several functions related to thread pools. Using
the thread pool API is similar to creating a thread with the Thread Create ()
function, as described in Section 4.4.2. Here, a function that is to run as a
separate thread is defined. Such a function may appear as follows:

DWORD WINAPI PoolFunction (AVOID Param) {
/*
* this function runs as a separate thread.
*/

A pointer to PoolFunction() is passed to one of the functions in the thread
pool API, and a thread from the pool executes this function. One such member
in the thread pool API is the QueueUserWorkItem() function, which is passed
three parameters:

e LPTHREAD START ROUTINE Function—a pointer to the function that is to
run as a separate thread

e PVOID Param—the parameter passed to Function

® ULONG Flags—flags indicating how the thread pool is to create and
manage execution of the thread

An example of invoking a function is the following:
QueueUserWorkItem(&PoolFunction, NULL, 0);

This causes a thread from the thread pool to invoke PoolFunction () onbehalf
of the programmer. In this instance, we pass no parameters to PoolFunc-
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tion(). Because we specify 0 as a flag, we provide the thread pool with no
special instructions for thread creation.

Other members in the Windows thread pool APIinclude utilities that invoke
functions at periodic intervals or when an asynchronous 1/0 request completes.
The java.util.concurrent package in the Java API provides a thread-pool
utility as well.

4.5.2 OpenMP

OpenMP is a set of compiler directives as well as an API for programs written
in C, C++, or FORTRAN that provides support for parallel programming in
shared-memory environments. OpenMP identifies parallel regions as blocks
of code that may run in parallel. Application developers insert compiler
directives into their code at parallel regions, and these directives instruct the
OpenMP run-time library to execute the region in parallel. The following C
program illustrates a compiler directive above the parallel region containing
the printf () statement:

#include <omp.h>
#include <stdio.h>

int main(int argc, char *argvl[])

{

/* sequential code */
#pragma omp parallel

printf ("I am a parallel region.");

}

/* sequential code */

return O;

When OpenMP encounters the directive
#pragma omp parallel

it creates as many threads are there are processing cores in the system. Thus, for
a dual-core system, two threads are created, for a quad-core system, four are
created; and so forth. All the threads then simultaneously execute the parallel
region. As each thread exits the parallel region, it is terminated.

OpenMP provides several additional directives for running code regions
in parallel, including parallelizing loops. For example, assume we have two
arrays a and b of size N. We wish to sum their contents and place the results
in array c. We can have this task run in parallel by using the following code
segment, which contains the compiler directive for parallelizing for loops:
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#pragma omp parallel for
for (i = 0; i < N; i++) {
cli]l = ali]l + bI[il;

}

OpenMP divides the work contained in the for loop among the threads it has
created in response to the directive

#pragma omp parallel for

In addition to providing directives for parallelization, OpenMP allows devel-
opers to choose among several levels of parallelism. For example, they can set
the number of threads manually. It also allows developers to identify whether
data are shared between threads or are private to a thread. OpenMP is available
on several open-source and commercial compilers for Linux, Windows, and
Mac OS X systems. We encourage readers interested in learning more about
OpenMP to consult the bibliography at the end of the chapter.

4.5.3 Grand Central Dispatch

Grand Central Dispatch (GCD)—a technology for Apple’s Mac OS X and iOS
operating systems—is a combination of extensions to the C language, an API,
and a run-time library that allows application developers to identify sections
of code to run in parallel. Like OpenMP, GCD manages most of the details of
threading.

GCD identifies extensions to the C and C++ languages known as blocks. A
block is simply a self-contained unit of work. It is specified by a caret " inserted
in front of a pair of braces { }. A simple example of a block is shown below:

*{ printf ("I am a block"); }

GCD schedules blocks for run-time execution by placing them on a dispatch
queue. When it removes a block from a queue, it assigns the block to an
available thread from the thread pool it manages. GCD identifies two types of
dispatch queues: serial and concurrent.

Blocks placed on a serial queue are removed in FIFO order. Once a block has
been removed from the queue, it must complete execution before another block
is removed. Each process has its own serial queue (known as its main queue).
Developers can create additional serial queues that are local to particular
processes. Serial queues are useful for ensuring the sequential execution of
several tasks.

Blocks placed on a concurrent queue are also removed in FIFO order, but
several blocks may be removed at a time, thus allowing multiple blocks to
execute in parallel. There are three system-wide concurrent dispatch queues,
and they are distinguished according to priority: low, default, and high.
Priorities represent an approximation of the relative importance of blocks.
Quite simply, blocks with a higher priority should be placed on the high-
priority dispatch queue.

The following code segment illustrates obtaining the default-priority
concurrent queue and submitting a block to the queue using the
dispatch async () function:
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dispatch queue t queue = dispatch get global queue
(DISPATCH QUEUE PRIORITY DEFAULT, O0);

dispatch async (queue, “{ printf ("I am a block."); });

Internally, GCD’s thread pool is composed of POSIX threads. GCD actively
manages the pool, allowing the number of threads to grow and shrink
according to application demand and system capacity.

4.5.4 Other Approaches

Thread pools, OpenMP, and Grand Central Dispatch are just a few of many
emerging technologies for managing multithreaded applications. Other com-
mercial approaches include parallel and concurrent libraries, such as Intel’s
Threading Building Blocks (TBB) and several products from Microsoft. The Java
language and API have seen significant movement toward supporting concur-
rent programming as well. A notable example is the java.util.concurrent
package, which supports implicit thread creation and management.

Threading Issues

In this section, we discuss some of the issues to consider in designing
multithreaded programs.

4.6.1 The fork() and exec() System Calls

In Chapter 3, we described how the fork() system call is used to create a
separate, duplicate process. The semantics of the fork() and exec() system
calls change in a multithreaded program.

If one thread in a program calls fork (), does the new process duplicate
all threads, or is the new process single-threaded? Some UNIX systems have
chosen to have two versions of fork(), one that duplicates all threads and
another that duplicates only the thread that invoked the fork () system call.

The exec() system call typically works in the same way as described
in Chapter 3. That is, if a thread invokes the exec () system call, the program
specified in the parameter to exec () will replace the entire process—including
all threads.

Which of the two versions of fork() to use depends on the application.
If exec() is called immediately after forking, then duplicating all threads is
unnecessary, as the program specified in the parameters to exec () will replace
the process. In this instance, duplicating only the calling thread is appropriate.
If, however, the separate process does not call exec () after forking, the separate
process should duplicate all threads.

4.6.2 Signal Handling

A signal is used in UNIX systems to notify a process that a particular event has
occurred. A signal may be received either synchronously or asynchronously,
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depending on the source of and the reason for the event being signaled. All
signals, whether synchronous or asynchronous, follow the same pattern:

1. A signal is generated by the occurrence of a particular event.
2. The signal is delivered to a process.

3. Once delivered, the signal must be handled.

Examples of synchronous signal include illegal memory access and divi-
sion by 0. If a running program performs either of these actions, a signal
is generated. Synchronous signals are delivered to the same process that
performed the operation that caused the signal (that is the reason they are
considered synchronous).

When a signal is generated by an event external to a running process, that
process receives the signal asynchronously. Examples of such signals include
terminating a process with specific keystrokes (such as <control><C>) and
having a timer expire. Typically, an asynchronous signal is sent to another
process.

A signal may be handled by one of two possible handlers:

1. A default signal handler
2. A user-defined signal handler

Every signal has a default signal handler that the kernel runs when
handling that signal. This default action can be overridden by a user-defined
signal handler that is called to handle the signal. Signals are handled in
different ways. Some signals (such as changing the size of a window) are
simply ignored; others (such as an illegal memory access) are handled by
terminating the program.

Handling signals in single-threaded programs is straightforward: signals
are always delivered to a process. However, delivering signals is more
complicated in multithreaded programs, where a process may have several
threads. Where, then, should a signal be delivered?

In general, the following options exist:

1. Deliver the signal to the thread to which the signal applies.
2. Deliver the signal to every thread in the process.
3. Deliver the signal to certain threads in the process.

4. Assign a specific thread to receive all signals for the process.

The method for delivering a signal depends on the type of signal generated.
For example, synchronous signals need to be delivered to the thread causing
the signal and not to other threads in the process. However, the situation with
asynchronous signals is not as clear. Some asynchronous signals—such as a
signal that terminates a process (<control><C>, for example)—should be
sent to all threads.
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The standard UNIX function for delivering a signal is
kill(pid t pid, int signal)

This function specifies the process (pid) to which a particular signal (signal)is
to be delivered. Most multithreaded versions of UNIX allow a thread to specify
which signals it will accept and which it will block. Therefore, in some cases,
an asynchronous signal may be delivered only to those threads that are not
blocking it. However, because signals need to be handled only once, a signal is
typically delivered only to the first thread found that is not blocking it. POSIX
Pthreads provides the following function, which allows a signal to be delivered
to a specified thread (tid):

pthread kill(pthread t tid, int signal)

Although Windows does not explicitly provide support for signals, it
allows us to emulate them using asynchronous procedure calls (APCs). The
APC facility enables a user thread to specify a function that is to be called
when the user thread receives notification of a particular event. As indicated
by its name, an APC is roughly equivalent to an asynchronous signal in UNIX.
However, whereas UNIX must contend with how to deal with signals in a
multithreaded environment, the APC facility is more straightforward, since an
APC is delivered to a particular thread rather than a process.

4.6.3 Thread Cancellation

Thread cancellation involves terminating a thread before it has completed. For
example, if multiple threads are concurrently searching through a database and
one thread returns the result, the remaining threads might be canceled. Another
situation might occur when a user presses a button on a web browser that stops
a web page from loading any further. Often, a web page loads using several
threads—each image is loaded in a separate thread. When a user presses the
stop button on the browser, all threads loading the page are canceled.

A thread that is to be canceled is often referred to as the target thread.
Cancellation of a target thread may occur in two different scenarios:

1. Asynchronous cancellation. One thread immediately terminates the
target thread.

2. Deferred cancellation. The target thread periodically checks whether it
should terminate, allowing it an opportunity to terminate itself in an
orderly fashion.

The difficulty with cancellation occurs in situations where resources have
been allocated to a canceled thread or where a thread is canceled while in
the midst of updating data it is sharing with other threads. This becomes
especially troublesome with asynchronous cancellation. Often, the operating
system will reclaim system resources from a canceled thread but will not
reclaim all resources. Therefore, canceling a thread asynchronously may not
free a necessary system-wide resource.
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With deferred cancellation, in contrast, one thread indicates that a target
thread is to be canceled, but cancellation occurs only after the target thread has
checked a flag to determine whether or not it should be canceled. The thread
can perform this check at a point at which it can be canceled safely.

In Pthreads, thread cancellation is initiated using the pthread cancel ()
function. The identifier of the target thread is passed as a parameter to
the function. The following code illustrates creating—and then canceling—
a thread:

pthread t tid;

/* create the thread x/
pthread create (&tid, 0, worker, NULL) ;

/+ cancel the thread =x/
pthread cancel (tid) ;

Invoking pthread cancel ()indicates only a request to cancel the target
thread, however; actual cancellation depends on how the target thread is set
up to handle the request. Pthreads supports three cancellation modes. Each
mode is defined as a state and a type, as illustrated in the table below. A thread
may set its cancellation state and type using an APIL

| Mode | State | Type |
Off Disabled —
Deferred Enabled Deferred
Asynchronous Enabled Asynchronous

As the table illustrates, Pthreads allows threads to disable or enable
cancellation. Obviously, a thread cannot be canceled if cancellation is disabled.
However, cancellation requests remain pending, so the thread can later enable
cancellation and respond to the request.

The default cancellation type is deferred cancellation. Here, cancellation
occurs only when a thread reaches a cancellation point. One technique for
establishing a cancellation point is to invoke the pthread testcancel()
function. If a cancellation request is found to be pending, a function known
as a cleanup handler is invoked. This function allows any resources a thread
may have acquired to be released before the thread is terminated.

The following code illustrates how a thread may respond to a cancellation
request using deferred cancellation:

while (1) {
/+ do some work for awhile %/

[x . . . %/

/* check if there is a cancellation request x/
pthread testcancel () ;



4.6 Threading Issues 187

Because of the issues described earlier, asynchronous cancellation is not
recommended in Pthreads documentation. Thus, we do not cover it here. An
interesting note is that on Linux systems, thread cancellation using the Pthreads
APl is handled through signals (Section 4.6.2).

4.6.4 Thread-Local Storage

Threads belonging to a process share the data of the process. Indeed, this
data sharing provides one of the benefits of multithreaded programming.
However, in some circumstances, each thread might need its own copy of
certain data. We will call such data thread-local storage (or TLS.) For example,
in a transaction-processing system, we might service each transaction in a
separate thread. Furthermore, each transaction might be assigned a unique
identifier. To associate each thread with its unique identifier, we could use
thread-local storage.

It is easy to confuse TLS with local variables. However, local variables
are visible only during a single function invocation, whereas TLS data are
visible across function invocations. In some ways, TLS is similar to static
data. The difference is that TLS data are unique to each thread. Most thread
libraries—including Windows and Pthreads—provide some form of support
for thread-local storage; Java provides support as well.

4.6.5 Scheduler Activations

A final issue to be considered with multithreaded programs concerns com-
munication between the kernel and the thread library, which may be required
by the many-to-many and two-level models discussed in Section 4.3.3. Such
coordination allows the number of kernel threads to be dynamically adjusted
to help ensure the best performance.

Many systems implementing either the many-to-many or the two-level
model place an intermediate data structure between the user and kernel
threads. This data structure—typically known as a lightweight process, or
LWP—is shown in Figure 4.13. To the user-thread library, the LWP appears to
be a virtual processor on which the application can schedule a user thread to
run. Each LWP is attached to a kernel thread, and it is kernel threads that the

3 <«——user thread

<«— lightweight process

@4— kernel thread

Figure 4.13 Lightweight process (LWP).
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operating system schedules to run on physical processors. If a kernel thread
blocks (such as while waiting for an I/O operation to complete), the LWP blocks
as well. Up the chain, the user-level thread attached to the LWP also blocks.

An application may require any number of LWPs to run efficiently. Consider
a CPU-bound application running on a single processor. In this scenario, only
one thread can run at at a time, so one LWP is sufficient. An application that is
I/O-intensive may require multiple LWPs to execute, however. Typically, an LWP
is required for each concurrent blocking system call. Suppose, for example, that
five different file-read requests occur simultaneously. Five LWPs are needed,
because all could be waiting for I/O completion in the kernel. If a process has
only four LWPs, then the fifth request must wait for one of the LWPs to return
from the kernel.

One scheme for communication between the user-thread library and the
kernel is known as scheduler activation. It works as follows: The kernel
provides an application with a set of virtual processors (LWPs), and the
application can schedule user threads onto an available virtual processor.
Furthermore, the kernel must inform an application about certain events. This
procedure is known as an upcall. Upcalls are handled by the thread library
with an upcall handler, and upcall handlers must run on a virtual processor.
One event that triggers an upcall occurs when an application thread is about to
block. In this scenario, the kernel makes an upcall to the application informing
it that a thread is about to block and identifying the specific thread. The kernel
then allocates a new virtual processor to the application. The application runs
an upcall handler on this new virtual processor, which saves the state of the
blocking thread and relinquishes the virtual processor on which the blocking
thread is running. The upcall handler then schedules another thread that is
eligible to run on the new virtual processor. When the event that the blocking
thread was waiting for occurs, the kernel makes another upcall to the thread
library informing it that the previously blocked thread is now eligible to run.
The upcall handler for this event also requires a virtual processor, and the kernel
may allocate a new virtual processor or preempt one of the user threads and
run the upcall handler on its virtual processor. After marking the unblocked
thread as eligible to run, the application schedules an eligible thread to run on
an available virtual processor.

Operating-System Examples

At this point, we have examined a number of concepts and issues related to
threads. We conclude the chapter by exploring how threads are implemented
in Windows and Linux systems.

4.7.1 Windows Threads

Windows implements the Windows API, which is the primary API for the
family of Microsoft operating systems (Windows 98, NT, 2000, and XP, as well
as Windows 7). Indeed, much of what is mentioned in this section applies to
this entire family of operating systems.

A Windows application runs as a separate process, and each process may
contain one or more threads. The Windows API for creating threads is covered in
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Section 4.4.2. Additionally, Windows uses the one-to-one mapping described
in Section 4.3.2, where each user-level thread maps to an associated kernel
thread.

The general components of a thread include:

¢ A thread ID uniquely identifying the thread
* A register set representing the status of the processor

¢ A user stack, employed when the thread is running in user mode, and a
kernel stack, employed when the thread is running in kernel mode

® A private storage area used by various run-time libraries and dynamic link
libraries (DLLs)

The register set, stacks, and private storage area are known as the context of
the thread.
The primary data structures of a thread include:

e ETHREAD—executive thread block
e KTHREAD—kernel thread block

e TEB—thread environment block

The key components of the ETHREAD include a pointer to the process
to which the thread belongs and the address of the routine in which the
thread starts control. The ETHREAD also contains a pointer to the corresponding
KTHREAD.

The KTHREAD includes scheduling and synchronization information for
the thread. In addition, the KTHREAD includes the kernel stack (used when the
thread is running in kernel mode) and a pointer to the TEB.

The ETHREAD and the KTHREAD exist entirely in kernel space; this means
that only the kernel can access them. The TEB is a user-space data structure
that is accessed when the thread is running in user mode. Among other fields,
the TEB contains the thread identifier, a user-mode stack, and an array for
thread-local storage. The structure of a Windows thread is illustrated in Figure
4.14.

4.7.2 Linux Threads

Linux provides the fork() system call with the traditional functionality of
duplicating a process, as described in Chapter 3. Linux also provides the ability
to create threads using the clone() system call. However, Linux does not
distinguish between processes and threads. In fact, Linux uses the term task
—rather than process or thread— when referring to a flow of control within a
program.

When clone () is invoked, it is passed a set of flags that determine how
much sharing is to take place between the parent and child tasks. Some of these
flags are listed in Figure 4.15. For example, suppose that clone() is passed
the flags CLONE FS, CLONE VM, CLONE SIGHAND, and CLONE FILES. The parent
and child tasks will then share the same file-system information (such as the
current working directory), the same memory space, the same signal handlers,
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Figure 4.14 Data structures of a Windows thread.

and the same set of open files. Using clone () in this fashion is equivalent to
creating a thread as described in this chapter, since the parent task shares most
of its resources with its child task. However, if none of these flags is set when
clone() is invoked, no sharing takes place, resulting in functionality similar
to that provided by the fork () system call.

The varying level of sharing is possible because of the way a task is
represented in the Linux kernel. A unique kernel data structure (specifically,
struct task struct) exists for each task in the system. This data structure,
instead of storing data for the task, contains pointers to other data structures
where these data are stored —for example, data structures that represent the list
of open files, signal-handling information, and virtual memory. When fork ()
is invoked, a new task is created, along with a copy of all the associated data

flag meaning
CLONE_FS File-system information is shared.
CLONE_ VM The same memory space is shared.
CLONE_SIGHAND Signal handlers are shared.
CLONE_ FILES The set of open files is shared.

Figure 4.15 Some of the flags passed when clone () is invoked.
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structures of the parent process. A new task is also created when the clone ()
system call is made. However, rather than copying all data structures, the new
task points to the data structures of the parent task, depending on the set of
flags passed to clone ().

Summary

A thread is a flow of control within a process. A multithreaded process contains
several different flows of control within the same address space. The benefits of
multithreading include increased responsiveness to the user, resource sharing
within the process, economy, and scalability factors, such as more efficient use
of multiple processing cores.

User-level threads are threads that are visible to the programmer and are
unknown to the kernel. The operating-system kernel supports and manages
kernel-level threads. In general, user-level threads are faster to create and
manage than are kernel threads, because no intervention from the kernel is
required.

Three different types of models relate user and kernel threads. The many-
to-one model maps many user threads to a single kernel thread. The one-to-one
model maps each user thread to a corresponding kernel thread. The many-to-
many model multiplexes many user threads to a smaller or equal number of
kernel threads.

Most modern operating systems provide kernel support for threads. These
include Windows, Mac OS X, Linux, and Solaris.

Thread libraries provide the application programmer with an API for
creating and managing threads. Three primary thread libraries are in common
use: POSIX Pthreads, Windows threads, and Java threads.

In addition to explicitly creating threads using the API provided by a
library, we can use implicit threading, in which the creation and management
of threading is transferred to compilers and run-time libraries. Strategies for
implicit threading include thread pools, OpenMP, and Grand Central Dispatch.

Multithreaded programs introduce many challenges for programmers,
including the semantics of the fork() and exec() system calls. Other
issues include signal handling, thread cancellation, thread-local storage, and
scheduler activations.

Practice Exercises

4.1 Provide two programming examples in which multithreading provides
better performance than a single-threaded solution.

4.2 What are two differences between user-level threads and kernel-level
threads? Under what circumstances is one type better than the other?

4.3 Describe the actions taken by a kernel to context-switch between kernel-
level threads.

4.4 What resources are used when a thread is created? How do they differ
from those used when a process is created?
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4.6

4.7

4.8

4.9

4.10

4.11
4.12

4.13

4.14

Assume that an operating system maps user-level threads to the kernel
using the many-to-many model and that the mapping is done through
LWPs. Furthermore, the system allows developers to create real-time
threads for use in real-time systems. Is it necessary to bind a real-time
thread to an LWP? Explain.

Provide two programming examples in which multithreading does not
provide better performance than a single-threaded solution.

Under what circumstances does a multithreaded solution using multi-
ple kernel threads provide better performance than a single-threaded
solution on a single-processor system?

Which of the following components of program state are shared across
threads in a multithreaded process?

a. Register values
b. Heap memory
c. Global variables
d. Stack memory

Can a multithreaded solution using multiple user-level threads achieve
better performance on a multiprocessor system than on a single-
processor system? Explain.

In Chapter 3, we discussed Google’s Chrome browser and its practice
of opening each new website in a separate process. Would the same
benefits have been achieved if instead Chrome had been designed to
open each new website in a separate thread? Explain.

Is it possible to have concurrency but not parallelism? Explain.

Using Amdahl’s Law, calculate the speedup gain of an application that
has a 60 percent parallel component for (a) two processing cores and (b)
four processing cores.

Determine if the following problems exhibit task or data parallelism:
¢ The multithreaded statistical program described in Exercise 4.21

¢ The multithreaded Sudoku validator described in Project 1 in this
chapter

¢ The multithreaded sorting program described in Project 2 in this
chapter

e The multithreaded web server described in Section 4.1

A system with two dual-core processors has four processors available
for scheduling. A CPU-intensive application is running on this system.
All input is performed at program start-up, when a single file must
be opened. Similarly, all output is performed just before the program
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terminates, when the program results must be written to a single
file. Between startup and termination, the program is entirely CPU-
bound. Your task is to improve the performance of this application
by multithreading it. The application runs on a system that uses the
one-to-one threading model (each user thread maps to a kernel thread).

¢ How many threads will you create to perform the input and output?
Explain.

¢ How many threads will you create for the CPU-intensive portion of
the application? Explain.

Consider the following code segment:

pid t pid;

pid = fork();

if (pid == 0) { /% child process x/
fork () ;
thread create( . . .);

}

fork () ;

a. How many unique processes are created?

b. How many unique threads are created?

As described in Section 4.7.2, Linux does not distinguish between
processes and threads. Instead, Linux treats both in the same way,
allowing a task to be more akin to a process or a thread depending on the
set of flags passed to the clone () system call. However, other operating
systems, such as Windows, treat processes and threads differently.
Typically, such systems use a notation in which the data structure for
a process contains pointers to the separate threads belonging to the
process. Contrast these two approaches for modeling processes and
threads within the kernel.

The program shown in Figure 4.16 uses the Pthreads API. What would
be the output from the program at LINE ¢ and LINE p?

Consider a multicore system and a multithreaded program written
using the many-to-many threading model. Let the number of user-level
threads in the program be greater than the number of processing cores
in the system. Discuss the performance implications of the following
scenarios.

a. The number of kernel threads allocated to the program is less than
the number of processing cores.

b. The number of kernel threads allocated to the program is equal to
the number of processing cores.

c. The number of kernel threads allocated to the program is greater
than the number of processing cores but less than the number of
user-level threads.
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#include <pthread.h>
#include <stdio.h>

#include <types.h>

int value = O;
void *runner(void *param); /* the thread */

int main(int argc, char *argv([])
{

pid t pid;

pthread t tid;

pthread attr t attr;

pid = fork();

if (pid == 0) { /* child process */
pthread attr init(&attr);
pthread create(&tid,&attr,runner,NULL) ;
pthread join(tid,NULL);
printf ("CHILD: value = %d",value); /* LINE C */

else if (pid > 0) { /* parent process */
wait (NULL) ;
printf ("PARENT: value = J%d",value); /* LINE P */
}
}

void *runner(void *param) {
value = 5;
pthread exit(0);

}

Figure 4.16 C program for Exercise 4.17.

Pthreads provides an API for managing thread cancellation. The
pthread setcancelstate() function is used to set the cancellation

state. Its prototype appears as follows:

pthread setcancelstate(int state, int *oldstate)

The two possible values for the state are PTHREAD CANCEL ENABLE and

PTHREAD CANCEL DISABLE.

Using the code segment shown in Figure 4.17, provide examples of
two operations that would be suitable to perform between the calls to

disable and enable thread cancellation.
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int oldstate;

pthread setcancelstate (PTHREAD CANCEL DISABLE, &oldstate);

/* What operations would be performed here? */

pthread setcancelstate (PTHREAD CANCEL ENABLE, &oldstate);

Figure 4.17 C program for Exercise 4.19.

Programming Problems

4.20

4.21

4.22

Modify programming problem Exercise 3.20 from Chapter 3, which asks
you to design a pid manager. This modification will consist of writing
a multithreaded program that tests your solution to Exercise 3.20. You
will create a number of threads—for example, 100—and each thread will
request a pid, sleep for arandom period of time, and then release the pid.
(Sleeping for arandom period of time approximates the typical pid usage
in which a pid is assigned to a new process, the process executes and
then terminates, and the pid is released on the process’s termination.) On
UNIX and Linux systems, sleeping is accomplished through the sleep ()
function, which is passed an integer value representing the number of
seconds to sleep. This problem will be modified in Chapter 5.

Write a multithreaded program that calculates various statistical values
for a list of numbers. This program will be passed a series of numbers on
the command line and will then create three separate worker threads.
One thread will determine the average of the numbers, the second
will determine the maximum value, and the third will determine the
minimum value. For example, suppose your program is passed the
integers

90 817895797285
The program will report

The average value is 82
The minimum value is 72
The maximum value is 95

The variables representing the average, minimum, and maximum values
will be stored globally. The worker threads will set these values, and the
parent thread will output the values once the workers have exited. (We
could obviously expand this program by creating additional threads
that determine other statistical values, such as median and standard
deviation.)

Aninteresting way of calculating  is to use a technique known as Monte
Carlo, which involves randomization. This technique works as follows:
Suppose you have a circle inscribed within a square, as shown in Figure
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-1, 1e ®(1,1)

e (0, 0)

(-1,-1)e ®(1,-1)

Figure 4.18 Monte Carlo technique for calculating pi.

4.18. (Assume that the radius of this circle is 1.) First, generate a series of
random points as simple (x, ) coordinates. These points must fall within
the Cartesian coordinates that bound the square. Of the total number of
random points that are generated, some will occur within the circle.
Next, estimate m by performing the following calculation:

m = 4x (number of points in circle) / (total number of points)

Write a multithreaded version of this algorithm that creates a separate
thread to generate a number of random points. The thread will count
the number of points that occur within the circle and store that result
in a global variable. When this thread has exited, the parent thread will
calculate and output the estimated value of . It is worth experimenting
with the number of random points generated. As a general rule, the
greater the number of points, the closer the approximation to .

In the source-code download for this text, we provide a sample program
that provides a technique for generating random numbers, as well as
determining if the random (x, y) point occurs within the circle.

Readers interested in the details of the Monte Carlo method for esti-
mating  should consult the bibliography at the end of this chapter. In
Chapter 5, we modify this exercise using relevant material from that
chapter.

Repeat Exercise 4.22, but instead of using a separate thread to generate
random points, use OpenMP to parallelize the generation of points. Be
careful not to place the calculcation of 1 in the parallel region, since you
want to calculcate m only once.

Write a multithreaded program that outputs prime numbers. This
program should work as follows: The user will run the program and
will enter a number on the command line. The program will then create
a separate thread that outputs all the prime numbers less than or equal
to the number entered by the user.

Modify the socket-based date server (Figure 3.21) in Chapter 3 so that
the server services each client request in a separate thread.
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4.26 The Fibonacci sequence is the series of numbers 0,1,1,2,3,5,8, ....
Formally, it can be expressed as:

Fiby =0
Fiby =1
Fiby = fiby_y + fiby_s

Write a multithreaded program that generates the Fibonacci sequence.
This program should work as follows: On the command line, the user
will enter the number of Fibonacci numbers that the program is to
generate. The program will then create a separate thread that will
generate the Fibonacci numbers, placing the sequence in data that can
be shared by the threads (an array is probably the most convenient
data structure). When the thread finishes execution, the parent thread
will output the sequence generated by the child thread. Because the
parent thread cannot begin outputting the Fibonacci sequence until the
child thread finishes, the parent thread will have to wait for the child
thread to finish. Use the techniques described in Section 4.4 to meet this
requirement.

4.27 Exercise 3.25 in Chapter 3 involves designing an echo server using the
Java threading API. This server is single-threaded, meaning that the
server cannot respond to concurrent echo clients until the current client
exits. Modify the solution to Exercise 3.25 so that the echo server services
each client in a separate request.

Programming Projects

Project 1—Sudoku Solution Validator

A Sudoku puzzle uses a 9 x 9 grid in which each column and row, as well as
each of the nine 3 x 3 subgrids, must contain all of the digits 1 - - - 9. Figure
4.19 presents an example of a valid Sudoku puzzle. This project consists of
designing a multithreaded application that determines whether the solution to
a Sudoku puzzle is valid.

There are several different ways of multithreading this application. One
suggested strategy is to create threads that check the following criteria:

¢ A thread to check that each column contains the digits 1 through 9
¢ A thread to check that each row contains the digits 1 through 9

® Nine threads to check that each of the 3 x 3 subgrids contains the digits 1
through 9

This would result in a total of eleven separate threads for validating a
Sudoku puzzle. However, you are welcome to create even more threads for
this project. For example, rather than creating one thread that checks all nine
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Figure 4.19 Solution to a 9 x 9 Sudoku puzzle.

columns, you could create nine separate threads and have each of them check
one column.

Passing Parameters to Each Thread

The parent thread will create the worker threads, passing each worker the
location that it must check in the Sudoku grid. This step will require passing
several parameters to each thread. The easiest approach is to create a data
structure using a struct. For example, a structure to pass the row and column
where a thread must begin validating would appear as follows:

/* structure for passing data to threads */
typedef struct

int row;
int column;
} parameters;

Both Pthreads and Windows programs will create worker threads using a
strategy similar to that shown below:

parameters *data = (parameters *) malloc(sizeof (parameters));
data->row = 1;

data->column = 1;

/* Now create the thread passing it data as a parameter */

The data pointer will be passed to either the pthread create() (Pthreads)
function or the CreateThread () (Windows) function, which in turn will pass
it as a parameter to the function that is to run as a separate thread.

Returning Results to the Parent Thread

Each worker thread is assigned the task of determining the validity of a
particular region of the Sudoku puzzle. Once a worker has performed this
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Figure 4.20 Multithreaded sorting.

check, it must pass its results back to the parent. One good way to handle this
is to create an array of integer values that is visible to each thread. The i*"
index in this array corresponds to the i worker thread. If a worker sets its
corresponding value to 1, it is indicating that its region of the Sudoku puzzle
is valid. A value of 0 would indicate otherwise. When all worker threads have
completed, the parent thread checks each entry in the result array to determine
if the Sudoku puzzle is valid.

Project 2—Multithreaded Sorting Application

Write a multithreaded sorting program that works as follows: A list of integers
is divided into two smaller lists of equal size. Two separate threads (which we
will term sorting threads) sort each sublist using a sorting algorithm of your
choice. The two sublists are then merged by a third thread —a merging thread
—which merges the two sublists into a single sorted list.

Because global data are shared cross all threads, perhaps the easiest way
to set up the data is to create a global array. Each sorting thread will work on
one half of this array. A second global array of the same size as the unsorted
integer array will also be established. The merging thread will then merge
the two sublists into this second array. Graphically, this program is structured
according to Figure 4.20.

This programming project will require passing parameters to each of the
sorting threads. In particular, it will be necessary to identify the starting index
from which each thread is to begin sorting. Refer to the instructions in Project
1 for details on passing parameters to a thread.

The parent thread will output the sorted array once all sorting threads have
exited.

Bibliographical Notes

Threads have had a long evolution, starting as “cheap concurrency” in
programming languages and moving to “lightweight processes,” with early
examples that included the Thoth system ([Cheriton et al. (1979)]) and the Pilot
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system ([Redell et al. (1980)]). [Binding (1985)] described moving threads into
the UNIX kernel. Mach ([Accetta et al. (1986)], [Tevanian et al. (1987)]), and V
([Cheriton (1988)]) made extensive use of threads, and eventually almost all
major operating systems implemented them in some form or another.

[Vahalia (1996)] covers threading in several versions of UNIX. [McDougall
and Mauro (2007)] describes developments in threading the Solaris kernel.
[Russinovich and Solomon (2009)] discuss threading in the Windows operating
system family. [Mauerer (2008)] and [Love (2010)] explain how Linux handles
threading, and [Singh (2007)] covers threads in Mac OS X.

Information on Pthreads programming is given in [Lewis and Berg
(1998)] and [Butenhof (1997)]. [Oaks and Wong (1999)] and [Lewis and
Berg (2000)] discuss multithreading in Java. [Goetz et al. (2006)] present a
detailed discussion of concurrent programming in Java. [Hart (2005)] describes
multithreading using Windows. Details on using OpenMP can be found at
http://openmp.org.

An analysis of an optimal thread-pool size can be found in [Ling et al.
(2000)]. Scheduler activations were first presented in [Anderson et al. (1991)],
and [Williams (2002)] discusses scheduler activations in the NetBSD system.

[Breshears (2009)] and [Pacheco (2011)] cover parallel programming in
detail. [Hill and Marty (2008)] examine Amdahl’s Law with respect to multicore
systems. The Monte Carlo technique for estimating = is further discussed in
http://math.fullerton.edu/mathews/n2003/montecarlopimod.html.

Bibliography

[Accetta et al. (1986)] M. Accetta, R. Baron, W. Bolosky, D. B. Golub, R. Rashid,
A. Tevanian, and M. Young, “Mach: A New Kernel Foundation for UNIX
Development”, Proceedings of the Summer USENIX Conference (1986), pages
93-112.

[Anderson et al. (1991)] T. E. Anderson, B. N. Bershad, E. D. Lazowska, and
H. M. Levy, “Scheduler Activations: Effective Kernel Support for the User-Level
Management of Parallelism”, Proceedings of the ACM Symposium on Operating
Systems Principles (1991), pages 95-109.

[Binding (1985)] C. Binding, “Cheap Concurrency in C”, SIGPLAN Notices,
Volume 20, Number 9 (1985), pages 21-27.

[Breshears (2009)]  C. Breshears, The Art of Concurrency, O’'Reilly & Associates
(2009).

[Butenhof (1997)] D. Butenhof, Programming with POSIX Threads, Addison-
Wesley (1997).

[Cheriton (1988)]  D. Cheriton, “The V Distributed System”, Communications of
the ACM, Volume 31, Number 3 (1988), pages 314-333.

[Cheriton et al. (1979)] D. R. Cheriton, M. A. Malcolm, L. S. Melen, and G. R.
Sager, “Thoth, a Portable Real-Time Operating System”, Communications of the
ACM, Volume 22, Number 2 (1979), pages 105-115.



Bibliography 201

[Goetz et al. (2006)] B. Goetz, T. Peirls, J. Bloch, J. Bowbeer, D. Holmes, and
D. Lea, Java Concurrency in Practice, Addison-Wesley (2006).

[Hart (2005)]  J. M. Hart, Windows System Programming, Third Edition, Addison-
Wesley (2005).

[Hill and Marty (2008)] M. Hill and M. Marty, “Amdahl’s Law in the Multicore
Era”, IEEE Computer, Volume 41, Number 7 (2008), pages 33-38.

[Lewis and Berg (1998)]  B. Lewis and D. Berg, Multithreaded Programming with
Pthreads, Sun Microsystems Press (1998).

[Lewis and Berg (2000)]  B. Lewis and D. Berg, Multithreaded Programming with
Java Technology, Sun Microsystems Press (2000).

[Ling et al. (2000)] Y. Ling, T. Mullen, and X. Lin, “Analysis of Optimal Thread
Pool Size”, Operating System Review, Volume 34, Number 2 (2000), pages 42-55.

[Love (2010)] R. Love, Linux Kernel Development, Third Edition, Developer’s
Library (2010).

[Mauerer (2008)] W. Mauerer, Professional Linux Kernel Architecture, John Wiley
and Sons (2008).

[McDougall and Mauro (2007)] R. McDougall and J. Mauro, Solaris Internals,
Second Edition, Prentice Hall (2007).

[Oaks and Wong (1999)]  S. Oaks and H. Wong, Java Threads, Second Edition,
O'Reilly & Associates (1999).

[Pacheco (2011)]  P. S. Pacheco, An Introduction to Parallel Programming, Morgan
Kaufmann (2011).

[Redell et al. (1980)] D. D. Redell, Y. K. Dalal, T. R. Horsley, H. C. Lauer, W. C.
Lynch, P.R.McJones, H. G. Murray, and S. P. Purcell, “Pilot: An Operating System
for a Personal Computer”, Communications of the ACM, Volume 23, Number 2
(1980), pages 81-92.

[Russinovich and Solomon (2009)] M. E. Russinovich and D. A. Solomon, Win-
dows Internals: Including Windows Server 2008 and Windows Vista, Fifth Edition,
Microsoft Press (2009).

[Singh (2007)]  A. Singh, Mac OS X Internals: A Systems Approach, Addison-
Wesley (2007).

[Tevanian et al. (1987)] A. Tevanian, Jr., R. F. Rashid, D. B. Golub, D. L. Black,
E. Cooper, and M. W. Young, “Mach Threads and the Unix Kernel: The Battle
for Control”, Proceedings of the Summer USENIX Conference (1987).

[Vahalia (1996)] U. Vahalia, Unix Internals: The New Frontiers, Prentice Hall
(1996).

[Williams (2002)] N. Williams, “An Implementation of Scheduler Activations
on the NetBSD Operating System”, 2002 USENIX Annual Technical Conference,
FREENIX Track (2002).






S
CHAPTER

Process /}g,
Synchronization ﬁ

5.1

A cooperating process is one that can affect or be affected by other processes
executing in the system. Cooperating processes can either directly share a
logical address space (that is, both code and data) or be allowed to share data
only through files or messages. The former case is achieved through the use of
threads, discussed in Chapter 4. Concurrent access to shared data may result in
data inconsistency, however. In this chapter, we discuss various mechanisms
to ensure the orderly execution of cooperating processes that share a logical
address space, so that data consistency is maintained.

CHAPTER OBJECTIVES

¢ To introduce the critical-section problem, whose solutions can be used to
ensure the consistency of shared data.

e To present both software and hardware solutions of the critical-section
problem.

¢ To examine several classical process-synchronization problems.

* To explore several tools that are used to solve process synchronization
problems.

Background

We've already seen that processes can execute concurrently or in parallel.
Section 3.2.2 introduced the role of process scheduling and described how
the CPU scheduler switches rapidly between processes to provide concurrent
execution. This means that one process may only partially complete execution
before another process is scheduled. In fact, a process may be interrupted at
any point in its instruction stream, and the processing core may be assigned
to execute instructions of another process. Additionally, Section 4.2 introduced
parallel execution, in which two instruction streams (representing different
processes) execute simultaneously on separate processing cores. In this chapter,
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we explain how concurrent or parallel execution can contribute to issues
involving the integrity of data shared by several processes.

Let’s consider an example of how this can happen. In Chapter 3, we devel-
oped a model of a system consisting of cooperating sequential processes or
threads, all running asynchronously and possibly sharing data. We illustrated
this model with the producer—consumer problem, which is representative of
operating systems. Specifically, in Section 3.4.1, we described how a bounded
buffer could be used to enable processes to share memory.

We now return to our consideration of the bounded buffer. As we pointed
out, our original solution allowed at most BUFFER SIZE — 1 items in the buffer
at the same time. Suppose we want to modify the algorithm to remedy this
deficiency. One possibility is to add an integer variable counter, initialized to
0. counter is incremented every time we add a new item to the buffer and is
decremented every time we remove one item from the buffer. The code for the
producer process can be modified as follows:

while (true) {
/* produce an item in next produced */

while (counter == BUFFER SIZE)
; /* do nothing */

buffer[in] = next produced;
in = (in + 1) % BUFFER SIZE;
counter++;

The code for the consumer process can be modified as follows:

while (true) {
while (counter == 0)
; /* do nothing */

next consumed = buffer[out];
out = (out + 1) % BUFFER SIZE;
counter—--;

/* consume the item in next consumed */

Although the producer and consumer routines shown above are correct
separately, they may not function correctly when executed concurrently. As
an illustration, suppose that the value of the variable counter is currently
5 and that the producer and consumer processes concurrently execute the
statements “counter++” and “counter--". Following the execution of these
two statements, the value of the variable counter may be 4, 5, or 6! The only
correct result, though, is counter == 5, which is generated correctly if the
producer and consumer execute separately.
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We can show that the value of counter may be incorrect as follows. Note
that the statement “counter++” may be implemented in machine language (on
a typical machine) as follows:

register; = counter
registery = registery + 1
counter = register;

where register; is one of the local CPU registers. Similarly, the statement
“counter--"is implemented as follows:

register, = counter
register, = register, — 1
counter = register,

where again register; is one of the local CPU registers. Even though register; and
register, may be the same physical register (an accumulator, say), remember
that the contents of this register will be saved and restored by the interrupt
handler (Section 1.2.3).

The concurrent execution of “counter++” and “counter--"is equivalent
to a sequential execution in which the lower-level statements presented
previously are interleaved in some arbitrary order (but the order within each
high-level statement is preserved). One such interleaving is the following:

To: producer execute register; = counter {register; =5}

Ti: producer execute register; =register; +1 {register; = 6}

Tp: consumer execute register, = counter {register, = 5}

T3: consumer execute register, =register, —1 {register, = 4}

Ty: producer execute counter =register; {counter = 6}

Ts: consumer execute counter = register; {counter = 4}
Notice that we have arrived at the incorrect state “counter == 4”, indicating

that four buffers are full, when, in fact, five buffers are full. If we reversed the
order of the statements at Ty and T, we would arrive at the incorrect state
“counter ==6".

We would arrive at this incorrect state because we allowed both processes
to manipulate the variable counter concurrently. A situation like this, where
several processes access and manipulate the same data concurrently and the
outcome of the execution depends on the particular order in which the access
takes place, is called a race condition. To guard against the race condition
above, we need to ensure that only one process at a time can be manipulating
the variable counter. To make such a guarantee, we require that the processes
be synchronized in some way:.

Situations such as the one just described occur frequently in operating
systems as different parts of the system manipulate resources. Furthermore, as
we have emphasized in earlier chapters, the growing importance of multicore
systems has brought an increased emphasis on developing multithreaded
applications. In such applications, several threads—which are quite possibly
sharing data—are running in parallel on different processing cores. Clearly,
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do {
entry section
critical section
exit section
remainder section
} while (true);

Figure 5.1 General structure of a typical process P,.

we want any changes that result from such activities not to interfere with one
another. Because of the importance of this issue, we devote a major portion of
this chapter to process synchronization and coordination among cooperating
processes.

The Ciritical-Section Problem

We begin our consideration of process synchronization by discussing the so-
called critical-section problem. Consider a system consisting of n processes
{Po, P1, ..., P,_1}. Each process has a segment of code, called a critical section,
in which the process may be changing common variables, updating a table,
writing a file, and so on. The important feature of the system is that, when
one process is executing in its critical section, no other process is allowed to
execute in its critical section. That is, no two processes are executing in their
critical sections at the same time. The critical-section problem is to design a
protocol that the processes can use to cooperate. Each process must request
permission to enter its critical section. The section of code implementing this
request is the entry section. The critical section may be followed by an exit
section. The remaining code is the remainder section. The general structure of
a typical process P; is shown in Figure 5.1. The entry section and exit section
are enclosed in boxes to highlight these important segments of code.

A solution to the critical-section problem must satisfy the following three
requirements:

1. Mutual exclusion. If process P; is executing in its critical section, then no
other processes can be executing in their critical sections.

2. Progress. If no process is executing in its critical section and some
processes wish to enter their critical sections, then only those processes
that are not executing in their remainder sections can participate in
deciding which will enter its critical section next, and this selection cannot
be postponed indefinitely.

3. Bounded waiting. There exists a bound, or limit, on the number of times
that other processes are allowed to enter their critical sections after a
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process has made a request to enter its critical section and before that
request is granted.

We assume that each process is executing at a nonzero speed. However, we can
make no assumption concerning the relative speed of the n processes.

At a given point in time, many kernel-mode processes may be active in
the operating system. As a result, the code implementing an operating system
(kernel code) is subject to several possible race conditions. Consider as an
example a kernel data structure that maintains a list of all open files in the
system. This list must be modified when a new file is opened or closed (adding
the file to the list or removing it from the list). If two processes were to open files
simultaneously, the separate updates to this list could result in a race condition.
Other kernel data structures that are prone to possible race conditions include
structures for maintaining memory allocation, for maintaining process lists,
and for interrupt handling. It is up to kernel developers to ensure that the
operating system is free from such race conditions.

Two general approaches are used to handle critical sections in operating
systems: preemptive kernels and nonpreemptive kernels. A preemptive
kernel allows a process to be preempted while it is running in kernel mode. A
nonpreemptive kernel does not allow a process running in kernel mode to be
preempted; a kernel-mode process will run until it exits kernel mode, blocks,
or voluntarily yields control of the CPU.

Obviously, a nonpreemptive kernel is essentially free from race conditions
on kernel data structures, as only one process is active in the kernel at a time.
We cannot say the same about preemptive kernels, so they must be carefully
designed to ensure that shared kernel data are free from race conditions.
Preemptive kernels are especially difficult to design for SMP architectures,
since in these environments it is possible for two kernel-mode processes to run
simultaneously on different processors.

Why, then, would anyone favor a preemptive kernel over a nonpreemptive
one? A preemptive kernel may be more responsive, since there is less risk that a
kernel-mode process will run for an arbitrarily long period before relinquishing
the processor to waiting processes. (Of course, this risk can also be minimized
by designing kernel code that does not behave in this way.) Furthermore, a
preemptive kernel is more suitable for real-time programming, as it will allow
a real-time process to preempt a process currently running in the kernel. Later
in this chapter, we explore how various operating systems manage preemption
within the kernel.

Peterson’s Solution

Next, we illustrate a classic software-based solution to the critical-section
problem known as Peterson’s solution. Because of the way modern computer
architectures perform basic machine-language instructions, such as load and
store, there are no guarantees that Peterson’s solution will work correctly on
such architectures. However, we present the solution because it provides a good
algorithmic description of solving the critical-section problem and illustrates
some of the complexities involved in designing software that addresses the
requirements of mutual exclusion, progress, and bounded waiting.
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do {

flag[i] = true;
turn = j;
while (flagl[j] && turn == j);

critical section
flag[i] = false;
remainder section
} while (true);

Figure 5.2 The structure of process P, in Peterson’s solution.

Peterson’s solution is restricted to two processes that alternate execution
between their critical sections and remainder sections. The processes are
numbered Py and P;. For convenience, when presenting P;, we use P; to
denote the other process; that is, j equals 1 — i.

Peterson’s solution requires the two processes to share two data items:

int turn;
boolean flagl[2];

The variable turn indicates whose turn it is to enter its critical section. That is,
if turn == i, then process P; is allowed to execute in its critical section. The
flag array is used to indicate if a process is ready to enter its critical section.
For example, if flag[i] is true, this value indicates that P; is ready to enter
its critical section. With an explanation of these data structures complete, we
are now ready to describe the algorithm shown in Figure 5.2.

To enter the critical section, process P; first sets flag[i] to be true and
then sets turn to the value j, thereby asserting that if the other process wishes
to enter the critical section, it can do so. If both processes try to enter at the same
time, turn will be set toboth i and j at roughly the same time. Only one of these
assignments will last; the other will occur but will be overwritten immediately.
The eventual value of turn determines which of the two processes is allowed
to enter its critical section first.

We now prove that this solution is correct. We need to show that:

1. Mutual exclusion is preserved.
2. The progress requirement is satisfied.
3. The bounded-waiting requirement is met.
To prove property 1, we note that each P; enters its critical section only
if either flag[j] == false or turn == i. Also note that, if both processes
can be executing in their critical sections at the same time, then flag[0] ==

flag[1] ==true. These two observations imply that Py and P; could not have
successfully executed their while statements at about the same time, since the
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value of turn can be either 0 or 1 but cannot be both. Hence, one of the processes
—say, Pj—must have successfully executed the while statement, whereas P;
had to execute at least one additional statement (“turn == j”). However, at
that time, flag[j] == true and turn == j, and this condition will persist as
long as P; is in its critical section; as a result, mutual exclusion is preserved.

To prove properties 2 and 3, we note that a process P; can be prevented from
entering the critical section only if it is stuck in the while loop with the condition
flag[j] == true and turn == j; this loop is the only one possible. If P; is not
ready to enter the critical section, then flag[j] == false, and P; can enter its
critical section. If P; has set flag[j] to true and is also executing in its while
statement, then either turn == i or turn == j. If turn == i, then P; will enter
the critical section. If turn == j, then P; will enter the critical section. However,
once P; exits its critical section, it will reset flag[j] to false, allowing P; to
enter its critical section. If P; resets flag[j] to true, it must also set turn to i.
Thus, since P; does not change the value of the variable turn while executing
the while statement, P; will enter the critical section (progress) after at most
one entry by P; (bounded waiting).

Synchronization Hardware

We have just described one software-based solution to the critical-section
problem. However, as mentioned, software-based solutions such as Peterson’s
are not guaranteed to work on modern computer architectures. In the following
discussions, we explore several more solutions to the critical-section problem
using techniques ranging from hardware to software-based APIs available to
both kernel developers and application programmers. All these solutions are
based on the premise of locking —that is, protecting critical regions through
the use of locks. As we shall see, the designs of such locks can be quite
sophisticated.

We start by presenting some simple hardware instructions that are available
on many systems and showing how they can be used effectively in solving the
critical-section problem. Hardware features can make any programming task
easier and improve system efficiency.

The critical-section problem could be solved simply in a single-processor
environment if we could prevent interrupts from occurring while a shared
variable was being modified. In this way, we could be sure that the current
sequence of instructions would be allowed to execute in order without pre-
emption. No other instructions would be run, so no unexpected modifications
could be made to the shared variable. This is often the approach taken by
nonpreemptive kernels.

boolean test and set(boolean *target) {
boolean rv = *target;
*target = true;

return rv;

}

Figure 5.3 The definition of the test and set () instruction.
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do {
while (test and set(&lock))
; /* do nothing */

/* critical section */
lock = false;

/* remainder section */
} while (true);

Figure 5.4 Mutual-exclusion implementation with test and set ().

Unfortunately, this solution is not as feasible in a multiprocessor environ-
ment. Disabling interrupts on a multiprocessor can be time consuming, since
the message is passed to all the processors. This message passing delays entry
into each critical section, and system efficiency decreases. Also consider the
effect on a system’s clock if the clock is kept updated by interrupts.

Many modern computer systems therefore provide special hardware
instructions that allow us either to test and modify the content of a word or
to swap the contents of two words atomically—that is, as one uninterruptible
unit. We can use these special instructions to solve the critical-section problem
in a relatively simple manner. Rather than discussing one specific instruction
for one specific machine, we abstract the main concepts behind these types
of instructions by describing the test and set() and compare and swap()
instructions.

The test and set () instruction can be defined as shown in Figure 5.3.
The important characteristic of this instruction is that it is executed atomically.
Thus, if two test and set () instructions are executed simultaneously (each
on a different CPU), they will be executed sequentially in some arbitrary order. If
the machine supports the test and set () instruction, then we can implement
mutual exclusion by declaring a boolean variable lock, initialized to false.
The structure of process P; is shown in Figure 5.4.

The compare and swap() instruction, in contrast to the test and set ()
instruction, operates on three operands; it is defined in Figure 5.5. The operand
value is set to new value only if the expression (*value == exected) is
true. Regardless, compare and swap () always returns the original value of the
variable value. Like the test and set () instruction, compare and swap() is

int compare and swap(int *value, int expected, int new value) {
int temp = *value;

if (xvalue == expected)
*value = new value;

return temp;

}

Figure 5.5 The definition of the compare and swap () instruction.
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do {
while (compare and swap(&lock, 0, 1) != 0)
; /* do nothing */

/* critical section */
lock = 0;

/* remainder section */
} while (true);

Figure 5.6 Mutual-exclusion implementation with the compare and swap ()
instruction.

executed atomically. Mutual exclusion can be provided as follows: a global
variable (1ock) is declared and is initialized to 0. The first process that invokes
compare and swap () will set lock to 1. It will then enter its critical section,
because the original value of lock was equal to the expected value of 0.
Subsequent calls to compare and swap () will not succeed, because 1lock now
is not equal to the expected value of 0. When a process exits its critical section,
it sets lock back to 0, which allows another process to enter its critical section.
The structure of process P; is shown in Figure 5.6.

Although these algorithms satisfy the mutual-exclusion requirement, they
do not satisfy the bounded-waiting requirement. In Figure 5.7, we present
another algorithm using the test and set () instruction that satisfies all the
critical-section requirements. The common data structures are

do {
waiting[i] = true;
key = true;

while (waiting[i] && key)
key = test and set(&lock);
waiting[i] = false;

/* critical section */
j=(@G+1)%n;

while ((j != i) && !waiting[j])
j=@G+ 1) %n;

if (j == 1)
lock = false;
else

waiting[j] = false;

/* remainder section */
} while (true);

Figure 5.7 Bounded-waiting mutual exclusion with test and set ().
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boolean waitingl[n];
boolean lock;

These data structures are initialized to false. To prove that the mutual-
exclusion requirement is met, we note that process P; can enter its critical
section only if either waiting[i] == false or key == false. The value
of key can become false only if the test and set() is executed. The first
process to execute the test and set () will find key == false; all others must
wait. The variable waiting[i] can become false only if another process
leaves its critical section; only one waiting[i] is set to false, maintaining the
mutual-exclusion requirement.

To prove that the progress requirement is met, we note that the arguments
presented for mutual exclusion also apply here, since a process exiting the
critical section either sets lock to false or sets waiting[j] to false. Both
allow a process that is waiting to enter its critical section to proceed.

To prove that the bounded-waiting requirement is met, we note that, when
a process leaves its critical section, it scans the array waiting in the cyclic
ordering (i+1,i+2,..,n—1,0, ..., i — 1). It designates the first process in this
ordering that is in the entry section (waiting[j] == true) as the next one to
enter the critical section. Any process waiting to enter its critical section will
thus do so within n — 1 turns.

Details describing the implementation of the atomic test and set()
and compare and swap() instructions are discussed more fully in books on
computer architecture.

Mutex Locks

The hardware-based solutions to the critical-section problem presented in
Section 5.4 are complicated as well as generally inaccessible to application
programmers. Instead, operating-systems designers build software tools to
solve the critical-section problem. The simplest of these tools is the mutex
lock. (In fact, the term mutex is short for mutual exclusion.) We use the mutex
lock to protect critical regions and thus prevent race conditions. That is, a
process must acquire the lock before entering a critical section; it releases the
lock when it exits the critical section. The acquire () function acquires the lock,
and the release () function releases the lock, as illustrated in Figure 5.8.

A mutex lock has a boolean variable available whose value indicates if
the lock is available or not. If the lock is available, a call to acquire () succeeds,
and the lock is then considered unavailable. A process that attempts to acquire
an unavailable lock is blocked until the lock is released.

The definition of acquire () is as follows:

acquire() {
while (!available)
; /* busy wait */
available = false;;
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do {
acquire lock
critical section
release lock
remainder section
} while (true);

Figure 5.8 Solution to the critical-section problem using mutex locks.

The definition of release () is as follows:

release() {
available = true;

}

Calls to either acquire() or release() must be performed atomically.
Thus, mutex locks are often implemented using one of the hardware mecha-
nisms described in Section 5.4, and we leave the description of this technique
as an exercise.

The main disadvantage of the implementation given here is that it requires
busy waiting. While a process is in its critical section, any other process that
tries to enter its critical section must loop continuously in the call to acquire ().
In fact, this type of mutex lock is also called a spinlock because the process
“spins” while waiting for the lock to become available. (We see the same issue
with the code examples illustrating the test and set () instruction and the
compare and swap () instruction.) This continual looping is clearly a problem
in a real multiprogramming system, where a single CPU is shared among many
processes. Busy waiting wastes CPU cycles that some other process might be
able to use productively.

Spinlocks do have an advantage, however, in that no context switch is
required when a process must wait on a lock, and a context switch may
take considerable time. Thus, when locks are expected to be held for short
times, spinlocks are useful. They are often employed on multiprocessor systems
where one thread can “spin” on one processor while another thread performs
its critical section on another processor.

Later in this chapter (Section 5.7), we examine how mutex locks can be
used to solve classical synchronization problems. We also discuss how these
locks are used in several operating systems, as well as in Pthreads.

Semaphores

Mutex locks, as we mentioned earlier, are generally considered the simplest of
synchronization tools. In this section, we examine a more robust tool that can
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behave similarly to a mutex lock but can also provide more sophisticated ways
for processes to synchronize their activities.

A semaphore S is an integer variable that, apart from initialization, is
accessed only through two standard atomic operations: wait () and signal ().
The wait () operation was originally termed P (from the Dutch proberen, “to
test”); signal () was originally called V (from verhogen, “to increment”). The
definition of wait () is as follows:

wait(S) {

while (8 <=0)
; // busy wait
S

The definition of signal () is as follows:

signal(S) {
S++;
}

All modifications to the integer value of the semaphore in the wait () and
signal () operations must be executed indivisibly. That is, when one process
modifies the semaphore value, no other process can simultaneously modify
that same semaphore value. In addition, in the case of wait (S), the testing of
the integer value of S (S < 0), as well as its possible modification (S--), must
be executed without interruption. We shall see how these operations can be
implemented in Section 5.6.2. First, let’s see how semaphores can be used.

5.6.1 Semaphore Usage

Operating systems often distinguish between counting and binary semaphores.
The value of a counting semaphore can range over an unrestricted domain.
The value of a binary semaphore can range only between 0 and 1. Thus, binary
semaphores behave similarly to mutex locks. In fact, on systems that do not
provide mutex locks, binary semaphores can be used instead for providing
mutual exclusion.

Counting semaphores can be used to control access to a given resource
consisting of a finite number of instances. The semaphore is initialized to the
number of resources available. Each process that wishes to use a resource
performs a wait() operation on the semaphore (thereby decrementing the
count). When a process releases a resource, it performs a signal () operation
(incrementing the count). When the count for the semaphore goes to 0, all
resources are being used. After that, processes that wish to use a resource will
block until the count becomes greater than 0.

We can also use semaphores to solve various synchronization problems.
For example, consider two concurrently running processes: P; with a statement
51 and P, with a statement S,. Suppose we require that S, be executed only
after S; has completed. We can implement this scheme readily by letting P
and P, share a common semaphore synch, initialized to 0. In process P;, we
insert the statements
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513
signal (synch);

In process P,, we insert the statements

wait(synch) ;
S

Because synch is initialized to 0, P, will execute S, only after P; has invoked
signal (synch), which is after statement S; has been executed.

5.6.2 Semaphore Implementation

Recall that the implementation of mutex locks discussed in Section 5.5 suffers
from busy waiting. The definitions of the wait () and signal() semaphore
operations just described present the same problem. To overcome the need
for busy waiting, we can modify the definition of the wait () and signal ()
operations as follows: When a process executes the wait () operation and finds
that the semaphore value is not positive, it must wait. However, rather than
engaging in busy waiting, the process can block itself. The block operation
places a process into a waiting queue associated with the semaphore, and the
state of the process is switched to the waiting state. Then control is transferred
to the CPU scheduler, which selects another process to execute.

A process that is blocked, waiting on a semaphore S, should be restarted
when some other process executes a signal() operation. The process is
restarted by a wakeup () operation, which changes the process from the waiting
state to the ready state. The process is then placed in the ready queue. (The
CPU may or may not be switched from the running process to the newly ready
process, depending on the CPU-scheduling algorithm.)

To implement semaphores under this definition, we define a semaphore as
follows:

typedef struct {

int value;

struct process *list;
} semaphore;

Each semaphore has an integer value and a list of processes 1ist. When
a process must wait on a semaphore, it is added to the list of processes. A
signal() operation removes one process from the list of waiting processes
and awakens that process.

Now, the wait () semaphore operation can be defined as

wait (semaphore *S) {
S->value--;
if (S->value < 0) {
add this process to S->1ist;
block();
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and the signal () semaphore operation can be defined as

signal (semaphore *S) {
S->value++;
if (S->value <= 0) {
remove a process P from S->1ist;
wakeup (P) ;

The block() operation suspends the process that invokes it. The wakeup (P)
operation resumes the execution of a blocked process P. These two operations
are provided by the operating system as basic system calls.

Note that in this implementation, semaphore values may be negative,
whereas semaphore values are never negative under the classical definition of
semaphores with busy waiting. If a semaphore value is negative, its magnitude
is the number of processes waiting on that semaphore. This fact results from
switching the order of the decrement and the test in the implementation of the
wait () operation.

The list of waiting processes can be easily implemented by a link field in
each process control block (PCB). Each semaphore contains an integer value and
a pointer to a list of PCBs. One way to add and remove processes from the list
so as to ensure bounded waiting is to use a FIFO queue, where the semaphore
contains both head and tail pointers to the queue. In general, however, the list
can use any queueing strategy. Correct usage of semaphores does not depend
on a particular queueing strategy for the semaphore lists.

It is critical that semaphore operations be executed atomically. We must
guarantee that no two processes can execute wait () and signal () operations
on the same semaphore at the same time. This is a critical-section problem;
and in a single-processor environment, we can solve it by simply inhibiting
interrupts during the time the wait () and signal () operations are executing.
This scheme works in a single-processor environment because, once interrupts
are inhibited, instructions from different processes cannot be interleaved. Only
the currently running process executes until interrupts are reenabled and the
scheduler can regain control.

In a multiprocessor environment, interrupts must be disabled on every pro-
cessor. Otherwise, instructions from different processes (running on different
processors) may be interleaved in some arbitrary way. Disabling interrupts on
every processor can be a difficult task and furthermore can seriously diminish
performance. Therefore, SMP systems must provide alternative locking tech-
niques—such as compare and swap() or spinlocks—to ensure that wait ()
and signal () are performed atomically.

It is important to admit that we have not completely eliminated busy
waiting with this definition of the wait () and signal () operations. Rather,
we have moved busy waiting from the entry section to the critical sections
of application programs. Furthermore, we have limited busy waiting to the
critical sections of the wait () and signal () operations, and these sections are
short (if properly coded, they should be no more than about ten instructions).
Thus, the critical section is almost never occupied, and busy waiting occurs
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rarely, and then for only a short time. An entirely different situation exists
with application programs whose critical sections may be long (minutes or
even hours) or may almost always be occupied. In such cases, busy waiting is
extremely inefficient.

5.6.3 Deadlocks and Starvation

The implementation of a semaphore with a waiting queue may result in a
situation where two or more processes are waiting indefinitely for an event
that can be caused only by one of the waiting processes. The event in question
is the execution of a signal () operation. When such a state is reached, these
processes are said to be deadlocked.

To illustrate this, consider a system consisting of two processes, Py and P;,
each accessing two semaphores, S and Q, set to the value 1:

PO Pl
wait(8); wait(Q);
wait(Q); wait(S);
signai(S) ; signa‘l(Q) ;
signal(Q); signal(S);

Suppose that Py executes wait (S) and then P; executes wait (Q). When P,
executes wait (Q), it must wait until P; executes signal (Q). Similarly, when
P executes wait (S), it must wait until Py executes signal(S). Since these
signal () operations cannot be executed, Py and P; are deadlocked.

We say that a set of processes is in a deadlocked state when every process
in the set is waiting for an event that can be caused only by another process
in the set. The events with which we are mainly concerned here are resource
acquisition and release. Other types of events may result in deadlocks, as we
show in Chapter 7. In that chapter, we describe various mechanisms for dealing
with the deadlock problem.

Another problem related to deadlocks is indefinite blocking or starvation,
a situation in which processes wait indefinitely within the semaphore. Indefi-
nite blocking may occur if we remove processes from the list associated with a
semaphore in LIFO (last-in, first-out) order.

5.6.4 Priority Inversion

A scheduling challenge arises when a higher-priority process needs to read
or modify kernel data that are currently being accessed by a lower-priority
process—or a chain of lower-priority processes. Since kernel data are typically
protected with a lock, the higher-priority process will have to wait for a
lower-priority one to finish with the resource. The situation becomes more
complicated if the lower-priority process is preempted in favor of another
process with a higher priority.

As an example, assume we have three processes—L, M, and H—whose
priorities follow the order L < M < H. Assume that process H requires
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PRIORITY INVERSION AND THE MARS PATHFINDER

Priority inversion can be more than a scheduling inconvenience. On systems
with tight time constraints—such as real-time systems—priority inversion
can cause a process to take longer than it should to accomplish a task. When
that happens, other failures can cascade, resulting in system failure.

Consider the Mars Pathfinder, a NASA space probe that landed a robot, the
Sojourner rover, on Mars in 1997 to conduct experiments. Shortly after the
Sojourner began operating, it started to experience frequent computer resets.
Each reset reinitialized all hardware and software, including communica-
tions. If the problem had not been solved, the Sojourner would have failed in
its mission.

The problem was caused by the fact that one high-priority task, “bc dist,”
was taking longer than expected to complete its work. This task was being
forced to wait for a shared resource that was held by the lower-priority
“ASI/MET” task, which in turn was preempted by multiple medium-priority
tasks. The “bc dist” task would stall waiting for the shared resource, and
ultimately the “bc sched” task would discover the problem and perform the
reset. The Sojourner was suffering from a typical case of priority inversion.

The operating system on the Sojourner was the VxWorks real-time operat-
ing system, which had a global variable to enable priority inheritance on all
semaphores. After testing, the variable was set on the Sojourner (on Mars!),
and the problem was solved.

A full description of the problem, its detection, and its solu-
tion was written by the software team lead and is available at
http://research.microsoft.com/en-us/um/people/mbj/mars pathfinder/
authoritative account.html.

resource R, which is currently being accessed by process L. Ordinarily, process
H would wait for L to finish using resource R. However, now suppose that
process M becomes runnable, thereby preempting process L. Indirectly, a
process with a lower priority—process M—has affected how long process
H must wait for L to relinquish resource R.

This problem is known as priority inversion. It occurs only in systems with
more than two priorities, so one solution is to have only two priorities. That is
insufficient for most general-purpose operating systems, however. Typically
these systems solve the problem by implementing a priority-inheritance
protocol. According to this protocol, all processes that are accessing resources
needed by a higher-priority process inherit the higher priority until they are
finished with the resources in question. When they are finished, their priorities
revert to their original values. In the example above, a priority-inheritance
protocol would allow process L to temporarily inherit the priority of process
H, thereby preventing process M from preempting its execution. When process
L had finished using resource R, it would relinquish its inherited priority from
H and assume its original priority. Because resource R would now be available,
process H—not M—would run next.
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do {
/* produce an item in next produced */

wait (empty) ;
wait (mutex) ;

/* add next produced to the buffer */

signal (mutex) ;
signal (full);
} while (true);

Figure 5.9 The structure of the producer process.

Classic Problems of Synchronization

In this section, we present a number of synchronization problems as examples
of a large class of concurrency-control problems. These problems are used for
testing nearly every newly proposed synchronization scheme. In our solutions
to the problems, we use semaphores for synchronization, since that is the
traditional way to present such solutions. However, actual implementations of
these solutions could use mutex locks in place of binary semaphores.

5.7.1 The Bounded-Buffer Problem

The bounded-buffer problem was introduced in Section 5.1; it is commonly
used to illustrate the power of synchronization primitives. Here, we present a
general structure of this scheme without committing ourselves to any particular
implementation. We provide a related programming project in the exercises at
the end of the chapter.

In our problem, the producer and consumer processes share the following
data structures:

int n;

semaphore mutex = 1;
semaphore empty = n;
semaphore full = 0

We assume that the pool consists of n buffers, each capable of holding one item.
The mutex semaphore provides mutual exclusion for accesses to the buffer pool
and is initialized to the value 1. The empty and full semaphores count the
number of empty and full buffers. The semaphore empty is initialized to the
value n; the semaphore full is initialized to the value 0.

The code for the producer process is shown in Figure 5.9, and the code
for the consumer process is shown in Figure 5.10. Note the symmetry between
the producer and the consumer. We can interpret this code as the producer
producing full buffers for the consumer or as the consumer producing empty
buffers for the producer.
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do {
wait (full);
wait (mutex) ;

/* remove an item from buffer to next consumed */

signal (mutex) ;
signal (empty) ;

/* consume the item in next consumed */
} while (true);
Figure 5.10 The structure of the consumer process.

5.7.2 The Readers-Writers Problem

Suppose that a database is to be shared among several concurrent processes.
Some of these processes may want only to read the database, whereas others
may want to update (that is, to read and write) the database. We distinguish
between these two types of processes by referring to the former as readers
and to the latter as writers. Obviously, if two readers access the shared data
simultaneously, no adverse effects will result. However, if a writer and some
other process (either a reader or a writer) access the database simultaneously,
chaos may ensue.

To ensure that these difficulties do not arise, we require that the writers
have exclusive access to the shared database while writing to the database. This
synchronization problem is referred to as the readers—writers problem. Since it
was originally stated, it has been used to test nearly every new synchronization
primitive. The readers—writers problem has several variations, all involving
priorities. The simplest one, referred to as the first readers—writers problem,
requires that no reader be kept waiting unless a writer has already obtained
permission to use the shared object. In other words, no reader should wait for
other readers to finish simply because a writer is waiting. The second readers
—writers problem requires that, once a writer is ready, that writer perform its
write as soon as possible. In other words, if a writer is waiting to access the
object, no new readers may start reading.

A solution to either problem may result in starvation. In the first case,
writers may starve; in the second case, readers may starve. For this reason,
other variants of the problem have been proposed. Next, we present a solution
to the first readers—writers problem. See the bibliographical notes at the end
of the chapter for references describing starvation-free solutions to the second
readers—writers problem.

In the solution to the first readers—writers problem, the reader processes
share the following data structures:

semaphore rw mutex = 1;
semaphore mutex = 1;
int read count = 0;

The semaphores mutex and rw mutex are initialized to 1; read count is
initialized to 0. The semaphore rw mutex is common to both reader and writer
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do {
wait (rw mutex) ;

/* writing is performed */

signal (rw mutex) ;
} while (true);

Figure 5.11 The structure of a writer process.

processes. The mutex semaphore is used to ensure mutual exclusion when the
variable read count is updated. The read count variable keeps track of how
many processes are currently reading the object. The semaphore rw mutex
functions as a mutual exclusion semaphore for the writers. It is also used by
the first or last reader that enters or exits the critical section. It is not used by
readers who enter or exit while other readers are in their critical sections.

The code for a writer process is shown in Figure 5.11; the code for a
reader process is shown in Figure 5.12. Note that, if a writer is in the critical
section and 7 readers are waiting, then one reader is queued on rw mutex, and
n — 1 readers are queued on mutex. Also observe that, when a writer executes
signal (rw mutex), we may resume the execution of either the waiting readers
or a single waiting writer. The selection is made by the scheduler.

The readers—writers problem and its solutions have been generalized to
provide reader—writer locks on some systems. Acquiring a reader—writer lock
requires specifying the mode of the lock: either read or write access. When a
process wishes only to read shared data, it requests the reader—writer lock
in read mode. A process wishing to modify the shared data must request the
lock in write mode. Multiple processes are permitted to concurrently acquire
a reader—writer lock in read mode, but only one process may acquire the lock
for writing, as exclusive access is required for writers.

Reader—writer locks are most useful in the following situations:

do {
wait (mutex) ;
read count++;
if (read count == 1)
wait (rw mutex) ;
signal (mutex) ;

/* reading is performed */

wait (mutex) ;
read count—-;

if (read count == 0)
signal (rw mutex) ;
signal (mutex) ;

} while (true);

Figure 5.12 The structure of a reader process.
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Figure 5.13 The situation of the dining philosophers.

¢ Inapplications whereitis easy toidentify which processes only read shared
data and which processes only write shared data.

¢ Inapplications thathave more readers than writers. This is because reader—
writer locks generally require more overhead to establish than semaphores
or mutual-exclusion locks. The increased concurrency of allowing multiple
readers compensates for the overhead involved in setting up the reader—
writer lock.

5.7.3 The Dining-Philosophers Problem

Consider five philosophers who spend their lives thinking and eating. The
philosophers share a circular table surrounded by five chairs, each belonging
to one philosopher. In the center of the table is a bowl of rice, and the table is laid
with five single chopsticks (Figure 5.13). When a philosopher thinks, she does
not interact with her colleagues. From time to time, a philosopher gets hungry
and tries to pick up the two chopsticks that are closest to her (the chopsticks
that are between her and her left and right neighbors). A philosopher may pick
up only one chopstick at a time. Obviously, she cannot pick up a chopstick that
is already in the hand of a neighbor. When a hungry philosopher has both her
chopsticks at the same time, she eats without releasing the chopsticks. When
she is finished eating, she puts down both chopsticks and starts thinking again.

The dining-philosophers problem is considered a classic synchronization
problem neither because of its practical importance nor because computer
scientists dislike philosophers but because it is an example of a large class
of concurrency-control problems. It is a simple representation of the need
to allocate several resources among several processes in a deadlock-free and
starvation-free manner.

One simple solution is to represent each chopstick with a semaphore. A
philosopher tries to grab a chopstick by executing a wait () operation on that
semaphore. She releases her chopsticks by executing the signal () operation
on the appropriate semaphores. Thus, the shared data are

semaphore chopstick[5];
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do {
wait (chopstick[il);
wait (chopstick[(i+1) % 51);

/* eat for awhile */

signal (chopstick[i]);
signal (chopstick[(i+1) % 5]1);

/* think for awhile */
} while (true);
Figure 5.14 The structure of philosopher i.

where all the elements of chopstick are initialized to 1. The structure of
philosopher i is shown in Figure 5.14.

Although this solution guarantees that no two neighbors are eating
simultaneously, it nevertheless must be rejected because it could create a
deadlock. Suppose that all five philosophers become hungry at the same time
and each grabs her left chopstick. All the elements of chopstick will now be
equal to 0. When each philosopher tries to grab her right chopstick, she will be
delayed forever.

Several possible remedies to the deadlock problem are replaced by:

¢ Allow at most four philosophers to be sitting simultaneously at the table.

¢ Allow a philosopher to pick up her chopsticks only if both chopsticks are
available (to do this, she must pick them up in a critical section).

¢ Use an asymmetric solution—that is, an odd-numbered philosopher picks
up first her left chopstick and then her right chopstick, whereas an even-
numbered philosopher picks up her right chopstick and then her left
chopstick.

In Section 5.8, we present a solution to the dining-philosophers problem
that ensures freedom from deadlocks. Note, however, that any satisfactory
solution to the dining-philosophers problem must guard against the possibility
that one of the philosophers will starve to death. A deadlock-free solution does
not necessarily eliminate the possibility of starvation.

Monitors

Although semaphores provide a convenient and effective mechanism for
process synchronization, using them incorrectly can result in timing errors
that are difficult to detect, since these errors happen only if particular execution
sequences take place and these sequences do not always occur.

We have seen an example of such errors in the use of counters in our
solution to the producer—consumer problem (Section 5.1). In that example,
the timing problem happened only rarely, and even then the counter value
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appeared to be reasonable—off by only 1. Nevertheless, the solution is
obviously not an acceptable one. It is for this reason that semaphores were
introduced in the first place.

Unfortunately, such timing errors can still occur when semaphores are
used. To illustrate how, we review the semaphore solution to the critical-section
problem. All processes share a semaphore variable mutex, which is initialized
to 1. Each process must execute wait (mutex) before entering the critical section
and signal (mutex) afterward. If this sequence is not observed, two processes
may be in their critical sections simultaneously. Next, we examine the various
difficulties that may result. Note that these difficulties will arise even if a
single process is not well behaved. This situation may be caused by an honest
programming error or an uncooperative programmer.

e Suppose that a process interchanges the order in which the wait () and
signal() operations on the semaphore mutex are executed, resulting in
the following execution:

signal (mutex) ;
critical section
wait (mutex) ;

In this situation, several processes may be executing in their critical sections
simultaneously, violating the mutual-exclusion requirement. This error
may be discovered only if several processes are simultaneously active
in their critical sections. Note that this situation may not always be
reproducible.

e Suppose that a process replaces signal (mutex) with wait (mutex). That
is, it executes

wait (mutex) ;
critical section
wait (mutex) ;

In this case, a deadlock will occur.

e Suppose that a process omits the wait (mutex), or the signal (mutex), or
both. In this case, either mutual exclusion is violated or a deadlock will
occur.

These examples illustrate that various types of errors can be generated easily
when programmers use semaphores incorrectly to solve the critical-section
problem. Similar problems may arise in the other synchronization models
discussed in Section 5.7.

To deal with such errors, researchers have developed high-level language
constructs. In this section, we describe one fundamental high-level synchro-
nization construct—the monitor type.
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monitor monitor name

{ /* shared variable declarations */
function P1 ( . . . ) {
}
function P2 ( . . . ) {
}
functién Pn (. . . ) {
}
initialization code ( . . . ) {
}
}

Figure 5.15 Syntax of a monitor.

5.8.1 Monitor Usage

An abstract data type—or ADT—encapsulates data with a set of functions
to operate on that data that are independent of any specific implementation
of the ADT. A monitor type is an ADT that includes a set of programmer-
defined operations that are provided with mutual exclusion within the monitor.
The monitor type also declares the variables whose values define the state
of an instance of that type, along with the bodies of functions that operate
on those variables. The syntax of a monitor type is shown in Figure 5.15.
The representation of a monitor type cannot be used directly by the various
processes. Thus, a function defined within a monitor can access only those
variables declared locally within the monitor and its formal parameters.
Similarly, the local variables of a monitor can be accessed by only the local
functions.

The monitor construct ensures that only one process at a time is active
within the monitor. Consequently, the programmer does not need to code
this synchronization constraint explicitly (Figure 5.16). However, the monitor
construct, as defined so far, is not sufficiently powerful for modeling some
synchronization schemes. For this purpose, we need to define additional syn-
chronization mechanisms. These mechanisms are provided by the condition
construct. A programmer who needs to write a tailor-made synchronization
scheme can define one or more variables of type condition:

condition x, y;
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entry queue
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Figure 5.16 Schematic view of a monitor.

The only operations that can be invoked on a condition variable are wait ()
and signal (). The operation

x.wait();

means that the process invoking this operation is suspended until another
process invokes

x.signalQ);

The x.signal () operation resumes exactly one suspended process. If no
process is suspended, then the signal () operation has no effect; that is, the
state of x is the same as if the operation had never been executed (Figure
5.17). Contrast this operation with the signal() operation associated with
semaphores, which always affects the state of the semaphore.

Now suppose that, when the x. signal () operation is invoked by a process
P, there exists a suspended process Q associated with condition x. Clearly, if the
suspended process Q is allowed to resume its execution, the signaling process
P must wait. Otherwise, both P and Q would be active simultaneously within
the monitor. Note, however, that conceptually both processes can continue
with their execution. Two possibilities exist:

1. Signal and wait. P either waits until Q leaves the monitor or waits for
another condition.

2. Signal and continue. Q either waits until P leaves the monitor or waits
for another condition.
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Figure 5.17 Monitor with condition variables.

There are reasonable arguments in favor of adopting either option. On
the one hand, since P was already executing in the monitor, the signal-and-
continue method seems more reasonable. On the other, if we allow thread P
to continue, then by the time Q is resumed, the logical condition for which Q
was waiting may no longer hold. A compromise between these two choices
was adopted in the language Concurrent Pascal. When thread P executes the
signal operation, it immediately leaves the monitor. Hence, Q is immediately
resumed.

Many programming languages have incorporated the idea of the monitor
as described in this section, including Java and C# (pronounced “C-sharp”).
Other languages—such as Erlang—provide some type of concurrency support
using a similar mechanism.

5.8.2 Dining-Philosophers Solution Using Monitors

Next, we illustrate monitor concepts by presenting a deadlock-free solution to
the dining-philosophers problem. This solution imposes the restriction that a
philosopher may pick up her chopsticks only if both of them are available. To
code this solution, we need to distinguish among three states in which we may
find a philosopher. For this purpose, we introduce the following data structure:

enum {THINKING, HUNGRY, EATING} statel[5];
Philosopher i can set the variable state[i] = EATING only if her two

neighbors are not eating: (state [(i+4) % 5] != EATING)and (state[(i+1)
% 5] !'= EATING).
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monitor DiningPhilosophers

enum {THINKING, HUNGRY, EATING} state[5];
condition self[5];

void pickup(int i) {
state[i] = HUNGRY;
test(i);
if (state[i] != EATING)
self[i] .wait();

}

void putdown(int i) {
state[i] = THINKING;
test((i + 4) % 5);
test((i + 1) % 5);

}

void test(int i) {
if ((statel[(i + 4) % 5] != EATING) &&

(state[i] == HUNGRY) &&

(state[(i + 1) % 5] != EATING)) {
state[i] = EATING;
self[i].signal();

}
}

initialization code() {
for (int i = 0; i < 5; i++)
state[i] = THINKING;

}

Figure 5.18 A monitor solution to the dining-philosopher problem.

We also need to declare
condition self[5];

This allows philosopher i to delay herself when she is hungry but is unable to
obtain the chopsticks she needs.

We are now in a position to describe our solution to the dining-philosophers
problem. The distribution of the chopsticks is controlled by the monitor Din-
ingPhilosophers, whose definition is shown in Figure 5.18. Each philosopher,
before starting to eat, must invoke the operation pickup (). This act may result
in the suspension of the philosopher process. After the successful completion of
the operation, the philosopher may eat. Following this, the philosopher invokes
the putdown () operation. Thus, philosopher i must invoke the operations
pickup () and putdown() in the following sequence:



5.8 Monitors 229
DiningPhilosophers.pickup(i);
eat

DiningPhilosophers.putdown (i) ;

It is easy to show that this solution ensures that no two neighbors are eating
simultaneously and that no deadlocks will occur. We note, however, that it is
possible for a philosopher to starve to death. We do not present a solution to
this problem but rather leave it as an exercise for you.

5.8.3 Implementing a Monitor Using Semaphores

We now consider a possible implementation of the monitor mechanism using
semaphores. For each monitor, a semaphore mutex (initialized to 1) is provided.
A process must execute wait (mutex) before entering the monitor and must
execute signal (mutex) after leaving the monitor.

Since a signaling process must wait until the resumed process either leaves
or waits, an additional semaphore, next, is introduced, initialized to 0. The
signaling processes can use next to suspend themselves. An integer variable
next count is also provided to count the number of processes suspended on
next. Thus, each external function F is replaced by

wait (mutex) ;
bo;:tl.y of F

if (next count > 0)
signal (next);
else
signal (mutex) ;

Mutual exclusion within a monitor is ensured.

We can now describe how condition variables are implemented as well.
For each condition x, we introduce a semaphore x sem and an integer
variable x count, both initialized to 0. The operation x.wait () can now be
implemented as

X count++;
if (next count > 0)
signal (next) ;
else
signal (mutex) ;
wait(x sem);
X count—-;

The operation x.signal () can be implemented as
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if (x count > 0) {
next count++;
signal(x sem);
wait(next);
next count--;

}

This implementation is applicable to the definitions of monitors given by
both Hoare and Brinch-Hansen (see the bibliographical notes at the end of
the chapter). In some cases, however, the generality of the implementation is
unnecessary, and a significant improvement in efficiency is possible. We leave
this problem to you in Exercise 5.30.

5.8.4 Resuming Processes within a Monitor

We turn now to the subject of process-resumption order within a monitor. If
several processes are suspended on condition x, and an x. signal () operation
is executed by some process, then how do we determine which of the
suspended processes should be resumed next? One simple solution is to use a
tirst-come, first-served (FCFS) ordering, so that the process that has been waiting
the longest is resumed first. In many circumstances, however, such a simple
scheduling scheme is not adequate. For this purpose, the conditional-wait
construct can be used. This construct has the form

x.wait(c);

where c is an integer expression that is evaluated when the wait () operation
is executed. The value of ¢, which is called a priority number, is then stored
with the name of the process that is suspended. When x. signal () is executed,
the process with the smallest priority number is resumed next.

To illustrate this new mechanism, consider the ResourceAllocator mon-
itor shown in Figure 5.19, which controls the allocation of a single resource
among competing processes. Each process, when requesting an allocation of
this resource, specifies the maximum time it plans to use the resource. The mon-
itor allocates the resource to the process that has the shortest time-allocation
request. A process that needs to access the resource in question must observe
the following sequence:

R.acquire(t);
access the resource;

R.release();

where R is an instance of type ResourceAllocator.

Unfortunately, the monitor concept cannot guarantee that the preceding
access sequence will be observed. In particular, the following problems can
occur:

® A process might access a resource without first gaining access permission
to the resource.
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monitor ResourceAllocator
boolean busy;
condition x;

void acquire(int time) {
if (busy)
x.wait (time) ;
busy = true;

}

void release() {
busy = false;
x.signal(Q);

}

initialization code() {
busy = false;

}
}

Figure 5.19 A monitor to allocate a single resource.

® A process might never release a resource once it has been granted access
to the resource.

® A process might attempt to release a resource that it never requested.

® A process might request the same resource twice (without first releasing
the resource).

The same difficulties are encountered with the use of semaphores, and
these difficulties are similar in nature to those that encouraged us to develop
the monitor constructs in the first place. Previously, we had to worry about
the correct use of semaphores. Now, we have to worry about the correct use of
higher-level programmer-defined operations, with which the compiler can no
longer assist us.

One possible solution to the current problem is to include the resource-
access operations within the ResourceAllocator monitor. However, using
this solution will mean that scheduling is done according to the built-in
monitor-scheduling algorithm rather than the one we have coded.

To ensure that the processes observe the appropriate sequences, we must
inspect all the programs that make use of the ResourceAllocator monitor
and its managed resource. We must check two conditions to establish the
correctness of this system. First, user processes must always make their calls
on the monitor in a correct sequence. Second, we must be sure that an
uncooperative process does not simply ignore the mutual-exclusion gateway
provided by the monitor and try to access the shared resource directly, without
using the access protocols. Only if these two conditions can be ensured can we
guarantee that no time-dependent errors will occur and that the scheduling
algorithm will not be defeated.
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JAVA MONITORS

Java provides a monitor-like concurrency mechanism for thread synchro-
nization. Every object in Java has associated with it a single lock. When a
method is declared to be synchronized, calling the method requires owning
the lock for the object. We declare a synchronized method by placing the
synchronized keyword in the method definition. The following defines
safeMethod () as synchronized, for example:

public class SimpleClass {
public synchronized void safeMethod() {

/* Implementation of safeMethod() */
}
}

Next, we create an object instance of SimpleClass, such as the following:
SimpleClass sc = new SimpleClass();

Invoking sc.safeMethod () method requires owning the lock on the object
instance sc. If the lock is already owned by another thread, the thread calling
the synchronized method blocks and is placed in the entry set for the object’s
lock. The entry set represents the set of threads waiting for the lock to become
available. If the lock is available when a synchronized method is called,
the calling thread becomes the owner of the object’s lock and can enter the
method. The lock is released when the thread exits the method. A thread from
the entry set is then selected as the new owner of the lock.

Java also provides wait () and notify () methods, which are similar in
function to the wait () and signal() statements for a monitor. The Java
API provides support for semaphores, condition variables, and mutex locks
(among other concurrency mechanisms) in the java.util.concurrent
package.

Although this inspection may be possible for a small, static system, it is
not reasonable for a large system or a dynamic system. This access-control
problem can be solved only through the use of the additional mechanisms that
are described in Chapter 14.

Synchronization Examples

We next describe the synchronization mechanisms provided by the Windows,
Linux, and Solaris operating systems, as well as the Pthreads API. We have
chosen these three operating systems because they provide good examples of
different approaches to synchronizing the kernel, and we have included the
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Pthreads API because it is widely used for thread creation and synchronization
by developers on UNIX and Linux systems. As you will see in this section, the
synchronization methods available in these differing systems vary in subtle
and significant ways.

5.9.1 Synchronization in Windows

The Windows operating system is a multithreaded kernel that provides support
for real-time applications and multiple processors. When the Windows kernel
accesses a global resource on a single-processor system, it temporarily masks
interrupts for all interrupt handlers that may also access the global resource.
On a multiprocessor system, Windows protects access to global resources
using spinlocks, although the kernel uses spinlocks only to protect short code
segments. Furthermore, for reasons of efficiency, the kernel ensures that a
thread will never be preempted while holding a spinlock.

For thread synchronization outside the kernel, Windows provides dis-
patcher objects. Using a dispatcher object, threads synchronize according to
several different mechanisms, including mutex locks, semaphores, events, and
timers. The system protects shared data by requiring a thread to gain ownership
of a mutex to access the data and to release ownership when it is finished.
Semaphores behave as described in Section 5.6. Events are similar to condition
variables; that is, they may notify a waiting thread when a desired condition
occurs. Finally, timers are used to notify one (or more than one) thread that a
specified amount of time has expired.

Dispatcher objects may be in either a signaled state or a nonsignaled state.
An object in a signaled state is available, and a thread will not block when
acquiring the object. An object in a nonsignaled state is not available, and a
thread will block when attempting to acquire the object. We illustrate the state
transitions of a mutex lock dispatcher object in Figure 5.20.

A relationship exists between the state of a dispatcher object and the state
of a thread. When a thread blocks on a nonsignaled dispatcher object, its state
changes from ready to waiting, and the thread is placed in a waiting queue
for that object. When the state for the dispatcher object moves to signaled, the
kernel checks whether any threads are waiting on the object. If so, the kernel
moves one thread —or possibly more—from the waiting state to the ready
state, where they can resume executing. The number of threads the kernel
selects from the waiting queue depends on the type of dispatcher object for
which it is waiting. The kernel will select only one thread from the waiting
queue for a mutex, since a mutex object may be “owned” by only a single

owner thread releases mutex lock

thread acquires mutex lock

nonsignaled

Figure 5.20 Mutex dispatcher object.
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thread. For an event object, the kernel will select all threads that are waiting
for the event.

We can use a mutex lock as an illustration of dispatcher objects and
thread states. If a thread tries to acquire a mutex dispatcher object that is in a
nonsignaled state, that thread will be suspended and placed in a waiting queue
for the mutex object. When the mutex moves to the signaled state (because
another thread has released the lock on the mutex), the thread waiting at the
front of the queue will be moved from the waiting state to the ready state and
will acquire the mutex lock.

A critical-section object is a user-mode mutex that can often be acquired
and released without kernel intervention. On a multiprocessor system, a
critical-section object first uses a spinlock while waiting for the other thread to
release the object. If it spins too long, the acquiring thread will then allocate a
kernel mutex and yield its CPU. Critical-section objects are particularly efficient
because the kernel mutex is allocated only when there is contention for the
object. In practice, there is very little contention, so the savings are significant.

We provide a programming project at the end of this chapter that uses
mutex locks and semaphores in the Windows APL

5.9.2 Synchronization in Linux

Prior to Version 2.6, Linux was a nonpreemptive kernel, meaning that a process
running in kernel mode could not be preempted—even if a higher-priority
process became available to run. Now, however, the Linux kernel is fully
preemptive, so a task can be preempted when it is running in the kernel.

Linux provides several different mechanisms for synchronization in the
kernel. As most computer architectures provide instructions for atomic ver-
sions of simple math operations, the simplest synchronization technique within
the Linux kernel is an atomic integer, which is represented using the opaque
data type atomic t. As the name implies, all math operations using atomic
integers are performed without interruption. The following code illustrates
declaring an atomic integer counter and then performing various atomic
operations:

atomic t counter;
int value;

atomic set(&counter,5); /* counter = 5 */

atomic add(10, &counter); /* counter = counter + 10 */
atomic sub(4, &counter); /* counter = counter - 4 */
atomic inc(&counter); /* counter = counter + 1 */
value = atomic read(&counter); /* value = 12 */

Atomic integers are particularly efficient in situations where an integer variable
—such as a counter—needs to be updated, since atomic operations do not
require the overhead of locking mechanisms. However, their usage is limited
to these sorts of scenarios. In situations where there are several variables
contributing to a possible race condition, more sophisticated locking tools
must be used.

Mutex locks are available in Linux for protecting critical sections within the
kernel. Here, a task must invoke the mutex lock() function prior to entering
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a critical section and the mutex unlock() function after exiting the critical
section. If the mutex lock is unavailable, a task calling mutex lock() is putinto
a sleep state and is awakened when the lock’s owner invokes mutex unlock ().

Linux also provides spinlocks and semaphores (as well as reader—writer
versions of these two locks) for locking in the kernel. On SMP machines, the
fundamental locking mechanism is a spinlock, and the kernel is designed
so that the spinlock is held only for short durations. On single-processor
machines, such as embedded systems with only a single processing core,
spinlocks are inappropriate for use and are replaced by enabling and disabling
kernel preemption. That is, on single-processor systems, rather than holding a
spinlock, the kernel disables kernel preemption; and rather than releasing the
spinlock, it enables kernel preemption. This is summarized below:

single processor multiple processors
Disable kernel preemption. Acquire spin lock.
Enable kernel preemption. Release spin lock.

Linux uses an interesting approach to disable and enable kernel preemp-
tion. It provides two simple system calls—preempt disable() and pre-
empt enable () —for disabling and enabling kernel preemption. The kernel
is not preemptible, however, if a task running in the kernel is holding a lock.
To enforce this rule, each task in the system has a thread-info structure
containing a counter, preempt count, to indicate the number of locks being
held by the task. When a lock is acquired, preempt count is incremented. It
is decremented when a lock is released. If the value of preempt count for
the task currently running in the kernel is greater than 0, it is not safe to
preempt the kernel, as this task currently holds a lock. If the count is O, the
kernel can safely be interrupted (assuming there are no outstanding calls to
preempt disable()).

Spinlocks—along with enabling and disabling kernel preemption—are
used in the kernel only when a lock (or disabling kernel preemption) is held
for a short duration. When a lock must be held for a longer period, semaphores
or mutex locks are appropriate for use.

5.9.3 Synchronization in Solaris

To control access to critical sections, Solaris provides adaptive mutex locks,
condition variables, semaphores, reader—writer locks, and turnstiles. Solaris
implements semaphores and condition variables essentially as they are pre-
sented in Sections 5.6 and 5.7 In this section, we describe adaptive mutex locks,
reader—writer locks, and turnstiles.

An adaptive mutex protects access to every critical data item. On a
multiprocessor system, an adaptive mutex starts as a standard semaphore
implemented as a spinlock. If the data are locked and therefore already in use,
the adaptive mutex does one of two things. If the lock is held by a thread that
is currently running on another CPU, the thread spins while waiting for the
lock to become available, because the thread holding the lock is likely to finish
soon. If the thread holding the lock is not currently in run state, the thread
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blocks, going to sleep until it is awakened by the release of the lock. It is put
to sleep so that it will not spin while waiting, since the lock will not be freed
very soon. A lock held by a sleeping thread is likely to be in this category. On
a single-processor system, the thread holding the lock is never running if the
lock is being tested by another thread, because only one thread can run at a
time. Therefore, on this type of system, threads always sleep rather than spin
if they encounter a lock.

Solaris uses the adaptive-mutex method to protect only data that are
accessed by short code segments. That is, a mutex is used if a lock will be
held for less than a few hundred instructions. If the code segment is longer
than that, the spin-waiting method is exceedingly inefficient. For these longer
code segments, condition variables and semaphores are used. If the desired
lock is already held, the thread issues a wait and sleeps. When a thread frees
the lock, it issues a signal to the next sleeping thread in the queue. The extra
cost of putting a thread to sleep and waking it, and of the associated context
switches, is less than the cost of wasting several hundred instructions waiting
in a spinlock.

Reader—writer locks are used to protect data that are accessed frequently
but are usually accessed in a read-only manner. In these circumstances,
reader—writer locks are more efficient than semaphores, because multiple
threads canread data concurrently, whereas semaphores always serialize access
to the data. Reader—writer locks are relatively expensive to implement, so again
they are used only on long sections of code.

Solaris uses turnstiles to order the list of threads waiting to acquire either
an adaptive mutex or a reader—writer lock. A turnstile is a queue structure
containing threads blocked on a lock. For example, if one thread currently
owns the lock for a synchronized object, all other threads trying to acquire the
lock will block and enter the turnstile for that lock. When the lock is released,
the kernel selects a thread from the turnstile as the next owner of the lock.
Each synchronized object with at least one thread blocked on the object’s lock
requires a separate turnstile. However, rather than associating a turnstile with
each synchronized object, Solaris gives each kernel thread its own turnstile.
Because a thread can be blocked only on one object at a time, this is more
efficient than having a turnstile for each object.

The turnstile for the first thread to block on a synchronized object becomes
the turnstile for the object itself. Threads subsequently blocking on the lock will
be added to this turnstile. When the initial thread ultimately releases the lock,
it gains a new turnstile from a list of free turnstiles maintained by the kernel. To
prevent a priority inversion, turnstiles are organized according to a priority-
inheritance protocol. This means that if a lower-priority thread currently holds
a lock on which a higher-priority thread is blocked, the thread with the lower
priority will temporarily inherit the priority of the higher-priority thread. Upon
releasing the lock, the thread will revert to its original priority.

Note that the locking mechanisms used 