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Preface

In recent decades, networking has moved from the stationary model of wired commu-
nication toward a new and dynamic environment with various attributes, for example, 
nomadic computing, pervasive computing, virtual home environment, and the anytime-
anywhere model of mobile communication, where information is exchanged between 
wireless devices and made available to mobile users. Opportunistic networks provide 
pervasive networking to exploit any pairwise contact in its neighbor to identify next hops 
towards the destination. It allows mobile users to share data without any existing network 
infrastructure. The key observation of opportunistic computing is that the environment 
around (mobile) users features a steadily increasing set of heterogeneous resources avail-
able on fixed and mobile devices with wireless networking capabilities.

Opportunistic Networks: Mobility Models, Protocols, Security, and Privacy is designed to 
serve as a textbook for undergraduate and postgraduate courses. Beside this, the aim of 
this book is to provide research scholars, scientists, and network engineers with an expert 
guide to the fundamental concepts, mobility models, architecture, protocols, security 
issues, and state-of-the-art research developments in opportunistic networks. This book 
has been composed in a straightforward and understandable way to enable students to 
grasp important concepts easily.

In this book, each of the sixteen chapters covers a unique topic in detail: Foundations 
of Opportunistic Networks, Opportunistic Resource Utilization Networks, Buffer 
Management in Delay-Tolerant Networks, Taxonomy of Mobility Models, Taxonomy of 
Routing Protocols, Congestion Aware Adaptive Routing for Opportunistic Networks, 
Vehicular Ad Hoc Networks (VANETs), Energy Management in OppNets, Network Coding 
Schemes, Taxonomy of Security Attacks in Opportunistic Networks, Pervasive Trust 
Foundation for Security and Privacy in Opportunistic Resource Utilization Networks, 
Future Networks Inspired by Opportunistic Networks, Time and Data-Driven Triggering 
to Emulate Cross-Layer Feedback in Opportunistic Networks, Applications of DTN, 
Performance Evaluation of Social-Aware Routing Protocols in an Opportunistic Network, 
and Hands-On ONE Simulator. 
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1
Foundations of Opportunistic Networks

Musaeed Abouaroek and Khaleel Ahmad

1.1  Introduction

Opportunistic networks (OppNets) are a subclass of delay-tolerant networks (DTNs) where 
communication opportunities (contacts) are discontinuous in nature, so an end-to-end path 
may not exist. The link performance in OppNets is highly dynamic in nature. Therefore, 
the TCP/IP protocol will not work in such an environment because the end-to-end path 
may only exist for a short period of time (Ritu & Sidhu, 2014).

Each OppNet originates from a seed, which is an arrangement of nodes engaged together 
at the phase of the initial OppNet deployment. The seed is pre-designed (and can, subse-
quently, be seen as a system in its own right). In the most extreme case, it can at least 
involve a single node. The seed forms into a bigger system by extending the request to join 
the OppNet to remote devices, networks, clusters, or different systems which it may con-
tact. Any new node that transforms into a completely developed OppNet member, which 
is called a helper node, might be allowed to welcome external nodes. By welcoming “free” 
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2    Opportunistic Networks

nodes, the OppNets can be especially competitive economically. Before a seed OppNet 
can develop, it must find its own particular arrangement of potential partners accessible 
to it. As an example of a discovery, a PC can be found by an OppNet once the OppNet 
recognizes a subset of Internet addresses (Internet protocol [IP] addresses) situated in its 
geographical area. Another case of revelation could include an OppNet node scanning the 
range for radio signals or beacons and gathering enough information to have the capacity 
to contact their senders (Lilien, Kamal, Bhuse, & Gupta, 2006).

1.2  Needs of Opportunistic Networks

Smartphones and other mobile devices are widely used nowadays. To facilitate smooth 
communication between them, a service provider, as a central authority, has a specific 
topology and a path between nodes is predetermined. This is a traditional scenario, but in 
an OppNet the same scenario is not applicable since the path between nodes may not exist. 
An OppNet has no infrastructure; this can be considered an advantage in some situations 
where the network infrastructure may collapse due a disaster or emergency. In these situa-
tions, there should be a connection to call a rescue team, as an example of OppNet capabili-
ties. Other scenarios where OppNets can operate are inaccessible areas and areas where 
there is a sparse population, in which building infrastructure is difficult and expensive. 
Telecommunication providers can also benefit when there is more data loading in par-
ticular; if the load causes a slow response from the network, the provider can send their 
content information to some devices in the particular area and those devices feed content 
information to other devices opportunistically (Trifunovic et al., 2017).

1.3  Migration from MANET to Opportunistic Networks

In the last few years, a lot of research has been conducted to design mobile ad hoc network 
(MANET) technology. A MANET is a kind of network where the node connects to other 
nodes within the network range wirelessly. In MANETs there are no network infrastructures, 
so the nodes exchange the packets through intermediate nodes between them. MANETs are 
dependent networks; thus, no centralized service interrupts the communication. MANETs 
are characterized by self-configuration, highly dynamic network topology, severe resource 
constraints, and shared wireless medium. The OppNet has come into view because of the 
challenges faced by MANETs and some other issues faced by itself. In MANETs, the connec-
tion between nodes that are in need of communication should be always available through 
a common internetwork, which is not usually possible in common scenarios. In such cases, 
and because of some environmental challenges, some users switched off their devices or 
moved out of range, thus, making the MANET protocol inapplicable for the OppNet. In an 
OppNet, mobility disconnections, partitions, etc., are considered as norms rather than excep-
tions. So, in an OppNet, mobility is used to provide connection among disconnected groups 
instead of being seen as a drawback to be solved (Ritu & Sidhu, 2014).

The OppNet is a wireless ad hoc network. It is the evolution of the MANET, which 
supports delay tolerance. The message forwarding process in OppNets accrues when the 
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node finds an opportunity to forward it. The node cannot send the message until it finds 
another node that has entered into the same network range. The source node searches 
for the neighbor node to send its message and the neighbor node does the same process 
until the message reaches the destination node (Martín-Campillo, Crowcroft, Yoneki, & 
Martí, 2013).

OppNets are considered as a very appropriate choice in emergency situations as they 
have no infrastructure and central services. The OppNet uses the process of store-carry 
and forward to deliver the message between two nodes. Thus, the connection between 
these nodes is set up automatically. So this explains the ability of delay tolerance in 
the OppNet. The OppNet has a very significant role during emergency situations as 
it is guaranteed to deliver the message without any loss in disaster areas (Sugihara & 
Gupta, 2011).

1.4  Sensor Networks

A sensor network is a collaborative result of hundreds or thousands of sensor nodes. 
Each sensor node contains four essential parts, such as a sensing unit, a processing unit, 
a radio unit, and a power unit. Together, the units can fit into a space as small as a match-
box or even a smaller module. As the sensor nodes have restricted sensing and computa-
tional abilities, they can travel only within short distances. These nodes spread out and 
arrange themselves to accomplish a common task (Akyildiz, Su, Sankarasubramaniam, & 
Cayirci, 2002).

Wireless sensor networks (WSNs) are the networks which are spatially distributed 
over the range and gather information from the physical world. These are used for 
observing environmental factors like pressure, temperature, moisture, etc., and sending 
this data to the sink or destination node. WSNs have proven beneficial in a number of 
applications in the area of traffic surveillance, military applications, weather forecast-
ing, landslide detection, fire detection, etc. They are the backbone of emerging tech-
nologies such as the Internet of Things (IoT), the cyber-physical system (CPS), etc. The 
most interesting contribution of WSNs is in healthcare. WSNs in healthcare itself is a 
topic of research that has gained much popularity these days. The potential of sensing 
the information from physical entities makes WSNs a hot topic for research (Jadhav & 
Satao, 2016).

1.4.1  Examples of Sensor Network Applications

Intrusion detection and tracking: Sensors are conveyed along the fringe of a battlefield 
to detect, classify, and track intruding personnel and vehicles.

Weather monitoring: Weather monitoring is an important aspect; dedicated nodes are 
used which can predict weather parameters like temperature, wind velocity, pres-
sure, amount of rainfall, humidity, etc.

Indoor surveillance: These are used to provide security in art galleries, hospitals, shop-
ping malls, and other facilities.

Traffic analysis: These can monitor traffic or a congested part of a city to help people 
reach their destination easily (Akyildiz, Su, Sankarasubramaniam, & Cayirci, 2002).
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1.5  Mobile Ubiquitous LAN Extensions (MULEs)

MULEs are a kind of data collector; they are used to collect data from static sensor nodes 
in WSNs. Data mules, when compared to multi-hop transmitting approaches, remarkably 
reduce energy utilization at sensor nodes, yet have a disadvantage related to latency of 
data delivery. Movement planning issues of data mules comprise three parts: deciding the 
path, measuring speed change over time, and scheduling when to collect data from each 
node. These three aspects are not independent from each other, and enhancing them is 
difficult, as shown by the NP-hardness (Sugihara & Gupta, 2011).

MULEs receive data from the sensor nodes; they buffer it and then send it to the wired 
access points (APs) within range. A significant power saving occurs at the sensors as they 
just transmit it over a short range. The main advantage from our perspective is the capa-
bility of large power savings at the sensors because of communication that now happens 
over a short range. New radio technologies like ultra-wideband (UWB), which works at 
exceptionally low power with an extensive data burst limit, are suited for MULE com-
munication. The main drawback of this approach is increasing latency since sensor nodes 
must wait for a MULE to approach before the exchange can happen (Shah, Roy, Jain, & 
Brunette, 2003).

1.6  ZebraNet

ZebraNet is a type of mobile sensor network that has limited network coverage and high-
energy sensors, such as Global Positioning System (GPS). Because of this, it operates in an 
isolated part of the hardware design space.

Application:     Data Logging, Application Protocol
Impala Middleware:  Operating System, Network Services
System Firmware:    Peripheral, Clock, and Low-Level Energy Management
Hardware:           Physical Chips, Power Supplies, Battery Charger, and Solar Array

In ZebraNet, once the data samples are acquired they are accumulated and analyzed. 
Zebras must be fairly mobile i.e., only a few are collared, and they must spread across a 
distance of several kilometers, so data accumulation becomes difficult. To transfer data in 
the network, nodes will communicate in a pairwise fashion. The main objective is to get 
position logs back to the biologists so that single-hop transmissions are enough to pass 
data to other collars. In such a case, latency can be seen, but it is ignored. Since collars come 
into contact very often, a dedicated system like pairwise communications is used instead 
of multi-hop transmissions. A manned base station intermittently comes into contact with 
a zebra, so that it can download data from all the zebras. Flash memory is used to store 
position logs, which compensate latency of data proliferation.

To support connectivity in such a sparse system, the radio range should be greater than 
one kilometer. However, radio communications consume a lot more energy than the regu-
lar short-range radios utilized in sensor networks (Zhang, Sadler, Lyon, & Martonosi, 2004).

ZebraNets are controlled by the Impala middleware layer. Impala permits the combi-
nation of planned and voluntary events, and through this application GPS detection and 
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radio correspondence times are predefined. A few protocols are conceivable; however, in 
our deployment, the information is proliferated through the network using a coding proto-
col. This enables the base station to obtain data from all the collared zebras by experiencing 
them as one. In January 2004, we conveyed seven nodes on zebras in Kenya. In view of the 
outcomes from the reset (RST) sending of the system, we are now making improvements. 
The power utilization of this system, including occasional data sampling and correspon-
dence time, is estimated with an oscilloscope (Zhang, Sadler, Lyon, & Martonosi, 2004).

1.7  Shared Wireless Infostation Model (SWIM)

Shared Wireless Infostation Model (SWIM) is a union of Infostations with the ad hoc net-
working model. Information dissemination in SWIM resembles the spreading of a disease, 
where the nodes in the network act as carriers of an ailment, and data sharing with other 
nodes acts as the spread of the disease from a contaminated to a well person. Finally, once 
the node has reached any Infostation, it is conveyed and then the packet is ‘offloaded’ and 
disposed of from the network. In our analogy, the disease epidemic is similar to a con-
taminated carrier reaching a ‘healing’ center, in which the carrier is cured of the disease. 
Storing the identity of the packets that were offloaded to an Infostation is essential so that 
they will not be allowed in the future, i.e., developing ‘immunity’ to the disease.

By allowing the packet to spread over all mobile nodes, the delay until one of the rep-
lications reaches an Infostation can be remarkably reduced. However, it has a drawback, 
i.e., spreading the packets to other nodes will consume much network capacity. But again, 
we will be faced with the capacity–delay tradeoff. We have come up with an approach to 
control this tradeoff by regulating the parameters of packet spreading; for instance, by 
managing the likelihood of packet communication between two adjoining nodes (practi-
cally equivalent to the likelihood of contamination (infection) in the epidemic model), the 
communication range of every node (closely resembling the infection distance in the epi-
demic model), or the number and appropriation of the Infostations (same as the number 
and location of hospitals in the epidemic model) (Small & Haas, 2003).

1.8  Mobile Ad Hoc Network (MANET)

MANETs are self-managing wireless networks. These nodes are infrastructure-less, 
routed to each other, and contain temporary and dynamic wireless networks. Ad hoc is a 
Latin word. For this purpose, it means every device in a MANET has the ability to change 
its place to another place freely and its links to other devices will be changed frequently 
(Mehta, Nupur, & Gupta, 2015).

Moreover, the data transmission in a MANET among mobile devices can be accrued 
directly without any dependency on any centralized service unit. Some services are added 
into transmission standards like Bluetooth, which follow a store-carry and forward prin-
ciples. Over the last few years, we have seen a drastic increase in mobile phone applica-
tions; it seems that centralized services are outstripping decentralized approaches. We 
will discuss current areas of application for MANETs, as well as the parameters that are 
barriers to their diffusion (Stieglitz & Fuchß, 2011).
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A MANET is an independent scheme that works in mobile nodes without any pre-
defined infrastructure communication system. Also, it uses a wireless connection between 
its devices. These nodes are able to connect wirelessly with each other directly, within the 
range of transmission. Thus, there will be a multi-hop of intermediate nodes that forward 
the packets from the source node to the destination node. To ensure communication suc-
cess, intermediate nodes must co-operate to hand over the packets between the source and 
destination nodes (Kaushik & Kaushik, 2012).

1.8.1  Advantages of an Ad Hoc Network

 1. It allows access to information and services; geographical location does not matter.
 2. It works independently from a centralized network (i.e., it is a self-organizing 

network), the nodes operate as a router, and it is cheaper than a wired network.
 3. It is scalable and able to accommodate a lot of nodes.
 4. It is flexible.
 5. It is robust, as it has no centralized administration.
 6. The network can be built up at any time and any place (Mehta, Nupur, & Gupta, 2015).

1.9  Mobile Social Networks (MSNs)

Mobile Social Networks (MSNs) are used to provide a communication environment 
between people in an attractive way. MSNs take the benefits of wireless networks (the 
mobile Internet) and OppNets (the ad hoc networks). Thus, MSNs can be located in the 
mobile device and carried out by the user. So a human interaction with a mobile device, 
i.e., human–computer interaction (HCI) might be important to MSNs. Based on mobile 
distributed systems, MSNs are treated as an integral computation of mobile computing 
and social computing in several aspects (Hu, Chu, Leung, Ngai, Kruchten, & Chan, 2015).

In Mobile Social Networks (MSNs), users co-operate to set up the connection between 
them as they all have the same needs in the absence of network infrastructure. Since 
these networks do not need any pre-defined network infrastructure, they can be set 
up in many critical situations, including battlefields, huge disaster recoveries, and 
wide-area sensor networks. In such environments, the network connectivity in MSNs 
is usually highly dynamic in nature due to the physical obstructions, uncertain node 
mobility, and limited radio range. In such a highly dynamic network, connectivity and 
uncertainty make data dissemination in MSNs a challenging issue (Fan, Du, Gao, Chen, 
& Sun, 2010).

Recent technological development has given the mobile devices the ability to create, 
store, and share data in a decentralized way and in the unusual conditions like high speed, 
high temperature and different location the communications capabilities are added. As 
there is content available for the same interests among a group of people, various oppor-
tunistic nodes might be available in the form of an OppNet to share the content among 
these people in their daily lives. The OppNet is embedded into mobile devices to transmit 
the social network content between mobile devices in an ad hoc manner. The OppNet is 
used to carry out the contents among mobile device users in the same geographical loca-
tion. Mobile users have the ability to exchange data through short-range communications 
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like Bluetooth or Wi-Fi Direct through mobile devices. Since opportunistic data sharing 
is independent of any network infrastructure, it minimizes the data traffic through the 
Internet. It can also allow data exchange in remote areas or disaster scenarios (e.g., earth-
quake, tsunami) where infrastructure may be damaged or not available (Hu, Chu, Leung, 
Ngai, Kruchten, & Chan, 2015).

1.10  Vehicular Ad Hoc Networks (VANETs)

A VANET is a kind of network that came about with the idea of setting up a network of 
vehicles for the same purpose and situation of use. VANETs are considered one of the 
most reliable networks that are used to connect between vehicles in an environment such 
as highways and urban areas. The major goal of a VANET is to establish network commu-
nication between a number of vehicles independently from any controller or base station. 
VANETs have many applications that make it helpful for emergency situations, for exam-
ple, sharing information to an ambulance to save a human life in the case of an accident. 
Along with these useful applications, VANET vehicles face many problems such as lack of 
infrastructure. This gives the vehicles the big responsibility of maintaining communica-
tion according to the VANET’s requirements (Rehman, Khan, Zia, & Zheng, 2013).

1.10.1  Applications of VANETs

 1. Real-time traffic: The data can be stored at a Road Side Unit (RSU) so it can be used 
whenever required.

 2. Co-operative message transfer: Slow/Stopped vehicles share messages and co-oper-
ate with each other.

 3. Co-operative collision warning: It warns drivers of any dangers ahead, so they can 
correct their route.

 4. Vision enhancement: In bad weather, it guides drivers with clear information on 
vehicles and obstacles.

1.10.2  Characteristics of a VANET

 1. Dynamic topology: The topology of the VANET environment changes continuously 
due to the high mobility of vehicles. The connection between two vehicles travel-
ing in opposite directions at an average speed remains for a short time. This con-
nection time is even shorter in a freeway/highway environment, where vehicle 
speeds are higher.

 2. Predictable mobility patterns: Pre-defined routes are available in the VANET envi-
ronment through which a vehicle travels. Thus, the network designers can predict 
the mobility patterns in the network.

 3. Network topology: Due to the high mobility and random speeds of nodes, network 
topology changes frequently.

 4. Unbounded network sizes: VANETs can vary in size from one city or several cities to 
one or more countries.
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 5. Protection of nodes: VANET nodes are physically better protected than others and 
can reduce the effect of infrastructure attack.

 6. Low energy consumption: VANETs have no issues with energy consumption; they 
use very little energy.

The connection association between the vehicles in a VANET has visit separations in view 
of the high development of the hubs and continuous change in geography.

1.11  Delay\Disruption‑Tolerant Networking (DTN)

Delay-tolerant networking (DTN) is a technique of setting up the network environment 
for the purpose of locating the technical issues in diverse networks. These technical issues 
may cause a lack of permanent network connection. Examples of such networks are those 
operating in mobile networks or extreme terrestrial environments (Ali, Qadir & Baig, 2010).

Delay-tolerant networks (DTNs) are mobile networks that may never have an end-to-end 
contemporaneous path. The characteristics of DTN are different from those of traditional 
ad hoc networks. The routing protocols of DTN follow the store-carry-forward mechanism 
to minimize the probability of packets dropping, tolerate delays, and improve delivery 
performance in terms of delivery ratio and delivery latency (Benhamida, Bouabdellah, & 
Challal, 2017).

1.11.1  Network Topology Classification

According to the availability of network topology information, DTN protocols can be clas-
sified into deterministic, stochastic, and coding-based schemes. In the deterministic class, 
the systems assume that information on the network topology is known a priori. When 
the network behavior is random, the routing protocol is stochastic. It depends on decisions 
regarding where and when the message should be forwarded. The decision varies from 
forwarding to any contacts within range to using information such as historical data or 
mobility patterns. The basic idea of coding-based approaches is to encode a large number of 
messages into one message using a linear combination (network coding) or to encode one 
original message to a large number of coding blocks (erasure coding).

1.11.2  Routing Strategy Classification

This category classifies DTN solutions according to the routing strategy into social-based 
and opportunistic-based protocols. In social-based protocols, each node selects relay nodes 
to forward messages using social metrics such as between community, centrality, social 
similarity, etc. These metrics define the common interest and proximity between nodes. 
However, opportunistic-based routing protocols select relay nodes based on factors such 
as mobility patterns, historical information about the node contacting the destination, and 
the probability of contacting the destination again.

1.11.3  Replication and Semantic Classification

The multicast-based transmission delivers the message to a group of interested receiv-
ers while unicast-based transmission delivers the message to its unique destination. 
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In unicast-based transmission, anycast destination cannot be initialized since it can 
be any one of the nodes within the membership group (Benhamida, Bouabdellah, & 
Challal, 2017).

1.12  Freenet

Freenet is a distributed content sharing system, in which users have the ability to insert 
and retrieve. Known for its peer-to-peer anonymous network, it aims to provide anonym-
ity for both content publishers and retrievers. No node in Freenet has any information 
about other nodes except its immediate neighbors. Techniques like hop-by-hop trans-
mitting of user messages, and rewriting the (source) address of the messages of every 
node, are applied in Freenet to provide user anonymity. Freenet provides two operational 
modes: Darknet and OppNets. In Darknet, only trusted friends are allowed to connect 
with each other, whereas in OppNet anyone can get connected to Freenet. Those nodes 
have to query each other for the purpose of storing and retrieving data, which are named 
after location-independent keys. Every node manages its own local data store and ensures 
its availability to other nodes in the network for the sake of reading and writing data; as 
well as a dynamic routing table which contains the addresses of other nodes and also the 
keys that they are thought to hold. Freenet is a peer-to-peer anonymous content sharing 
system. Every node has to maintain a part of its hard disk space to contribute the content 
sharing in the Freenet network. The node in Freenet has the ability to dynamically join 
or leave the network at any time as it is considered a peer-to-peer system. The Freenet 
circular range [0,1] is associated with every node within the range, where location [0] and 
location [1] are the same. The nodes choose their location in the range randomly when 
they first join the Freenet network. To ease the connection of an arbitrary node to the 
Freenet network, a group of seed nodes are provided by the Freenet network (Tian, Duan, 
Baumeister, & Dong, 2017).

References

Akyildiz, I. F., Su, W., Sankarasubramaniam, Y., & Cayirci, E. (2002). A survey on sensor networks. 
IEEE Communications Magazine, 40(8), 102–114.

Ali, S., Qadir, J., & Baig, A. (2010, October). Routing protocols in delay tolerant networks – A survey. 
In 6th International Conference on Emerging Technologies (ICET), Islamabad, Pakistan, 70–75.

Benhamida, F. Z., Bouabdellah, A., & Challal, Y. (2017, April). Using delay tolerant network for the 
internet of things: Opportunities and challenges. In 8th International Conference on Information 
and Communication Systems (ICICS), Irbid, Jordan, 252–257.

Fan, J., Du, Y., Gao, W., Chen, J., & Sun, Y. (2010, November). Geography-aware active data dissemi-
nation in mobile social networks. In IEEE 7th International Conference on Mobile Adhoc and Sensor 
Systems (MASS), San Francisco, CA, 109–118.

Hu, X., Chu, T. H., Leung, V. C., Ngai, E. C. H., Kruchten, P., & Chan, H. C. (2015). A survey on mobile 
social networks: Applications, platforms, system architectures, and future research directions. 
IEEE Communications Surveys & Tutorials, 17(3), 1557–1581.

Jadhav, P., & Satao, R. (2016). A survey on opportunistic routing protocols for wireless sensor net-
works. Procedia Computer Science, 79, 603–609.



10    Opportunistic Networks

Kaushik, S., & Kaushik, M. (2012). Analysis of MANET security, architecture and assessment. 
International Journal of Electronics and Computer Science Engineering (IJECSE, ISSN: 2277-1956), 
1(2), 787–793.

Lilien, L., Kamal, Z. H., Bhuse, V., & Gupta, A. (2006). Opportunistic networks: The concept and 
research challenges in privacy and security. Proceedings of the WSPWN, Miami, FL, 134–147.

Martín-Campillo, A., Crowcroft, J., Yoneki, E., & Martí, R. (2013). Evaluating opportunistic networks 
in disaster scenarios. Journal of Network and Computer Applications, 36(2), 870–880.

Mehta, J. S., Nupur, S., & Gupta, S. (2015). An overview of MANET: Concepts, architecture & issues. 
International Journal of Research in Management, Science & Technology, 3(2), 98–101.

Rehman, S., Khan, M. A., Zia, T. A., & Zheng, L. (2013). Vehicular ad hoc networks (VANETs) – An 
overview and challenges. Journal of Wireless Networking and Communications, 3(3), 29–38.

Ritu, M. & Sidhu, M. K. (2014). Routing protocols in infrastructure-less opportunistic networks. 4(6). 
Available online at: http://ijarcsse.com/Before_August_2017/docs/papers/Volume_4/6_
June2014/V4I6-0599.pdf.

Shah, R. C., Roy, S., Jain, S., & Brunette, W. (2003). Data mules: Modeling and analysis of a three-tier 
architecture for sparse sensor networks. Ad Hoc Networks, 1(2–3), 215–233.

Small, T., & Haas, Z. J. (2003, June). The shared wireless infostation model: A new ad hoc networking 
paradigm (or where there is a whale, there is a way). In Proceedings of the 4th ACM International 
Symposium on Mobile Ad Hoc Networking & Computing, Annapolis, MD, 233–244.

Stieglitz, S., & Fuchß, C. (2011). Challenges of MANET for mobile social networks. Procedia Computer 
Science, 5, 820–825.

Sugihara, R., & Gupta, R. K. (2011). Path planning of data mules in sensor networks. ACM Transactions 
on Sensor Networks (TOSN), 8(1), 1.

Tian, G., Duan, Z., Baumeister, T., & Dong, Y. (2017). A traceback attack on freenet. IEEE Transactions 
on Dependable and Secure Computing, 14(3), 294–307.

Trifunovic, S., Kouyoumdjieva, S. T., Distl, B., Pajevic, L., Karlsson, G., & Plattner, B. (2017). A decade 
of research in opportunistic networks: Challenges, relevance, and future directions. IEEE 
Communications Magazine, 55(1), 168–173.

Zhang, P., Sadler, C. M., Lyon, S. A., & Martonosi, M. (2004, November). Hardware design expe-
riences in ZebraNet. In Proceedings of the 2nd International Conference on Embedded Networked 
Sensor Systems, New York, NY, 227–238.



11

2
Opportunistic Resource Utilization 
Networks and Related Technologies

Mai A. Alduailij and Leszek T. Lilien

2.1  Introduction

A wide variety of heterogeneous devices and systems (“entities”) coexist but are often 
unable to collaborate. This is particularly wasteful when an underutilized entity is a neigh-
bor of a very busy system but the entity is unable to help the system due to, say, software 
incompatibility.

We propose a solution to this problem, namely, opportunistic resource utilization networks 
or oppnets (Lilien et al., 2006a, 2007, 2010; Kamal et al., 2008). Oppnets rely on “helpers” 
employed by them to expand in an opportunistic and ad hoc manner, in the process acquir-
ing more resources. Please note that the oppnets are a superset of other kinds of opportu-
nistic networks (defined by other researchers), in which opportunism is usually limited to 
a subset of oppnet capabilities (e.g., to only opportunistic communication or opportunistic 
message forwarding).

The following characteristics taken together distinguish oppnets from other oppor-
tunistic systems: (1) support for the helper paradigm—as the basis for ad hoc search for 
more resources; (2) opportunistic use of all kinds of computing resources—not limited to, 
e.g., communication resources; (3) ad hoc operation for most of the oppnet lifetime (as the 
expanded oppnet); (4) universality of the helper nodes—regardless of the make or function of 
a helper’s system or device, and regardless of its communication media, protocols, etc.; and 
(5) lack of third-party mediators—since interactions among oppnet-enabled entities occur 
without third parties.
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Our goal is ensuring that any oppnet-enabled entity can easily communicate with any 
oppnet, become its helper, and help the oppnet by providing its resources to the oppnet. 
We contrast oppnet-based entities—which have oppnet capabilities from their deploy-
ment—with systems or devices that become oppnet-enabled in an ad hoc fashion. It should 
be noted that oppnet nodes can become helpers for other oppnets.

Another goal is proposing a standard middleware to facilitate both building oppnet-
based systems and modifying oppnet-oblivious entities into oppnet-enabled ones. In the 
latter case, interoperation of entities (regardless of their make or means of communication) 
occurs ad hoc.

In this chapter, we contrast opportunistic resource utilization networks with other 
opportunistic networks, and provide key terminology and definitions. We discuss the 
structure and operation of oppnets, including the classification of oppnet helpers. We 
present the design and implementation of oppnets using the Oppnet Virtual Machine 
(OVM)—including the motivation for the OVM, its definition, and an overview of the 
OVM primitives. We describe an OVM-based healthcare and wellness monitoring 
application, show a use scenario for it, and indicate how OVM primitives are used in 
the application. Finally, we review oppnet-related technologies and previous oppnet 
work.

2.2  Structure and Operation of Oppnets

Oppnets are a pervasive computing paradigm and universal middleware, capable of 
breaking barriers preventing the collaboration of diverse entities. An oppnet starts as a 
collection of seed nodes, which constitute the initial pre-designed (not ad hoc) seed oppnet; it 
can be as small as a single node but must include a controller, which consists of a subset of 
seed nodes. When needed, the controller can decide to expand its oppnet by asking foreign 
entities to assist the oppnet by joining it. In this way, the initial seed oppnet grows into an 
expanded oppnet (and an expanded oppnet can keep growing into an even bigger expanded 
oppnet). An entity that accepts an invitation to assist an oppnet makes an obligation to 
keep on helping for as long as the oppnet needs it and becomes a helper. All of a helper’s 
resources are integrated into the oppnet. When a helper completes its tasks, it is released 
from its obligation by the node that invited it to join the oppnet, and it is free to return to 
its original duties.

There are two types of helpers with regard to (w.r.t.) their capabilities: (1) regular helpers—
which are powerful, able to perform all oppnet activities, including inviting and integrating 
other helpers; and (2) lightweight helpers a.k.a. lites—which have limited oppnet capabilities, 
including restricted oppnet communication capabilities (Lilien et al., 2007, 2010).

There are two types of helpers w.r.t. their refusal rights (Lilien et al., 2010): (1) reservist helpers 
that can be ordered to assist an oppnet requesting help, and are obliged to comply (they 
can be subject to appropriate penalties if they refuse to help); and (2) voluntary helpers a.k.a. 
ad hoc helpers that must be asked for help, and are free to refuse (except, possibly, in cases 
when an oppnet requesting help faces a life-or-death situation; this will be elaborated 
upon in a moment).

Before an oppnet can grow, it must find a set of potential reservists or voluntary help-
ers available to it. Finding reservists requires looking them up in a reservist directory. In 



13Opportunistic Resource Utilization Networks    

contrast, finding voluntary helpers is a true discovery, involving scanning communication 
spectra for signals or beacons, and collecting enough information to contact their senders.

It is obvious that any candidate for a helper can be asked to join in any situation. It 
should also be obvious that any candidate can be ordered to join in life-or-death situa-
tions. (It is analogous to citizens being required by law to assist with their property—e.g., 
vehicles—and labor in saving lives or critical resources.)

Using reservists requires further explanation. First of all, we envision different 
application-related categories of reservists, based on their declared application areas. 
Reservists sign up for one or more application areas (or just for individual applica-
tion). For example, an “emergency reservist” is obliged to help (and can be ordered 
to help) any oppnet deployed for an emergency, while an “entertainment reservist” 
is obliged to help (and can be ordered to help) any oppnet running an entertainment 
application.

Once the reservists sign up, they are “trained” for an “active duty.” Training the reserv-
ists requires providing them with “oppnet-enabling” facilities for assisting oppnets in 
their discovery and for using the reservists by oppnets. For example, a standard OVM 
middleware (discussed in the following section) is installed on the reservists. Such “train-
ing” makes reservists fully prepared for their oppnet duties.

2.3  Design and Implementation of the Oppnet Virtual Machine (OVM)

We designed oppnets as the middleware that consists of a collection of OVM primitives 
(modules). An oppnet includes OVM primitives from the moment of its deployment. In 
contrast, an entity that is not an oppnet can become oppnet-enabled by downloading and 
installing a needed and customizable subset of OVM primitives; after the installation, the 
entity becomes ready to be a helper for any oppnet.

Any oppnet is oppnet-enabled (since it includes the OVM). Hence, OVM ensures that 
oppnets and oppnet-enabled entities can communicate, and oppnets can acquire resources 
from other oppnet-based entities or oppnet-enabled entities in an opportunistic and ad 
hoc manner.

We strived to find the optimal set of OVM primitives in the sense that they are a mini-
mal set of non-overlapping (or, at least, minimally-overlapping) modules. The optimal set 
of OVM primitives is implemented for four separate node categories: control center nodes, 
seed nodes, regular helpers, and lightweight nodes. For example, regular helpers can 
accommodate a large subset (even the full set) of the OVM primitives while lightweight 
nodes need only a small subset of the OVM primitives. Furthermore, nodes in the same 
category can select different subsets of OVM primitives, allowing further customization. 
In this way we avoid “one size fits all” problems, including reduced security levels and 
waste of resources.

We designed and developed the oppnet OVM middleware in a modular (non-monolithic) 
fashion, and structured it into OVM primitives; each primitive is an atomic element of the 
oppnet middleware that implements a well-defined activity of an oppnet (Alduailij and 
Lilien, 2015). Table 2.1 lists, as an example, the set of OVM primitives implemented for only 
the regular helper nodes.
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2.4  An OVM‑Based Healthcare and Wellness Monitoring Application

An oppnet application is an application implemented with OVM primitives. When it needs 
additional resources, it can contact (via OVM primitives) potential helpers—that is, 
oppnet-enabled entities (incl. entities in other oppnets)—for application-level resource acqui-
sition. The acquisition of communication resources is the foundation for the acquisition of 
other resources.

We tested our OVM—the set of OVM primitives—by developing an oppnet applica-
tion for healthcare and wellness monitoring (Alduailij and Lilien, 2015). We assumed the 
scenario illustrated in Figure 2.1. When a person loses consciousness outdoors, his Body 
Sensor Network (BSN) Wristband (shown as CC in Figure 2.1) detects an emergency situ-
ation; the signs include: low temperature, low blood pressure, and collapsing. Wristband 
is both the oppnet controller and the only seed node in this case. Wristband initiates 
an oppnet expansion by scanning for potential helpers using NODE _ scan (Item 14 in 
Table 2.1). By using NODE _ discover (Item 2 in Table 2.1), Wristband discovers Tablet 
T1 (indicated in Figure 2.1 as H1) as a potential helper. If Tablet T1 provides services that 
allow it to accomplish any of the oppnet tasks, then Wristband uses NODE _ isMember 
(cf. Table 2.1) to check if Tablet T1 is already a member of its oppnet. If this is not the case, 
then Wristband uses NODE _ reqHelp (cf. Table 2.1) to send to it a request for help.

TABLE 2.1

List of OVM Primitives for the Regular Helper Nodes

No.
OVM 

Primitive Name
OVM 

Primitive Function

1 NODE_addNode Add a node to oppnet
2 NODE_discover Discover services of a certain device
3 NODE_evalAdmit Evaluate a device and admit it into oppnet if the 

device meets criteria for admittance
4 NODE_isMember Checks if a device is already an oppnet node 

(oppnet member)
5 NODE_joinOppnet Join oppnet
6 NODE_listen Listen to incoming connections, receive and save 

messages in buffer
7 NODE_processMsg Process a message from buffer
8 NODE_release Release a helper when no longer needed
9 NODE_remNode Remove a node from oppnet
10 NODE_report Report information to an oppnet device
11 NODE_reqHelp Request help from candidate helpers
12 NODE_reqRelease Request the inviting node to be released
13 NODE_runApp Execute application indicated by authorized 

oppnet seed or helper node
14 NODE_scan Scan communication spectrum to detect devices 

that could become candidate helpers
15 NODE_selectTask Select a task from the task queue to execute
16 NODE_sendData Send data (e.g., task list) to another oppnet device
17 NODE_validate Validate the credentials of the inviting node, and 

check the ability to help
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In the meantime, Tablet T1 is listening for any requests for help using NODE _ listen. 
When it receives the request for help, it uses NODE _ processMsg to process the message. 
Then, it uses NODE _ validate to validate the credentials of the inviting node and to find 
out if it is able to help. The decision to join the oppnet can be the result of two situations: 
(1) Tablet T1 is idle; or (2) Tablet T1 is busy, but it knows that the tasks that it is asked by 
the oppnet to do are far more important (e.g., involve a life-or-death situation). Tablet T1 
decides to join, uses NODE _ joinOppnet to do so; the primitive, among others, sends a 
join acknowledgment to Wristband (which invited Tablet T1).

Wristband uses NODE _ evalAdmit to evaluate Tablet T1 in terms of having adequate  
capabilities, trustworthiness, etc., and admits Tablet T1 into its oppnet as Helper H1 (since 
in our scenario the evaluation result is positive). Wristband uses NODE _ addNode to add 
H1 to its list of helpers and then uses NODE _ sendData to send to H1 specification of the 
tasks that it expects H1 to complete.

Upon receiving the messages, Helper H1 checks if it can perform the most urgent task 
on the task list received from Wristband, which is calling the emergency number 9-1-1. 
However, H1 (a tablet) is incapable of making the call due to the lack of a cellular phone 
module. Helper H1, in the possession of a passer-by, uses its AI capabilities and takes the 
initiative to display on its tablet screen the help-request message in a human-readable form, 
hoping that its owner will see the message. This is done by running NODE _ selectTask 
and NODE _ runApp.

Due to space limitations, from now on we no longer indicate primitives used by oppnet 
entities.

Since Helper H1 could not perform the most urgent task, it tries to perform at least one 
of the five less urgent (“unhurried”) tasks. H1 is not connected to a Wi-Fi network, but its 
Bluetooth (BT) and ZigBee networks are on. H1 looks for BT devices but finds none within 
its reach. So, next H1 searches for ZigBee devices. It finds three ad hoc candidate helpers: 
Streetlight (H2 in Figure 2.1), Parking Meter (H3), and Printer (H4). Helper H1 then sends 
requests for help to all three candidate helpers. The candidate helpers validate the creden-
tials of the inviting node and check their ability and their willingness to help. Eventually, 
all three candidate helpers accept the invitation to join the oppnet. However, after evalua-
tion, Helper H1 chooses only Printer since—in H1’s evaluation—Printer has more capabili-
ties than Streetlight and Parking Meter. Printer becomes Helper H4 (it is a “lite” helper, 
with very limited resources).

Upon receiving its tasks, Helper H4 prints the help message (hoping that a human will 
see it), and searches for devices on the ZigBee network (the only one it is connected to). 

FIGURE 2.1
The healthcare and wellness monitoring scenario.
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H4 finds a reservist: DigitalTV in a nearby house. DigitalTV becomes Helper H5 (it is also 
a “lite” helper). It plays the video message (received from Wristband via H1 and H4) to 
attract TV viewers’ attention.

Since the goal of notifying 9-1-1 is not realized yet, Helper H5 searches for devices on 
the ZigBee network (the only network it is connected to) and discovers Tablet T2 (H6 in 
Figure 2.1) in a neighbor’s house. In due process, Tablet T2 becomes Helper H6.

Helper H6 can use not only ZigBee but also Wi-Fi and BT. H6 is able to upload via Wi-Fi 
into a healthcare database (H7a) the help message created by the Wristband. Via BT, H6 
finds Smartphone (H7b), which becomes Helper H7b. H7b delivers to the 9-1-1 service the 
SMS message containing the text of the help message created by the Wristband.

Since the overall goal (notifying 9-1-1) is now achieved, H7b sends a release request to its 
inviting node, Helper H6, indicating completion of its task. Helper H6 (Tablet T2) removes 
Helper H7b from the list of its helpers, and then sends a release message to it. The process of 
releasing helpers is repeated until Wristband (CC) receives the last release request from Helper 
H1 (Tablet T1). Wristband releases H1, and then terminates the oppnet-based application.

Please note that in a luckier scenario, the goal (notifying 9-1-1) could have been achieved 
earlier, maybe even by Helper H1 (if it had, e.g., cellphone capabilities to contact 9-1-1).

2.5  A Review of Oppnet‑Related Technologies

The oppnet-related technologies discussed in this section are categorized as resource-shar-
ing technologies, connectivity-based technologies, and specialized and other networks.

2.5.1  Resource-Sharing Technologies

This subsection discusses the differences between resource-sharing technologies and 
the oppnet middleware in a way that indicates the novelty of the OVM-based oppnet 
middleware.

Peer‑to‑Peer (P2P) Systems: P2P systems allow for the sharing of content—such as 
files—among devices or networks that interact via an “appropriate communication and 
information channels” (Subramanian and Goodman, 2005). Such resource-sharing and 
application-level communication is achieved by direct sharing among “peers” without 
depending on centralized servers (Kamal, 2008).

FlashLinq (Scalable, 2015) is a P2P platform developed to complement traditional cellu-
lar-based services. The technology advances a concept known as proximal communication, 
which enables devices to discover each other and communicate at a high speed without 
intermediary infrastructure. FlashLinq can create a “neighborhood-area network,” where 
fixed and mobile peer applications can interact directly.

Although the OVM-based oppnet middleware shares many characteristics with P2P sys-
tems, such as the decentralized sharing of resources, our approach is distinguished by 
the following key features: (1) it allows the collaboration of devices in order to achieve a 
common goal rather than meeting individual node requirements; (2) it is designed to allow 
the acquiring of all kinds of resources—such as communication, sensing, storage, data, 
etc.—rather than just communication or data; and (3) it distinguishes four types of nodes 
(i.e., CC, seed, regular helpers, and lites) that have different capabilities and duties.
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Grid Computing: This term refers to the hardware and software infrastructure that 
enables the aggregation of distributed computing resources to achieve a common goal 
(Abbas, 2004). It can use a set of open standards and protocols to gain access to applica-
tions and data through application-level communication while sharing processing power, 
storage capacity, and a vast array of other computing resources over the Internet (Siddiqui 
and Fahringer, 2002).

Globus Toolkit (GT) (Foster, 2005) is a service-oriented distributed computing toolkit 
encompassing applications and infrastructures. The main components addressed by GT 
are: security, resource access, resource management, data movement, and resource dis-
covery. These components enable a broader “Globus ecosystem” of tools and components 
that build on or interoperate with core GT functionality to provide a wide range of useful 
application-level functions. These tools can be used to develop a wide range of grid infra-
structures supporting distributed applications.

Although the OVM-based oppnet middleware shares many characteristics with some 
grid computing systems (such as the ability to grow by joining, and the use of “foreign” 
resources), our approach is distinguished from grid computing systems by the following 
key features: (1) it is designed to deal with a wide range of application areas while grid 
computing systems are concentrated on computationally-intensive operations; (2) it relies 
on helpers joining a system and remaining a part of it until released while grids allow sites 
to join and leave as they choose (Kamal, 2008); and (3) its entities collaborate in highly het-
erogeneous environments while grid entities work in a more homogenous environment.

Spontaneous Networks (SNs): SNs are a subset of ad hoc networks created when a 
group of people meet for a collaborative activity using heterogeneous wireless mobile 
devices (Feeney et al., 2001). They are limited in space and time by the space and time of 
the meeting. They consist of diverse devices connected by a variety of wireless technolo-
gies (including Wi-Fi, infrared, BT).

Rewadkar and Karve (2014) propose an SN based on a wireless ad hoc network that 
enables devices to communicate with each other without the availability of a central server 
(as in a client-server communication) and without a prior configuration (as in P2P net-
works). In this SN, laptops are placed close to each other at a particular place for a short 
period of time to access available services and resources within the network without an 
Internet connection. Energy Efficient Self Configure Secure Protocol (EESCSP) is proposed to 
create and manage the SN, which is self-configured to integrate services and resources 
into the network.

Many features of SNs are shared by the OVM-based oppnet middleware, for example, 
heterogeneity of devices, collaboration among devices without a central server, and the 
use of diverse communication technologies. However, our approach has three key features 
that are not found in SNs: (1) opportunistic growth of oppnets not limited by space or time 
as severely as in SNs; (2) the administrative capabilities and role of the seed/CC nodes; and 
(iii) categorization of nodes into four different node categories.

Internet of Things (IoT): IoT aims at sharing resources via heterogeneous devices by 
minimizing the communication gap between heterogeneous devices (Hersent et al., 2012; 
Ning et al., 2013; Ukil et al., 2012). To reach this goal, some of the proposed solutions require 
that the Original Equipment Manufacturers (OEMs) agree to produce new products capable 
of interacting with devices of other OEMs, regardless of their make or model. The idea is 
that collectively OEMs can agree on an open, universal development framework/standard 
and ecosystem.
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Other IoT initiatives focus their efforts on developing IoT applications that allow devices 
to interact, discover, sense, and actuate with minimal human interaction. These applications 
communicate through different technologies (such as Wi-Fi, Ethernet, or IEEE 802.15.4 low-
rate wireless personal area networks); they can form a mesh or utilize the Internet to scale up.

AllJoyn (2014) is an open-source project (initiated by Qualcomm), which aims to create 
a platform and services that enable products and applications to interoperate regardless 
of their make or operating system. AllJoyn aims to connect devices like televisions, home 
appliances, home entertainment devices, and automobiles through Wi-Fi to create smart 
homes or vehicles.

In spite of all the current IoT research efforts (AllJoyn, 2014; IoT Toolkit, 2014; Ning et al., 
2013), there is no single IoT platform that incorporates all the functionality proposed by 
the OVM-based oppnet middleware. The major shortcomings of the current IoT solutions 
(well visible in the oppnet context) include the following: (1) most, if not all, IoT systems 
rely on devices that are pre-configured in a deterministic manner; (2) some IoT platforms 
do not fully utilize the ability of some devices to discover other devices, are unable to 
admit them into their network, are not capable of interacting with them in an ad hoc man-
ner, and cannot help each other directly—without the mediation of a directory, a control 
center, or another third party; (3) most of the IoT solutions are designed for home automa-
tion (however, with some tweaking many can lend their capabilities to other applications); 
(4) some IoT platforms are limited to using only a certain communication protocol, such 
as Wi-Fi; and (5) some IoT solutions have a built-in support only for manufacturer-specific 
protocols, and to extend their functionality to devices from other manufacturers users 
have to write new device drivers.

2.5.2  Connectivity-Based Technologies

This subsection identifies the key features distinguishing our oppnet approach from each 
of the connectivity-based technologies.

Mobile Ad Hoc Networks (MANETs): MANETs are decentralized networks comprised 
of a collection of autonomous mobile nodes communicating over wireless communication 
channels. A MANET topology can change rapidly over time as nodes can join and leave 
the network at any time (Singh et al., 2012). Since the network is decentralized, a MANET’s 
nodes are responsible for the network’s activities such as discovering the network’s topol-
ogy, self-configuration, and routing.

Beddernet (Gohs et al., 2011): is a platform-agnostic MANET framework. The Beddernet 
architecture is designed to work with different networking protocols. Beddernet was 
tested to work with BT ad hoc networks or scatternets. Beddernet middleware has been 
tested on Java and Android devices.

A MANET shares the self-configuration feature with the oppnet middleware as both 
are decentralized. However, the nodes of the oppnet middleware are capable of realiz-
ing more challenging tasks than self-configuration and routing, since helper nodes are 
responsible for sharing their resources to assist oppnets in achieving their goal. Another 
distinguishing factor is the commitment of oppnet middleware nodes to keep assisting 
until the oppnet mission is accomplished, while in MANETs nodes can join and leave a 
network without any restrictions.

Mesh networks: These networks have a decentralized topology, in which each node is 
connected to at least two other nodes (TeckTarget, 2015). Such infrastructure eliminates 
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failure in the network due to a single point of failure (SPoF), since if a node fails other nodes 
can still communicate with each other. Mesh network systems can be wired or wireless, a 
full mesh or a partial mesh.

Vision Mesh (Zhang and Cai, 2010) is a video sensor mesh network platform used for 
water conservancy engineering. Vision Mesh is composed of a massive number of image 
or video sensor nodes from which multi-view image or video is acquired. The OpenCV 
machine vision library is integrated into Vision Mesh to enable video and image processing.

Although the topology of mesh networks provides reliability in communication between 
nodes, the expenses of constructing such a topology can be too high. Moreover, the inter-
actions among devices in mesh network systems are pre-configured in a deterministic 
manner. On the other hand, nodes invited by the oppnet middleware need not be config-
ured a priori, and there is no determinism in the manner in which the joining helper nodes 
are called to service (Lilien et al., 2007).

Opportunistic Networks: Opportunistic networks (e.g., Pelusi et al., 2006; Wang et al., 2005) 
are, in our view, a proper subset of opportunistic resource utilization networks (oppnets). 
They can be viewed as a generalization of the MANET paradigm, in which the assump-
tion of having complete paths between data senders and receivers is relaxed. This enables 
stations to communicate in disconnected environments, in which islands of connectivity 
appear, disappear, and reconfigure dynamically (Lilien et al., 2007).

Seto et al. (2010) present a mobile platform for body sensor networking. It allows for local 
processing of data and uses opportunistic sensing strategies, in which the capabilities of 
onboard sensors and smartphones may be collected and fused with body sensor data.

The OVM-based oppnet middleware (cf. Lilien et al., 2006a, 2010) is significantly differ-
ent from systems using opportunistic networks (as defined by others, cf. Pelusi et al., 2006; 
Wang et al., 2005). In the latter, opportunism is limited to communications when devices 
are within each other’s range. In the “other” opportunistic network systems (e.g., Pelusi 
et al., 2006) there is no notion of utilizing resources of “foreign” nodes in a network to 
perform a task of the network. In contrast, oppnets enable opportunistic use of all kinds 
of resources, services, or capabilities (incl. hardware, software, human skills, etc.) that hap-
pen to be within the oppnet’s reach (Lilien et al., 2006a) through any communication tech-
nologies (regardless of the device make or function). Another distinguishing feature is 
that an oppnet starts as a relatively small network, known as the seed network, which can 
keep growing into a larger and larger expanded oppnet (Lilien et al., 2010).

There have been some attempts to incorporate more resources—other than communica-
tion capabilities—into opportunistic networks (e.g., Seto et al., 2010; Lu et al., 2013; Bleda 
et al. 2014). However, the utilized resources are limited to a few kinds of resources (such as 
sensing or computation), and through a limited set of types of communication technologies.

Delay‑Tolerant Networks (DTNs): DTNs can be viewed as the superclass of wire-
less network systems. The main goal of DTNs is to provide connectivity between local/
regional networks when communication is prone to discontinuation and interruptions. By 
adapting store-and-forward message switching, a DTN can overcome problems causing 
large delays (Seligman et al., 2007).

Husni and Wibow (2012) build a DTN-based email server capable of sending and receiv-
ing emails even if the server is not continuously connected to a network. The proposed 
email server exploits DTN’s ability to overcome problems associated with extreme envi-
ronments, intermittent connectivity, large or variable delays, and high bit error rates (which 
are common characteristics for communications with remote areas). The authors propose 
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using facilities and infrastructures such as the public transportation system for building a 
DTN-based network. A train system was chosen to be the infrastructure for DTN routers 
using Wi-Fi. A train passing through a village (even not stopping there) can have a mobile 
Wi-Fi station, which brings to the village new email from the outside world and also col-
lects local email awaiting sending to the outside world.

The main goal for the DTNs is to provide connectivity in the most challenging network-
ing circumstances. On the other hand, the OVM-based oppnet middleware can include 
not only DTN capabilities but also all their own unique capabilities, starting with gaining 
resources from “foreign” entities via helpers.

Self‑Organizing Networks (SONs): SON automation technology provides cost-efficient 
deployment, operation, and maintenance of mobile networks (Jorguseski et al., 2014). SON 
was among the requirements within the 3rd Generation Partnership Project (3GPP) Long Term 
Evolution (LTE) standardization (UTRA, 2015). SON functions can be categorized into: 
(1) self-configuration; (2) self-optimization; and (3) self-healing.

Tonguz and Viriyasitavat (2013) propose a biologically-inspired self-organizing network 
system whereby certain vehicles serve as Road Side Units (RSUs). Vehicles that act as tem-
porary RSUs act as a communication bridge for other networks by making occasional brief 
stops. The authors believe that using vehicles as RSUs could improve message reachability 
and network connectivity between vehicles while avoiding the cost of deploying station-
ary RSUs.

Although SONs share with the oppnet middleware the ability to form, organize, and 
manage nodes in the absence of a core center (Prehofer and Bettstetter, 2005), SONs are 
not focused on the concept of acquiring resources via helpers, which is the core feature 
of oppnets.

2.5.3  Specialized and Other Networks

In this section, we discuss the differences between the oppnet middleware and some spe-
cialized networks, namely Wireless Sensor Networks (WSNs)—a monitoring and control 
technology—and Ambient Networks (ANs)—a 3G cellular technology.

Wireless Sensor Networks (WSNs): WSNs are specialized systems that consist of 
autonomous, resource-constrained devices embedding sensors, processors, and transceiv-
ers to monitor and control a physical environment (Akyildiz and Vuran, 2010). WSN nodes 
communicate over wireless communication technologies, usually 2.4 GHz radios based on 
the IEEE 802.15.4 standard.

Capella et al. (2014) develop and deploy a WSN for continuous in-line monitoring of 
nitrate concentration in a river in Eastern Spain. The authors also implement policies 
to improve the features of the whole system. The improvements include optimizing 
the times at which measurements are to be carried out, and sampling frequency being 
altered according to the system evolution, the user preferences, and the application 
features.

The major differences between the OVM-based oppnet middleware and WSNs are: 
(1) the oppnet middleware allows integration of heterogeneous devices that can have 
powerful computing capabilities (are not just resource-constrained nodes); and (2) the 
oppnet middleware allows nodes to communicate over diverse communication chan-
nels (not just over a single frequency channel, as is typical for WSNs (Lilien et al., 2007)). 
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We must note that whole WSNs or any subset of WSN nodes can be admitted into an 
oppnet as helpers.

Ambient Networks (ANs): ANs are a networking paradigm for use beyond 3G 
mobile systems. ANs were developed as a part of the European Union Sixth Framework 
Programme (European Commission, 2015). They aim to provide existing and new services 
over any access technology and any network type. To attain such services, ANs enable on-
demand and transparent cooperation between heterogeneous networks, with little or no 
pre-configuration or off-line agreement (Belqasmi et al., 2008).

Vodel et al. (2010) present a communication concept that aims to create a lightweight radio 
standard that combines the advantages of different communication technologies (such as 
cognitive radios and ANs) while overcoming the design limitations of a single radio standard.

ANs resemble the OVM-based oppnet middleware in their ability to integrate hetero-
geneous devices to provide various services. However, there are two major differences 
between oppnets and ANs: (1) ANs are completely predesigned and all their facilities are 
built-in, whereas the operations of oppnets are mostly ad hoc without prior configuration; 
and (2) ANs are global networks intended to replace the Internet, while the OVM-based 
oppnets are intended to build local/wide area networks to serve a wide range of applica-
tions (Lilien et al., 2007).

2.6  Previous Oppnet Work

Lilien et al. (2007) and Kamal et al. (2008) propose the OVM for oppnets and define its basic 
primitives. The original OVM primitives were evaluated for completeness and consistency 
only via an intellectual analysis, without any actual simulation, emulation, or implementa-
tion (Lilien et al., 2010).

We critically evaluated the original OVM primitives, and decided to make the following 
modifications:

 1. Some of the original primitives were eliminated or modified to avoid redundancies.
 2. A number of new primitives were added to provide more modular and non-over-

lapping OVM functionality.
 3. The whole set of OVM primitives was redesigned using object-oriented principles 

(such as modularity, polymorphism, and inheritance).

Kamal et al. (Lilien et al., 2007; Kamal et al., 2008) present OVM as the API framework 
for oppnets, describing the design and implementation of the oppnet testbed named 
MicroOppnet v.2.2. MicroOppnet v.2.2 was developed as a proof of concept for oppnets, not 
as an OVM validation platform. Hence, despite using the OVM concept, it has a monolithic 
structure, with the code not using OVMs (the code instead of being divided into separate 
OVM primitives is written without such separation). Moreover, MicroOppnet v.2.2 is rudi-
mentary in its resource utilization opportunism as sensing is the only resource utilized.

In contrast, in our work we simulate, emulate, and implement different components of 
the OVM-based oppnet middleware. Our code is not monolithic but modular, divided into 
the set of OVM primitives developed by us.
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Key Terminology & Definitions

Controller or a control center (CC): It consists of an arbitrary subset of seed nodes that 
controls and manages its oppnet (but its tasks can be delegated to other nodes, if 
desirable). Among others, CC can decide to start an oppnet’s expansion (growth).

Helper: This is an entity that can assist an oppnet in its activities by accepting an invitation to 
help the oppnet. Before it joins an oppnet, a future helper is a candidate helper. A can-
didate helper can possess diverse capabilities and “skills” potentially useful for the 
oppnet (such as specialized software, or communication, computing, storing, sens-
ing, or actuating capabilities). A helper selected from among (a potentially broad set 
of) candidate helpers and integrated into an oppnet becomes an actual helper.

Oppnet‑based entities: These are entities (e.g., systems or applications) that include OVM 
primitives by design, and are capable of growing their oppnet by integrating 
helpers; oppnet growth starts with oppnet-based entities searching for potential 
helpers.

Oppnet‑enabled entities: These are entities (e.g., systems or applications) that—after 
downloading and installing a required subset of OVM primitives in an ad hoc 
manner—are capable of becoming oppnet helpers, providing resources to oppnet-
based entities.

Oppnet Virtual Machine (OVM): This is a collection of primitives (modules or building 
blocks) for application-level communication and resource acquisition. A subset of 
OVM primitives can be used by any oppnet-based entity or oppnet-enabled entity, 
as its middleware supports all oppnet activities.

Opportunistic networks: As defined by other researchers, these are a proper subset of 
oppnets, because their opportunism is usually limited to a subset of oppnet capa-
bilities, such as only opportunistic communication capabilities, or opportunistic 
message forwarding.

Opportunistic resource utilization networks or oppnets: These are a new paradigm for 
specialized ad hoc networks. The salient feature of oppnets is their use of “help-
ers” to expand in an opportunistic and ad hoc manner. The helpers can be either 
predefined or ad hoc, and assist in the acquisition of various resources.

Seed oppnet and expanded oppnet: An oppnet starts as a seed oppnet a.k.a. a seed, which 
is a pre-designed (not ad hoc) collection of nodes that initiate oppnet activity. A 
seed can be as small as a single node. A seed oppnet grows into an expanded oppnet 
by inviting, admitting, and integrating so-called helpers. In turn, an expanded 
oppnet can keep growing into a larger and larger expanded oppnet as long as it is 
beneficial (can get more resources to do its job faster or better).
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3
Buffer Management in Delay-Tolerant Networks

Sweta Jain

3.1  Introduction

Delay-tolerant networks (DTNs) are an emerging class of wireless networks where the next 
node in the path toward the destination is not known in advance and is chosen dynami-
cally as and when contact opportunities occur. Hence, they are also popularly known as 
opportunistic networks. The sparse network density and long delays between node meet-
ings generally lead to intermittent node connectivity. Even in such challenged network 
environments, where it is difficult to establish end-to-end paths, they can perform data 
transmission (Marano & Socievole, 2012).

Conventional ad hoc routing protocols may not be applicable in such extreme environ-
ments due to their requirement of the presence of a continuous end-to-end path between 
communicating nodes for the entire period of communication, which is not the case in 
DTNs due to frequent link disruptions. Hence, a new routing mechanism called a store-
carry-forward strategy (Cerf Burleigh, Hooke, Torgerson, Durst, & Scott, 2007) is employed 
by these networks for data communication between the nodes. As the next hop node may 
not be immediately available, the node buffers the messages and carries them with itself 
until it meets another node. Upon the occurrence of a new contact opportunity, it forwards 
the message and repeats this process of message forwarding until the message eventually 
reaches its destination. As the delays between node meetings in DTNs are unpredictable 
and may be very long, the DTN nodes must have sufficient storage capacity for storing 
messages in their buffers for long periods of time. Thus, the problem of buffer manage-
ment has aroused special interest in the field of DTNs.
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Two major issues to achieve data delivery in the challenging network environments of 
DTNs include (Kim & Shin, 2011): a routing strategy to determine whether to forward a 
message on node encounter or not; and a buffer management policy which comprises of a 
scheduling decision regarding the sequence of messages to be forwarded when a contact 
opportunity arises and a dropping decision which selects the message(s) to be dropped 
when the node buffer overflows (Jain, Chawla, Soares, & Rodrigues, 2014).

Routing protocols in DTNs tend to create and spread multiple copies of a message to 
increase the delivery probability, although at the cost of network resources. Long-term 
storage combined with message replication may cause buffer overflowing and result in 
frequent message drops (Krifa, 2008). At the same time, as the contact opportunities are 
of short duration it restricts the number of messages that may be exchanged successfully. 
Hence, buffer scheduling and dropping policies help to make the best use of limited net-
work resources, which results in improved performance of DTN routing protocols (Soares, 
Farahmand, & Rodrigues, 2010; Tang, Chai, & Weng, 2012).

The work in Sun & Cao (2013) identifies some of the major differences between mobile ad 
hoc networks (MANETs) and DTNs. In MANETs, the routing protocol tries to establish a 
contemporaneous end-to-end path between the source (A) and destination (C) nodes. This 
path is symmetric in nature, i.e. the path from A to C is similar to the path from C to A as 
shown in Figure 3.1.

Routing in DTNs, however, make use of contact opportunities between nodes, occurring 
due to node mobility, visible in Figure 3.2. The routing behavior in DTNs is asymmetric, 
i.e. the path from A to C may be different from the path from C to A due to intermittent 
node connectivity. The delivery delay in DTNs may be larger than that in MANETs due to 
the asymmetrical routing behavior. Moreover, the transmission reliability may be low in 
DTNs due to limited encounter duration and lack of contemporaneous end-to-end connec-
tivity. Achieving successful data delivery in challenged DTN environments is extremely 
difficult. With the lack of network topology information and limited availability of node 

FIGURE 3.1
Routing in MANETs.
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and network resources, the problem in DTNs is further elevated than in mobile ad hoc 
networks. Some of the major challenges to routing in DTNs can be summarized as node 
mobility and limited resources such as bandwidth, buffer space, and energy of its nodes 
(Sun & Cao, 2013).

3.2  Issues Related to DTN Routing

Four main issues related to DTN routing are (Gupta, 2013):

 1. Forwarding Policy: The first and foremost issue in DTN routing is the forwarding 
policy, in which a node decides whether to forward a stored message in its buffer 
to the encountered node or not. It may happen that the source node or the interme-
diate node carrying the message may not meet the destination for some time, but 
if it can predict the next meeting time with the destination then this may help it in 
taking better routing decisions. If the current node meets a node that has a higher 
probability of meeting the destination in the near future, then the node may for-
ward the message to that particular node. However, it is difficult to determine the 
meeting probability between nodes if the network topology is dynamic.

 2. Replication Policy: The second important issue is the replication policy, i.e. how 
many times a message is replicated in the network. Multiple replicas of a message 
are propagated over alternative network paths so as to increase its delivery prob-
ability (Spyropoulos, Turletti, & Obraczka, 2009). The main concern is to which 
nodes to replicate the message, and how to distribute the copies of a message to 

FIGURE 3.2
Store-carry-forward routing in DTNs.
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different encountered nodes and so on. Creating too many copies of a message may 
cause buffer overflow at intermediate nodes and subsequently drop of messages.

 3. Dropping Policy: The third issue is related to the buffer dropping policy. DTNs 
use the store-carry-and-forward routing paradigm, whereby nodes even after for-
warding messages to other nodes carry those messages in their buffer for long 
periods of time for future dissemination. Long-term storage along with message 
replication strategy may quickly fill up the limited buffer of nodes resulting in 
message drops. Deciding which message to drop when the buffer overflows is a 
critical decision.

 4. Scheduling Policy: The fourth issue is concerned with the buffer scheduling policy. 
As the period of contacts between nodes is very short and network bandwidth is 
also limited, only a limited amount of data may be exchanged during node meet-
ings (Makhlouta, Harkous, Hutayt, & Artail, 2011). Estimating the contact capac-
ity and determining the number of messages that can be exchanged in a given 
contact opportunity may help in better utilization of already limited bandwidth. 
Determining the order in which messages may be sent when a contact opportu-
nity occurs is an important issue.

3.3  Buffer Management in DTNs

Buffer management is an important issue in DTNs due to the use of message buffering and 
replication strategy. Without buffer management, implementation of most of the routing 
schemes proposed for DTNs may not be effective due to frequent message drops or lim-
ited contact opportunities. It involves two major decisions that must be taken carefully: (a) 
which message(s) to drop in case of buffer overflow and the arrival of new messages, and 
(b) which message(s) to schedule for transmission when a contact opportunity arises. The 
goal of an efficient buffer management policy can be summarized as follows.

• The primary and necessary goal must be to improve the delivery ratio of the 
network.

• However, its secondary goal is to minimize the resource consumption; hence, the 
buffer management policy must also aim to reduce the overhead, i.e. minimize 
the number of relays to which a message is forwarded. Although it is desirable to 
minimize delay, maximizing the delivery rate, even at the cost of higher delay, is 
acceptable.

Buffer management policies can be classified on the basis of the type and the amount of 
information about the messages they use (Jain, Chawla, Soares, & Rodrigues, 2014). They 
can be mainly classified as: (a) local policies which make decisions on the basis of local 
information about messages available at nodes, such as their arrival time, age, time-to-live 
(TTL), size, hop count, forward count of message, etc.; and (b) global policies which try to 
find out optimal solutions on the basis of complete network-wide information about mes-
sages. Section 3.3.1 presents a state-of-the-art survey of the local-information-based buffer 
dropping and scheduling policies, and Section 3.3.4 discusses the global buffer manage-
ment policies.



29Buffer Management in Delay-Tolerant Networks   

3.3.1  Local Buffer Management Policies

 a. The earliest work on buffer management was proposed by Davis, Fagg, & Levine 
(2001), where four buffer dropping policies were evaluated:
• Drop-Random: This policy drops randomly chosen messages from the buffer. 

This is a blind strategy which does not take into account the message status of 
messages in the buffer.

• Drop-Least-Recently-Received: This policy removes the message that arrived 
first among all the messages that reside in a node’s buffer. The reason being 
that such a message must have seen a lot of forwarding opportunities during 
the past encounters. Therefore, it can be safely dropped as a large number of 
replicas of such messages have been created in the network and hence their 
probability of delivery is higher as compared to other messages in the buffer.

• Drop-Oldest: This policy drops the message that has been in the network 
for the longest time. The same logic applies to this strategy as in the case of 
drop-least-recently-received.

• Drop-Least-Encountered: This policy drops the message whose destination the 
current node has least delivery probability. This dropping policy is based 
on the meeting probability of two nodes, which is estimated on the basis of 
their past encounters. For each time step, node A updates the meeting time for 
another node C, with respect to co-located node B, using the following rules as 
mentioned in Equation 3.1(a–c):
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 where:
Mt(A,C) is the meeting value at time t
α = 0.1  is a parameter that decides how much portion of B’s meeting 

value is to be added with A
λ = 0.95 is the decay rate of the meeting value

  The value Mt(A,C) is initially zero for all node pairs.
  When two nodes A and B encounter each other, then they sort the messages 

stored in their buffers according to the relative ability of two nodes to deliver 
the message to the destination, i.e. according to Mt(A,C) – Mt(B,C), where C is 
the destination of the message. With this, it ensures that messages are always 
forwarded to nodes that have a higher chance of meeting the destination.

  Simulation results showed that drop-least-encountered performs better 
than drop-oldest as it takes into account the meeting probability of nodes 
while taking message dropping decisions and the message that has the least 
probability of reaching its destination is dropped first.

 b. Although Davis, Fagg, & Levine, (2001) used meeting probability only for tak-
ing dropping decisions at nodes, MaxProp (Burgess, Gallagher, Jensen, & Levine, 
2006) used an estimate of meeting likelihood for taking routing decisions as well. 
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It was basically designed for vehicular networks. In MaxProp, each node estimates 
the meeting likelihood for all other nodes in the network. Initially, at the start of 
the network, all nodes set this likelihood metric to 1/(n+1) where n is the total 
number of nodes in the network. On each successive encounter, the meeting likeli-
hood metric is incremented and all values are renormalized using the incremental 
average. The nodes exchange their meeting likelihood metric with other nodes 
they encounter, and this helps in determining the optimal routes in the network. 
MaxProp uses two parameters, hop counts and path likelihood to nodes, to decide 
the transmission and dropping priority of messages stored in a node’s buffer. The 
path likelihood is calculated and updated using the historical data of encounters 
between nodes, as discussed previously.

  If only the delivery likelihood metric is used, as in drop-least-encountered 
(Davis, Fagg, & Levine, 2001), the messages with a high chance of reaching their 
destination will get forwarding opportunities at nodes, while those with a low 
likelihood of meeting their destination would never get a chance to spread. 
However, MaxProp avoids such a situation by giving more preference to newer 
messages in the network by giving them more forwarding opportunities. To do 
this, it divides the node buffer into two parts, one containing packets that have a 
hop count less than a predefined threshold t (hops which are sorted according to 
hop count), and the other containing packets that have a hop count more than t 
(hops which are sorted according to the delivery likelihood metric). In case of buf-
fer overflow, MaxProp drops packets on the basis of hop count; hence, those that 
have been propagated in the network for a long time are dropped first. MaxProp 
also deletes those messages whose acknowledgements are received; this frees buf-
fer space for new messages in the network.

  The main limitation of using hop count as a parameter for message prioritiza-
tion is that it only reflects the number of times a message has been forwarded on a 
particular path. Hence, the hop count of a message does not give a proper estimate 
of the distribution of the message among other nodes, which might have a copy of 
the message but do not lie on this forwarding path.

 c. Probabilistic Routing Protocol using History of Encounters and Transitivity 
(PRoPHET) (Lindgren, Doria, & Schelen, 2003) is a probabilistic routing protocol 
which works under the assumption that nodes in a network do not move ran-
domly but follow certain meeting patterns. The protocol utilizes the history of 
node meetings and the concept of transitivity to estimate the delivery probability 
between two nodes.

  Each node initializes the delivery predictability metric P(A, B) for every other 
node B in the network to a constant value Pinit. When two nodes A and B meet each 
other, they update their delivery predictability metric as:

 P A B P A B P A B P, , ,( ) = ( ) + − ( )( )∗
new old old init1  (3.2a)

 If the nodes do not meet for a long time (say K time units) this delivery predict-
ability metric is reduced by some aging factor γ.

 , ,P A B P A B( ) = ( ) ∗
new old

Kγ  (3.2b)
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  The concept of transitivity is also used to update the delivery predictability 
metric, i.e. if node A meets node B frequently and node B meets another node C 
frequently then node B could be a good relay for node A to transfer its messages to 
node C.

 P A C P A C P B C P A B, , , , , ,( ) = ( ) ( ) ∗ ( ) ∗( )new old new
max β  (3.2c)

 where β is a constant.
  Thus, the nodes maintain the delivery predictability metric for each node they 

encounter and use it for taking forwarding decisions on encounter opportunities.
  The performance of the PRoPHET routing protocol has been assessed using 

different combinations of queuing policies and scheduling strategies in Phanse & 
Lindgren (2006). The following queuing policies have been proposed and evalu-
ated by Phanse & Lindgren:
• Most Forwarded (MOFO): This dropping policy takes into account the number 

of times a message has been replicated by a node; it drops the message that 
has been forwarded the most as this message has already been spread in the 
network and has a high probability of reaching its destination.

• Shortest Lifetime (SHLI): This dropping policy drops the message whose 
remaining lifetime, i.e. remaining time-to-live is shortest. This is based on the 
idea that a message with a low remaining TTL (RTTL) does not have enough 
time to reach the destination and will expire soon and therefore it can be easily 
dropped. This policy will prevent the messages that are about to expire from 
reaching their destination, even if they are near their destination.

• Most Probable (MOPR): This dropping policy is based on the delivery predict-
ability metric; it uses a new count called Forwarding Predictability (FP), which 
is initialized to zero; for each message replication, FP is incremented by the 
delivery predictability metric P of the receiving node for the destination of 
the message. This policy is similar to MOFO but it drops the message with the 
largest value of FP.

 FP FPold= + P  (3.3)

• First in First Out (FIFO): This policy drops the message that is at the front of the 
queue, i.e. which entered the node queue first.

• Least Probable (LEPR): This policy drops the message whose destination the cur-
rent carrying node has lowest delivery predictability. However, if the source 
has a small delivery probability for the destination of a message, this message 
will never get forwarded and will not be spread in the network, further reduc-
ing its chance of reaching the destination.

  The comparative analysis of these strategies showed that MOFO displays the 
best performance whereas LEPR gives the worst performance, as LEPR always 
drops messages that have the least delivery probability. It may happen that if 
a source has a lower delivery probability for some destination then the mes-
sages destined to these nodes may get dropped at the source itself without being 
spread in the network, resulting in an overall reduced delivery ratio. Therefore, a 
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comprehensive buffer dropping policy is needed which integrates routing met-
ric with message parameters to take appropriate buffer management decisions, 
as some resources must have already been spent on such messages which are 
being dropped.

  A number of scheduling strategies whose purpose is to determine the order of 
messages to be scheduled on node encounters have also been presented in Phanse 
and Lindgren, (2006).These strategies prioritize messages stored in a node’s buffer 
in terms of the delivery predictability metric of the PRoPHET routing protocol as 
defined in Lindgren, Doria, & Schelen (2003). All the scheduling policies give pri-
ority to messages for which the encountered node has a higher delivery predict-
ability than the node currently carrying it.
• GRTR: This scheduling strategy is similar to the forwarding criterion used in 

basic PRoPHET. The current carrier of the message, node A, forwards a mes-
sage M having destination D to encountered node B if and only if P(B, D) >  
P(A, D).

• GRTRSort: This scheduling strategy schedules the messages in descending 
order of difference between the delivery predictability metric of two nodes, 
i.e. P(B, D) − P(A, D), and forwards the message only if P(B, D) > P(A, D).

• GRTRMax: This scheduling strategy is similar to GRTRSort but it first for-
wards those messages for which node B has highest delivery predictability.

• COIN: This strategy is not used with PRoPHET but in conjunction with the 
Epidemic routing protocol. Rather than simply forwarding the message as in 
Epidemic, this method performs a COIN test to decide whether the message 
is to be forwarded or not. For instance, a message is forwarded only if X > 0.5, 
where X ε U (0, 1).

  The simulation results confirmed that GRTRSort in conjunction with the MOFO 
queuing policy gives the best performance.

 d. Less Probable Sprayed (LPS) and Least Recently Forwarded (LRF) are two 
newly developed hybrid buffer management policies (Naves, Moraes, & 
Albuquerque, 2012). These policies have been evaluated over two traditional 
DTN routing protocols: Epidemic and PRoPHET. LPS is an enhancement of 
LEPR; like LEPR, LPS also selects the message with lowest delivery probability 
for dropping in case of congestion but only if its predefined minimum number 
of replicas have already been spread in the network. To estimate the number 
of replicas of a message it simply uses a counter field appended to the message 
header. For each message forwarding, this counter field is incremented by one. 
This helps to overcome the premature dropping of a message that has a lower 
delivery probability which is faced in LEPR (Phanse & Lindgren, 2006). As 
LPS requires contact probability metric between two nodes for taking drop-
ping and scheduling decisions it can be used only with DTN routing protocols 
which use such a metric.

  On the other hand, LRF selects the least recently forwarded message for drop-
ping on buffer overflow, based on the reasoning that such a message has already 
travelled several hops in the past and now newer messages should get a for-
warding opportunity. LRF can be used with any DTN routing protocol as it only 
requires the last forwarding time of a message by a node. Through simulation 
results, authors show the superior performance of LPS and LRF over other buffer 
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dropping policies such as FIFO, MOFO, and LEPR in terms of higher delivery ratio 
and reduced overhead, with LRF providing the best performance among all com-
pared schemes.

 e. Zhang et al. studied the effect of three traditional buffer management strate-
gies on the Epidemic routing protocol (Zhang, Neglia, Kurose, & Towsley, 2007), 
namely: drop-tail, drop-head, and source-prioritized drop-head. In drop-tail, a 
node always drops the message at the end of the buffer. In drop-head, a node 
drops the message at the front of the buffer. Source-prioritized drop-head is simi-
lar to drop-head except that it gives priority to messages generated by nodes them-
selves as source. In case of buffer overflow, a node first drops those messages for 
which it acts as a relay, then if necessary drops source messages.

  The simulation results demonstrate that source-prioritized drop-head gives the 
best performance among the three dropping policies and that it is beneficial to 
give priority to source packets.

 f. Prioritized Epidemic (PREP) (Ramanathan, Hansen, & Basu, 2007) is a modified 
version of Epidemic routing which consists of both the routing module and the 
bundle prioritization module. The routing module is responsible for maintain-
ing the topology information via link state advertisements and determining the 
optimal paths between nodes. The bundle prioritization scheme determines the 
dropping and schedule order of the messages stored in a node’s buffer.

  Each node maintains a low watermark and high watermark for buffer occu-
pancy. As a node’s buffer occupancy crosses the high water mark, the node starts 
dropping the bundles, and when the buffer occupancy reaches the low water mark 
the node stops dropping the bundles. This mechanism prevents the continuous 
calling of the dropping procedure. Bundles that have a hop count less than the 
hop count threshold are selected first for dropping and those that have the largest 
shortest path cost to the destination are dropped in priority. If the buffer level is 
greater than the low water mark and there are no such bundles then the bundles 
are selected in a random fashion and deleted. This preserves more copies of bun-
dles near their destination and copies farther from the destination are deleted in 
case of resource crisis.

  Upon occurrence of a transmission opportunity, a node again divides its buffer 
into parts, downstream and upstream bins. If an encountered node has a smaller 
path cost to the destination of the bundle than the node currently carrying the 
message, then that bundle is placed in the downstream bin; otherwise, it is placed 
in the upstream bin. Each of these bins is then sorted using Radix sort on the basis 
of the remaining Time-to-live property and the age of the bundles. Bundle trans-
mission starts from downstream bin followed by the upstream bin.

 g. N-drop policy (Li, Zhao, Liu, & Liu, 2009) takes dropping decisions on the basis 
of the number of times a message has been forwarded. When a condition of buf-
fer overflow arises, then those messages which have been forwarded N or greater 
than N number of times by the node are dropped. If none of the messages have a 
forward count greater than threshold value N, then messages are dropped accord-
ing to FIFO policy. The value of N is chosen according to the buffer state of the 
node. As the buffer size of nodes increases, the threshold value N increases, i.e., 
more replicas of a message may be created and distributed in the network. 

 h. Vasco et al. have also evaluated and presented a number of buffer management 
policies (Soares, Farahmand, & Rodrigues, 2010). They have conducted this study 
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for an application of DTNs called vehicular delay-tolerant networks. The drop-
ping and the scheduling order of messages have been considered on the basis of a 
number of factors: the position of the message in the queue, its remaining time-to-
live, and its number of message copies. Based on these factors, several dropping 
and scheduling policies have been compared, namely: FIFO, Random, Ascending 
Remaining Lifetime, Descending Remaining Lifetime, Ascending Replicated 
Copies, and Descending Replicated Copies. The scheduling policies analyzed by 
the authors are as follows:
• In FIFO scheduling, the messages are ordered on the basis of the time of arrival 

in their buffer, i.e. on first come first served basis.
• In Random scheduling, the messages stored in the buffer are selected ran-

domly for transmission upon the occurrence of a contact opportunity.
• In Remaining-Lifetime-based (RL-based) scheduling, the scheduling policy 

orders messages stored in the node buffer on the basis of the TTL of the mes-
sages. The TTL of a message denotes the amount of time a message is valid in 
the network; after the expiration of the TTL, the message is discarded from 
the network. Two scheduling policies have been evaluated: in the first case, 
messages are ordered in descending order of TTL, and in the second case, mes-
sages are ordered in ascending order of TTL.

• In Replicated-Copies-based (RC-based) scheduling, the messages are ordered 
according to the number of times a message has been replicated in the network 
since its inception. Again, two variants have been evaluated: in one scheduling 
policy, the messages are ordered in decreasing order of the replication count of 
a message, and in the other policy, messages are ordered in increasing order of 
the replication count of messages.

 The dropping policies are also based on the same criterion.
• In the Drop-Head dropping policy, the message at the head of the buffer is 

dropped, i.e. the message that came first in a node’s buffer is discarded.
• In the Random dropping policy, on buffer overflow, a randomly selected mes-

sage from the node’s buffer is dropped.
• In the Remaining Lifetime dropping policy, the messages are dropped on the 

basis of remaining TTL of messages. Two variations of this policy are consid-
ered; in the first, the variant message with the smallest remaining TTL is given 
highest priority for dropping (RL Ascending, denoted RL ASC), and in the 
second, the variant message with the highest remaining TTL is given highest 
priority for dropping (RL Descending, denoted RL DESC).

• In Replicated-Copies-based dropping policy, the dropping priority of messages is 
decided on the basis of the replication count of messages. Again, two variations 
of this policy have been evaluated; either the message with the smallest replica-
tion count is dropped first (RL Ascending Order) or the messages with the high-
est replication count is dropped first (RL Descending Order) on buffer overflow.

  From the simulation results, authors observed that an RL-DESC-based dropping 
and scheduling policy, which gives higher priority to messages that have higher 
RTTL for scheduling results, on average reduced latency compared to all other 
policies. Whereas RL ASC, which gives higher priority to messages that have lower 
RTTL, trying to deliver them before expiring leads to an increased average delay 
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of messages. Although the RC ASC policy requires slightly more time to deliver 
bundles than the RL DESC policy, it achieves a higher delivery ratio as it provides 
more forwarding opportunity to messages that have not been spread well in the 
network. FIFO scheduling only gives priority to messages at the head of a buffer, 
which limits the transmission opportunities of other messages in a node’s buffer 
and hence registers a lower delivery ratio and a large average delay compared to 
all other policies. Hence, the authors concluded that the combination of a sched-
uling policy based on ascending replicated copies and a dropping policy based 
on descending replicated copies displayed the best performance in comparison to 
other combinations. This study highlighted the various factors that affect dropping 
and scheduling decisions in delay-tolerant networks, but, as discussed previously, 
a better approach, which considers multiple message parameters, is required.

 i. A study on a variety of dropping policies for a DTN project called “Haggle” has 
been presented (Bjurefors, Gunningberg, Rohner, & Tavakoli, 2011). Haggle is a 
data-centric architecture where mobile nodes opportunistically connect to each 
other using any available communication technology such as Wi-Fi, Bluetooth, etc. 
Each node in Haggle architecture is assumed to have a buffer management system 
which stores a collection of data objects along with the metadata, such as user 
interest, associated with them. The dropping policies proposed in this work are 
mainly based on user interests and replication count. They are listed as follows:
• Least Interested (LI): This policy drops the data object in which the least number 

of neighbors of a node are interested. This scheme reduces content diversity 
but it also results in increased delivery ratio.

• Most Interested (MI): This policy drops the data object in which most neighbors 
of a node are interested. This scheme adversely affects the delivery ratio as it 
removes those data objects in which most nodes are interested.

• Max Copies (MAX): This policy drops that particular data object which has 
been replicated a predefined number of times (max). 

• Most Forwarded (MF): This policy drops that data object from the node buffer 
for which the node has created the highest number of replicas.

• Least Forwarded (LF): This policy drops that data object from the node buffer for 
which the node has created the lowest number of replicas.

• Random: This policy drops any randomly chosen data object from the node 
buffer.

  Two extreme cases have also been compared:
• Infinite Buffer: This is the best case, where each node is assumed to have an infi-

nite buffer and can, therefore, accommodate an infinite number of data objects 
without dropping any data object.

• No Buffer: This is the worst case, where each node stores data objects of its own 
interest and not of others’ interests.

  The authors concluded that MF strategy outperforms all other strategies in 
terms of all major network performance parameters, i.e. delivery ratio, delay, and 
overhead.

 j. Rohner, Bjurefors, Gunningberg, McNamara, & Nordstrom (2012) state that not all 
data items are equally important for all nodes in the network and this realization 
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can make a dissemination system do more justice to the network resources. A host 
can determine data items that are relevant to it or not by matching its own interests 
with the item’s metadata and then, based on matching scores, it can then decide 
which data items to accept and store. To make the best utilization of short contact 
opportunities, the authors suggest the concept of relevance-driven data dissemi-
nation. Relevance scores are used to decide what items are to be selected for trans-
fer and in which order to forward them. It is assumed that each data item has a set 
of attributes D associated with it, known as metadata, and each node also contains 
a set of interests I corresponding to the data attributes. Interests are forwarded in 
the network either by direct contact or through spreading them via third parties. 
Data items are said to be related to a node if R D I= ∩  is non-empty. A score value 
is used to measure the strength of node’s interest in a data item.
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 where ωa are respective weights of data items in D and I. This score is then used 
by a dissemination system to decide the order of data items to be transferred. 
Using this concept, five data-centric ordering strategies have been proposed and 
analyzed: 
Score Local: The data items are ordered according to the relevance scores of data 

items computed with respect to the receiver of data. The most relevant data item 
is exchanged first and hence this strategy results in the transfer of data items 
that are relevant in a particular locality.

Score Global: The aggregated relevance scores, with respect to all the nodes known 
at a particular time, are used for data ordering and hence it results in the 
exchange of data items which are globally relevant.

Random Local: Only data items that are locally relevant are exchanged but in ran-
dom order.

Random: This strategy randomly selects data items for transfer irrespective of their 
relevance score.

LIFO Local: Last in first out strategy is used for exchanging only locally relevant 
data items.

  Score local, Random local, and LIFO local are “local strategies”, as they select 
items for transfer based only upon the receiver’s interests. Score global and 
Random, however, attempt to take advantage of the complete system and there-
fore use opportunistic contact to transfer data that is relevant not only to its recipi-
ent but to other nodes in the network as well.

 k. A number of buffer dropping policies based on message size have been proposed 
by S. Rashid et al. in their works (Ayub & Rashid, 2010), (Rashid & Ayub, 2010), 
(Rashid, Ayub, Soperi, Zahid, & Abdullah, 2011), (Rashid, Abdullah, Soperi, Zahid, 
& Ayub, 2012), and (Rashid, Ayub, Soperi, Zahid, & Abdullah, 2013).

  Drop Largest (DLA) (Ayub & Rashid, 2010) suggests dropping the message of 
largest size from the buffer in case of buffer overflows until space is created for the 
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incoming message. This policy will create the largest amount of space for incom-
ing messages and relatively the number of message drops may be less. This drop-
ping policy is also used in Rashid, Ayub, Soperi, Zahid, & Abdullah (2013). 

  Message Drop Control Source Relay (MDC-SR) (Rashid, Ayub, Soperi, Zahid, &  
Abdullah, 2013) as the name suggests, tries to control the number of message 
drops by placing an upper bound threshold on the number of messages that a 
node can buffer; if this threshold is crossed then a new incoming message is dis-
carded except in the case where the message is destined to this particular node. 
This prevents unnecessary message drops at the receiving node and also saves 
bandwidth. In a case where a message is destined to the node itself and it does not 
satisfy the threshold condition, DLA policy is used.

  In Threshold Drop (Rashid & Ayub, 2010), an upper bound and a lower bound 
is defined on the message size and only the messages which lie on this threshold 
range are selected for dropping

  In Equal Drop (Rashid, Ayub, Soperi, Zahid, & Abdullah, 2011), if a message 
arrives at a node and the buffer is full then the message that is the same size as 
incoming message is selected for dropping.

  In Mean Drop (Rashid, Abdullah, Soperi, Zahid, & Ayub, 2012), on buffer over-
flow, only those message(s) whose size is greater than or equal to the mean of the 
size of messages currently residing at the node are selected for dropping.

  The dropping decisions in these policies are guided by only a single message 
parameter, i.e. the size of the message, while other important message param-
eters such as the number of replicas, its remaining TTL have been totally ignored. 
However, it may happen that the message(s) selected for dropping may be rela-
tively newer in the network or may have a high chance of reaching its destination 
in next few hops.

 l. The work in Tang, Chai, & Weng (2012) utilizes the average contact frequency 
(ACF) between nodes for taking buffer scheduling decisions. It is based on the 
observation that if two nodes have met in the recent past then they have a possi-
bility of meeting again in the near future. The ACF fij is defined as the number of 
encounters between node i and node j during a predefined length of time T; hence, 
ACF is calculated as: 

 ACF =
N
T

ij  (3.5)

  Here, Nij is the number of contacts between i and j during T time.
  When two nodes A and B meet each other, then for each message i in A’s buffer 

that has the destination D that is not there in B’s buffer, A will compare the respec-
tive ACF value ACFAD(i) and ACFBD(i) in the ACF table of node A and node B and 
then forward all those messages for which B has a higher ACF to the destination 
of message. The messages will be scheduled in descending order of ACFBD(i). On 
buffer overflow, the message with the largest number of replicas is dropped first.

 m. In the Enhanced Buffer Management Policy (EBMP) (Kim & Shin, 2011), two mes-
sage-utility-based buffer dropping policies have been proposed. The first utility 
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function, denoted as EBMPdelivery, combines the age of a message (AGE) with its 
estimated total number of replicas (ETR) and is defined in Equation 3.6.

 EBMP =
1

ETR
+

1
log AGEi

delivery

i i( )
 (3.6)

  The age of a message is calculated as the difference between current time and 
the time of the creation of the message. The reason for giving higher dropping 
priority to older messages is due to the fact that they have spent a long time in 
the network and a large number of copies of these messages have already been 
created in the network, thereby increasing their chances of delivery to the destina-
tion. This also gives more chances to relatively new messages that have seen fewer 
transmission opportunities.

  The second utility function, denoted by EBMPdelay, combines the estimated 
 replica count (ETRi) and remaining TTL (RTTLi) of the message is defined in 
Equation 3.7:

 EBMP =
1

ETR
+log RTTLi

delay

i
i( )  (3.7)

  As the message properties age and the remaining TTL are counted in seconds 
and their value is in several hundreds and thousands, log function is applied over 
them to limit their impact on the utility function and to give proper weightage to 
the replica count property of the message.

  In both of the utility functions, replication count is used. In the first utility func-
tion, which additionally considers 1/log(agei), the ETR of a message plays a more 
dominating role than in the second utility function, which adds log(RTTLi) to  
1/ETRi. Hence, the first utility function aims to increase the delivery ratio of the 
network by dropping messages that have a large value of estimated replica count, 
while the second utility function aims to reduce the average delivery delay in the 
network by dropping messages that have a lower value of RTTL.

  The work also presents a new mechanism to estimate the replication count of 
the messages in the network. For this, each node in the network maintains two 
variables for each message it holds in its buffer: Estimated Replica (ER) count and 
My Forward (MF) count. ER is used for storing the estimated number of replicas 
of a message and MF is used to store the count of the number of new replicas of 
a message created by a node itself. Whenever two nodes meet each other, they 
update the ER value of messages stored in their buffer by exchanging the my_for-
ward values of the corresponding messages.

  Let ERi
A denote the estimated total number of replicas of message i as estimated 

by node A and MFi
A denote the forward count of message i which means the num-

ber of message replicas created by node A itself. The source node A of message i 
initializes ERi

A  to 1 and MFi
A to 0. Two cases may arise:

  In the first case, the node A meets another node B which does not carry mes-
sage i and forwards it message i. In this case, node A increments both my forward 
count MFi

A, and estimated replica count ERi
A for message i, by one. The node B 
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then derives its estimated replica count ERi
B for message i from ERi

A and sets its my 
forward count MFi

B as zero.

 ER ER ER ERi
A

i
A

i
B

i
B= + =1  (3.8a)

 MF MF MFi
A

i
A

i
B= + =1 0  (3.8b)

  In the second case, two nodes A and B having a common message i in their 
buffers meet each other. In this case, both the nodes exchange their MF values for 
message i and update their ER values respectively.

 ER ER MFi
A

i
A

i
B= +  (3.9a)

 ER ER MFi
B

i
B

i
A= +  (3.9b)

  But this method of replica count estimation may result in false updates in situa-
tions where two nodes meet frequently (the probability of which would be higher 
as nodes are in close proximity to each other), but have not created any new copies 
of the common messages they are carrying since their last meeting. Hence, there 
is a high probability that the ER value is falsely incremented due to exchange 
of MF values. The authors, through simulation analysis, show that local buffer 
management policies based on local message properties can also give comparable 
performance to global buffer management policies, which use global message 
information.

 n. Y. Liu et al. have proposed a buffer dropping and scheduling scheme called the 
Message Transmission Status Based Buffer Management Scheme (MTSBS) in 
(Prodhan, Das, Kabir, & Shoja, 2011). The messages are prioritized on the basis 
of their replication count and dissemination speed. The dissemination speed of a 
message denotes how fast the message is distributed in the network and is calcu-
lated as the ratio of the number of hops that a message has travelled to its RTTL. 
Firstly, message replica count is used to prioritize messages and in case of a tie, i.e. 
if two messages have the same replica count, then dissemination speed is used as 
the tiebreaker.

  Their buffer management policy is inspired by a famous theory of finance called 
the law of diminishing marginal utility, which states that “as a user increases consump-
tion of a product, there is a decline in the marginal utility that user derives from con-
suming each additional unit of that product” (Prodhan, Das, Kabir, & Shoja, 2011).  
Hence, it is not advantageous to create additional copies of a single message that has 
already been spread in the network, as it will restrict the buffer space available for 
other less spread messages in case of resource crisis. Hence, their buffer manage-
ment policy suggests giving priority to messages that have a low replica count and a 
slow speed of dissemination a chance for transmission in the network.

 o. The work in Rashid, Ayub, & Abdullah (2015) presents a protocol named TTL-based 
routing (TBR), which implements buffer scheduling and dropping in the Spray 
and Wait routing protocol. This protocol orders the messages to be forwarded in 
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a contact opportunity according to a priority function Pfk as defined in Equation 
3.10(a) and the messages to be dropped when the node buffer overflows accord-
ing to the priority function Pdk as defined in Equation 3.10(b). Here, sk denotes the 
size of message k, TTLk denotes time-to-live, hk denotes hop count, and Lk denotes 
the number of copies of the message. The disadvantages of using hop count as an 
estimate of replica count of the message have already been discussed.

 P
h TTL s

fk
k k k

=
∗ ∗

1
 (3.10a)

 P
L
s

dk
k

k
=  (3.10b)

 p. Rashid et al. propose a weight-based buffer management policy (called WBD) (Silva, 
Nunes, Miniy, & Loureiro, 2017), where messages are assigned weights based on 
their size (MS), remaining time-to-live (RTTL), their stay-time in the node buffer 
(MSTQ), its hop count value (HC) and number of replicas (RC). These five message 
parameters are combined using the formula mentioned in Equation 3.11

 Weight
1

MS
+

1
RTTL

+
1

MSTQ
+HC +RC L

i i i
i i=  (3.11)

  After weight computation, the messages stored in a node buffer are divided 
into two parts based on a threshold value: a High Weight Message List (HWML) 
and a Low Weight Message List (LWML). In case of buffer overflow, only mes-
sages from HWML are selected for dropping in descending order of their weight 
value, and in case of message transmission opportunity messages from LWML 
are scheduled for transmission in ascending order of their weight values. It also 
uses an acknowledgment mechanism to delete messages that have already been 
delivered to their destinations from other nodes’ buffers and update this list of 
delivered messages on node encounters.

 q. ST-Drop (Chen, Yao, Zong, & Wang, 2017) is another local buffer management 
policy which relies only on locally available information to estimate the time and 
space coverage of messages in the network. It is based on the idea that a message 
with a greater time and space coverage is more likely to have been delivered, so it 
can be dropped first. Each message has associated with it two variables: a space 
coefficient Sc to measure the space coverage of the message in the network, and a 
time coefficient Tc to measure the time coverage of the message in the network. 
These two parameters are then combined using a simple function to compute the 
space-time coverage STc of a message.

 ST S Tc c c= ∗  (3.12)

  The space coverage of a message is measured in a way similar to the MOFO 
scheme (list items p,q,r,s) by counting the number of times a message was for-
warded by a node. To estimate the time coverage of a message it combines the 
concept of FIFO and SHLI. The reason for combining these two is that using FIFO 
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alone may result in a recently arrived message being dropped while retaining a 
message that has short TTL left (which may be automatically dropped after some 
time due to TTL expiration); while using SHLI alone, a message may reside in the 
node’s buffer unnecessarily for a long time due to its high TTL value even if its 
delivery probability is low. Thus Tc is computed as the ratio of the message stay-
time in the node buffer to its TTL, thereby penalizing messages that have short 
TTL. Thus the space-time coverage of a message is computed using only its local 
information. On buffer overflow, the ST-Drop drops those messages that have the 
highest value of STc. It does not drop messages with zero STc value as these are 
newer messages in the network and should get a chance to get forwarded in the 
network. ST-Drop has been evaluated in conjunction with three routing protocols, 
namely Epidemic, PRoPHET, and Bubble Rap. The simulation results show that 
ST-Drop works best with the BubbleRap algorithm in comparison to the other two 
routing protocols and helps in improving its delivery ratio.

 r. In Pan, Ruan, Zhou, Liu, & Song, (2013), the authors propose a new data transmis-
sion probability metric which is based on the average contact frequency and aver-
age contact duration between two nodes. This transmission probability is used to 
take both forwarding and dropping decisions at a node. In addition to the data 
transmission probability, the remaining TTL and the size of message are also taken 
into account to decide the dropping priority of a message stored in a node’s buffer.

 s. Most of the works on buffer management focus either on dropping policy or sched-
uling policy, overlooking the routing technique. A comprehensive-integrated 
buffer management (CIM) technique is proposed (Mathurapoj, Pornavalai, &  
Chakraborty, 2009), which combines information about the state of messages and 
node delivery history to determine the scheduling and dropping order of mes-
sages and delete redundant messages from node buffers. CIM has 4 modules:
Queuing Policy: When two nodes meet each other, they share a state information 

packet, where they exchange the list of messages held by them, their details, 
time stamp, location information, and list of frequently contacting nodes. If 
a message’s destination is in the frequently contacted list of the encountered 
node, then that message is added preferentially in the queue. The messages 
in the queue are then sorted according to a priority level Pi assigned to them: 

 P
H N

i =
+
1

relay forward
 (3.13)

 where:
   Hrelay is the number of hops travelled by message i
   Nforward  is the number of times the message has been forwarded by the 

current carrier
  The messages which have travelled long in the network and have been for-

warded a large number of times are assigned a lower priority level.
Buffer Replacement Policy: On buffer overflow, a node needs to drop some of its 

stored messages to accommodate new incoming messages. For this purpose, 
each node j calculates the utility value for each message i stored in its buffer 
using a weighted combination of its relative TTL, size, and forward count.
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 where:
  α, β, and γ are the weight factors for the three message parameters
  TTLmin is the remaining TTL of the message
  TTLo denotes the initial TTL value of the message
  BSj  denotes the buffer space of node j
  Smi  denotes the size of the message i
  countav  represents the average number of times a message is forwarded 

by node j

  count denotes the number of times message i has been forwarded by node j

  The overall buffer utility of node j is then calculated as:
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  where Mj is the total number of messages carried in the node buffer.
  If a congested node j receives a new message i, it first computes the buffer 

utility of message i in its buffer and then compares it with its overall buffer 
utility; if Wij is less than Uj then the message is discarded, otherwise the mes-
sage with least value for buffer utility is replaced by the new incoming mes-
sage i. This replacement continues until enough space is created for the newly 
arrived message in the node buffer.

Congestion Control: This module mainly tries to control the number of copies of a 
message disseminated in the network by using a threshold value on the hop 
count and on the relay time of the message. This helps in preventing uncon-
trolled flooding of messages in the network which cause congestion and waste 
network bandwidth. A node stops forwarding a message if it has travelled a 
predefined number of hops or the time it has spent in the network is greater 
than a threshold relay time value. This helps to give more forwarding chances 
to the newer messages in the network.

Redundant Deletion: Lastly, this module prevents further spreading of messages which 
have already reached their destinations and deletes them from node buffers cre-
ating overall more buffer space for other remaining messages in the network. To 
accomplish this, each node maintains a list of ACKid containing the ID of mes-
sages which are known to be successfully delivered. On each node meeting, this 
list is exchanged between the nodes and is updated for further dissemination.

The authors have compared the performance of CIM with Epidemic routing using ran-
dom buffer management and Epidemic using FIFO policy and PRoPHET routing proto-
cols. The simulation results show improved performance of CIM both in terms of delivery 
ratio and message delivery delay due to the improved queuing policy and buffer replace-
ment strategy.
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3.3.2  Fuzzy-Based Buffer Management Techniques

Some works, such as Senttawatcharawanit, Yamada, & Haque, (2013), Makhlouta, Harkous, 
Hutayt, & Artail, (2011), and Jain, Chawla, Soares, & Rodrigues, (2014), have used the fuzzy 
logic technique for multiple message parameter aggregation and to determine the message 
priority in the buffer, which is then used for taking the scheduling or dropping decision.

 a. Fuzzy-Spray (Senttawatcharawanit, Yamada, & Haque, 2013) is the first work in 
this area which prioritizes messages stored in a node buffer using fuzzy logic to 
determine their scheduling order. The two inputs to the fuzzy controller are the 
forward transmission count (FTC) of a message and its size. The FTC is simply 
determined by increasing FTC by one each time a node replicates a message to a 
new node. However, it may happen that two nodes that have common messages 
may have different values of FTC.

 b. Adaptive Fuzzy Spray and Wait (AFSnW) (Makhlouta, Harkous, Hutayt, & Artail, 2011) 
uses the same buffer scheduling policy as in Mathurapoj, Pornavalai, & Chakraborty, 
(2009), but their scheduling policy is applied over the Spray and Wait routing protocol, 
in contrast to the Epidemic routing protocol used in Fuzzy-Spray, due to Spray and 
Wait’s ability to achieve comparable delivery ratio with reduced overhead ratio.

 c. Enhanced Fuzzy-based Spray and Wait Routing (EFSnWR) (Jain, Chawla, Soares, & 
Rodrigues, 2014) enhances the Spray and Wait routing protocol functionality by 
integrating a dropping and scheduling policy in it. The message rank is deter-
mined using the Fuzzy Logic Controller (FLC), which takes as input three mes-
sage parameters, namely message TTL, size, and the number of replicas using 
fuzzy logic. While designing the fuzzy rule base, maximum weight age is given 
to replica count parameter, then TTL, and, lastly, size. But the major advantage of 
EFSnWR is in its use of an enhanced method for message replica count estimation, 
which is an improvement over the method proposed in Kim & Shin (2011). Each 
node, in addition to maintaining the replica count of a message, also maintains 
a list of nodes to which it has forwarded a message. This list is updated when-
ever two nodes meet each other for each of the common messages they contain. 
This helps in proper estimation of the replica count of a message in a distributed 
manner with the use of only local information.

3.3.3  Buffer Management in Social-Based Routing Algorithms

Social-based routing is an emerging field in DTN routing paradigms whereby the rout-
ing decisions are based on the social characteristics of nodes such as its importance in the 
network, the community to which it belongs, etc. In addition to routing decisions, some of 
the recent works (Shen, 2013), (Souza, Mota, Galvao, Manzoni, & Cano, 2014), (Zhou, Lin, 
Zhou, & Liu, 2016), (Liu, Wang, Guo, Lu, & Sun, 2017) and (Balasubramanian, 2007) have 
also used these social metrics to take dropping and scheduling decisions at a node.

 a. T. Senttawatcharawanit et al. are the first ones in this area to exploit the social 
characteristics of a node for taking buffer dropping decisions (Shen, 2013). This 
dropping policy exploits information about community structure and node cen-
trality degree to select messages that are least relevant for a node. In case of buffer 
overflow, a node first drops messages destined to nodes belonging to other com-
munities and does message ordering based on node centrality values.
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 b. SEDUM (Souza, Mota, Galvao, Manzoni, & Cano, 2014), proposed by Li and Shen is 
a social utility-based multi-copy routing protocol. It uses a new utility metric that 
exploits both contact frequency and contact duration between nodes to take rout-
ing decisions. In addition to developing a routing protocol, the authors have also 
used a buffer scheduling policy based on the priority and time-to-live property of 
messages. The dropping policy of SEDUM is based on the concept of core replicas, 
where the core replica of a message is a copy of the message created by its source. 
The dropping policy of SEDUM is such that a core replica cannot be replaced by 
a non-core replica in the buffer and further non-core replicas are dropped on the 
basis of their utility value.

 c. A community-based buffer management scheme is proposed in Liu, Wang, Guo, 
Lu, & Sun (2017), in which the message dropping and scheduling decision is taken 
on the basis of the community property of a node. In case of buffer overflow, a 
node first selects those messages that have yet not entered their destination com-
munity and sorts them according to the closeness degree of the current node to 
the destination node of the message; the message with the least value of closeness 
degree is dropped first. The authors also define a new metric to calculate the close-
ness degree between two nodes in terms of average intermeeting time between 
the nodes and fluctuations observed in it. When node i encounters node j, mes-
sages destined to encountered node j are scheduled first, followed by messages 
belonging to the community of node j, followed by messages of other communities 
which are sent in descending order of closeness degree.

 d. Socially Aware Congestion Control algorithm (SACC) (Balasubramanian, 2007), 
proposes a new metric called the Social Congestion Metric (SCM), which com-
bines the social tie of a node with its congestion level to decide whether it should 
act as a relay or not. This new social metric is then used to take the forwarding 
decisions; a node forwards a message to only those nodes which have strong links 
with the destination and are less congested. At the time of buffer overflow, the 
messages whose destination has the weakest social link to the current node, and 
thus the lowest delivery probability, are dropped. Their work is quite similar to 
the dropping policy in Zhou, Lin, Zhou, & Liu (2016).

These works prove the effectiveness of using buffer management policies along with 
social-based routing protocols in enhancing the network performance. Hence, it may be 
verified that buffer management policies are equally effective in enhancing the network 
performance of social-networking-based routing protocols. However, the buffer man-
agement policies designed for social-based routing policies are suitable only for specific 
DTN applications such as pocket switched networks (PSNs). The routing algorithms and 
the simulation scenarios used for their evaluation are specific to applications which fol-
low some meeting patterns, such as those of human beings meeting in a conference 
scenario.

3.3.4  Global Buffer Management Policies

The local buffer management policies, although simple to implement, may result in subop-
timal decisions as they make use of only locally available information about messages and 
not complete network-wide information (Krifa, Barakat, & Spyropoulos, 2012). In order 
to take optimal buffer management decisions, the buffer management policy requires 
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sufficient information about all the messages in the network. They then decide whether to 
create an additional replica of a message or to delete a copy of the message by considering 
the trade-off between the local benefit gained by the receiver and the global benefit for 
the entire network (Rohner, Bjurefors, Gunningberg, McNamara, & Nordstrom, 2012). The 
global buffer management policies try to optimize one or more network performance met-
rics, such as delivery ratio or delivery delay, and derive message utility functions based on 
network-wide information about the messages.

 a. Resource Allocation Protocol for Intentional DTN (RAPID) (Krifa, Barakat, & 
Spyropoulos, 2012) is the first work in this direction. Two utility functions have 
been defined: one with the objective of maximizing delivery ratio and another for 
minimizing average delivery delay. At any contact opportunity, a node first for-
wards those messages which can locally provide the highest increase in the utility 
function. But to effectively implement these utility metrics, it requires complete 
information about all the replicas of a given message. However, such a scheme is 
difficult to implement in DTN scenarios, where delay between node meetings may 
be long and random; hence, the information about messages may become obsolete 
and result in suboptimal decisions.

 b. Krifa et al. have developed two message utility functions with the purpose of 
optimizing two specific performance metrics, i.e. maximizing delivery rate (DR) 
and minimizing average delivery delay (DD) respectively (Krifa, 2008; Elwhishi, 
Ho, Naik, & Shahida, 2013). These utility metrics utilize the complete status of all 
the messages in the network, such as their total number of copies in the network at 
current time, the intermeeting rate of two nodes, etc. The optimal buffer manage-
ment (OBM) policy that aims to maximize the average DR drops the message i that 
has the smallest value of utility function defined in Equation 3.16:
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  Here, K denotes the total number of messages in the network, L is the number 
of nodes in the network, Ti denotes time elapsed since the creation of message and 
is computed as the difference between current time and creation time of message; 
ni(Ti) denotes the number of message copies currently existing in the network of 
the message i; mi(Ti) denotes the number of nodes who have seen the message i, 
(they may not carry a copy of it); λ is the average of the meeting time which is 
assumed to follow exponential distribution.

  Similarly, the OBM policy that minimizes the average DD drops the message i 
that has smallest value of utility function, defined in Equation 3.17:
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  Obtaining global information about all messages in real time in DTNs is 
impractical. Thus, a history-based dropping and scheduling (HSBD) scheme has 
also been proposed, which uses message utility functions based on the estimates 
of ni(Ti) and mi(Ti). The replication level of a message is updated during node 
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encounters. The per-message utility for maximizing the delivery ratio used in 
HSBD is defined in Equation 3.18: 
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  Here, mi(T) and ni(T) are supposed to be instances of random variables M(T) and 
N(T). When global information is not available, the HBSD relies on the method of 
calculating the average delivery rate using all possible values of M(T) and N(T) 
and then maximizing it. The performance of HSBD is highly dependent on the 
accuracy of these estimates.

 c. Elwhishi et al. (Wanga, Yanga, & Wub, 2015) use Ordinary Differential Equations 
(ODE) for determining the optimal buffer dropping and scheduling decisions. Each 
message has a utility value associated with it, and the creation of its new replica 
or its deletion from a node’s buffer affects the overall delivery ratio of the network. 
Hence, to study this effect on the network performance the authors have modeled 
the message propagation process using the fluid flow limit model and designed 
ordinary differential equation to find the message utility. The reason for select-
ing the ODE model over the Markov Chain model is due to its scalability with the 
network size, whereas the computational complexity of the Markov Chain becomes 
very high as the number of network nodes increases. The ODE solution uses esti-
mates of two global parameters for finding message utility, namely: the number 
of nodes currently carrying a copy of the message and the number of nodes who 
have seen a copy of the message. Each node calculates the message utility for each 
message stored in its buffer and then analyzes the effect of either dropping a mes-
sage or replicating it, and the message with the least utility value which results in 
maximum increase in the delivery ratio is selected for dropping and vice versa.

  To maximize the average delivery ratio is to drop message imin, which satisfies 
the following: Pfi is the probability of forwarding message i to every encountered 
node, which can be estimated as Pfi = ni(t) mi(t).
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  They assume that all messages in the network are of the same size, and the 
method used to collect the network parameters does not achieve accurate values. 
In addition, they do not consider the impact of bandwidth on the delivery ratio.

  The buffer management policy has been evaluated and compared over Epidemic 
and two-hop forwarding, which are two popular DTN routing protocols.

 d. Wanga, Yanga, & Wub (2015) propose a non-heuristic solution to the message 
scheduling and dropping policy for Spray and Wait routing protocol. The authors 
say that both RTTL and number of copies of a message are two important factors 
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that affect buffer management decisions and combining them in a heuristic way 
may not always lead to optimal solutions. As the messages residing in a node buf-
fer may be of variable size, the buffer management problem can be seen as a 0/1 
knapsack problem having messages with different utility value and sizes. This 
can then be solved as an optimization problem with the objective of maximizing 
the overall delivery ratio of the network. This optimization problem is then solved 
using a dynamic programming technique. The work presents both a theoretical 
centralized version as well as a practical distributed version of their buffer man-
agement strategy to take into account the dynamic changing environment of DTN.

  The buffer management decision is taken by calculating the effect of either 
dropping or scheduling a message on the delivery ratio. The major advantage of 
their scheme over other past works, such as Krifa, Barakat, & Spyropoulos (2012) 
Elwhishi, HoNaik, & Shahida (2013), is that it also takes into account the number 
of message replicas that may be created during the remaining TTL of a message 
while calculating message utility. Secondly, they also take into account the fact 
that a message transmission may also be aborted due to limited bandwidth. The 
following message utility function is calculated:
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  This utility function is based on determining the probability of successful deliv-
ery of the message based on the assumption that the intermeeting time between 
nodes follows exponential distribution. The messages are scheduled according to 
their utility per-unit value, i.e. Ui/Mi. This is to take into account the fact that a big-
ger message requires more buffer space and more transmission time if bandwidth 
is limited. For distributed implementation of this buffer management scheme, 
local estimates of the parameters ni(T) and mi(T) are used. Hence, each node col-
lects and maintains the history information of some of the messages it has seen in 
the past.

 e. A joint relay selection and buffer management scheme has been proposed (Le, 
Kalantarian, & Gerla, 2016) with the objective of maximizing the delivery ratio of 
the network. This work addresses three main issues faced in the message delivery 
process in resource-constrained DTNs: selection of relay node, message schedul-
ing order, and message dropping order on buffer overflow.

  The relay selection is based on the concept of social ties, whereby the social tie 
between two nodes is determined using their frequency of encounters and recency 
of contact. The social-tie value of node i with node j at any time tbase, denoted by 
Ri(j), is calculated:
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 where tbase denotes the current time and tjk denote the time of kth meeting of nodes 
i and j. Here, F(x) is a function of the intermeeting time between two nodes.

  A node is said to be a good relay for a message if it has a higher social tie with 
the destination of the message than the current carrier of the message. However, 
it may happen that an encountered node has zero value for the social tie with the 
destination. Hence, authors suggest another metric called social delivery potential, 
which is simply an aggregation of the social-tie value of a node and its neighbors 
collectively; thus, a node is a good relay even if it has a high social tie with the 
destination via its neighbors.

  The existing routing schemes based on delivery predictability or the social-
tie metric tend to select popular nodes in the network or nodes that have a 
high value of delivery predictability or social-tie strength with the destination. 
This leads to congestion at these nodes, causing buffer overflow and frequent 
message drops, which results in a reduction in the overall delivery ratio of the 
network. Hence, authors suggest the use of both the social-tie strength and the 
queue length of a node for the selection of relay nodes. This will help in even 
distribution of traffic across the network, and prevent the overloading of highly-
connected nodes. The reason for selecting queue length is because it reflects a 
node’s connectivity. Hence, a node is selected as a relay node only if it has high 
social delivery potential to the destination and it is less congested than the cur-
rent carrier of the message.

  Next, in order to prioritize message scheduling and dropping order, a util-
ity function has been developed that takes into account complete network-wide 
information about the messages, the nodes, and their meeting patterns. The util-
ity function has been designed for heterogeneous node mobility, i.e. each pair of 
nodes may have different intermeeting rates and contact duration rates, which is 
different from most of the previous works (Krifa, Barakat, & Spyropoulos, 2012); 
(Elwhishi, Ho, Naik, & Shahida, 2013); (Wanga, Yanga, & Wub, 2015). It is assumed 
that node intermeeting times and contact duration follow exponential distribu-
tion, having rates λ and θ respectively. The nodes collect global network informa-
tion through direct contacts or through other nodes they meet. Each node records 
certain metadata about other nodes in the network, such as their contact statistics 
with other nodes, the list of messages stored in their buffers, and last update time 
of the list etc.; each node also maintains information about all the messages in the 
network. Based on this global information, the following utility value for maxi-
mizing the delivery ratio of the network is developed: 
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where:
 Ri is the remaining TTL of message i,
 λi  is the average intermeeting rate between nodes who contain a copy of mes-

sage i and its destination
 θi  is the average contact duration rate between nodes who contain a copy of 

message i and its destination
 Hi denotes the contact time required for successful delivery of message i
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  To take into account the variable size of messages, the optimization problem is 
formulated as a 0/1 knapsack problem and solved using dynamic programming.

 f. Iranmanesh (2016) uses a multi-objective utility function for taking buffer man-
agement decisions, which combines both the utility function for maximizing the 
delivery ratio and the utility function for minimizing delivery delay. The utility 
function for maximizing delivery ratio and minimizing delivery delay are derived 
in a manner similar to Elwhishi, Ho, Naik, & Shahida (2013), using the meeting 
probability of nodes during the remaining TTL of a message; however, the authors 
also consider the change in delivery ratio with respect to the TTL of a message and 
the change in the number of replicas of a message. The authors have combined 
the proposed buffer management scheme with encounter-based routing protocol, 
which is a quota-based routing protocol and uses encounter frequency between 
the nodes for message replica distribution (Nelson, Bakht, & Kravets, 2009).

 UF Delivery Delayi i i= ∗ ( ) + ∗ ( )α ϕ µ β ϕ µ_ _  (3.23)

 where φ(Delivery_μi) and φ(Delivery_μi) are delivery and delay utilities combined 
using weighting factors α and β respectively to combine the impact of delivery 
ratio and delivery delay. Since the values of delivery ratio utility and delivery 
delay utility lie over different domains, they have been normalized before com-
bining them.

3.3.5  Traffic Differentiation Schemes for Delay-Tolerant Networks

The concept of traffic differentiation has been widely used on the Internet to distinguish 
between different types of traffic that are generated by different application sources and 
that have different quality of service (QoS) requirements in the network. It allows the net-
work to distinguish packets on the basis of their priority class and favor higher prior-
ity class messages over others. Differentiated services (DiffServ) and integrated services 
(IntServ) are two commonly used techniques on the Internet (Wikipedia). While DiffServ 
classifies traffic on the basis of their class of service (CoS), giving preferential treatment 
to higher priority traffic class packets so as to meet their QoS requirement, the best effort 
model gives equal priority to all types of application data generated in the network and 
hence is unable to meet the QoS requirements of different applications.

DTNs are also designed to support multiple applications which may have different 
performance requirements, but network resources such as storage and bandwidth are a 
constraint in DTNs (Jain and Chawla, 2017). Three priority classes have been defined for 
bundles in DTN architecture (Cerf, Burleigh, Hooke, Torgerson, Durst, & Scott, 2007): bulk 
class is used for low priority traffic, normal class is used for medium priority traffic, and 
expedited class denotes high priority traffic. The main purpose of these priority classes is 
to define the relative scheduling and dropping order of messages stored in a node’s buf-
fer. The expedited messages that have the highest priority should be scheduled first at any 
contact opportunity, followed by normal and bulk messages.

The local and global buffer management schemes discussed in Sections 3.3.1 and 3.3.4 do 
not prioritize messages on the basis of their class of service and hence give no assurance 
for quality of service. Therefore, considering the traffic class of messages is also important, 
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along with other message properties that are necessary to meet the QoS requirements of 
different applications.

 a. ORWAR (Opportunistic DTN Routing with Window-aware Adaptive Replication) 
(Sandulescu and Tehrani, 2008) proposes a message ordering scheme based on 
the priority class of messages for the Spray and Wait routing protocol. On any 
transmission opportunity, messages are transmitted in the order of their utility/
size values, where the utility of a message is determined by its priority class. 
Messages belonging to the higher priority class are assigned highest utility value. 
This ordering helps to give preference to higher priority class messages. In order 
to give more transmission opportunities to messages belonging to higher prior-
ity class, more replicas are allotted to this class of messages, i.e. L+Δ as com-
pared to the Spray and Wait routing protocol where all messages irrespective of 
their utility value are assigned a fixed number of message copies, i.e. L. On the 
contrary, a lesser number of message copies are assigned to lower priority class 
messages, i.e. L−Δ, which directly affects their delivery probability. In order to 
avoid bandwidth wastage due to partially transmitted messages, an estimate of 
contact time is used to determine the amount of data that may be transmitted 
during an encounter opportunity. On buffer overflow, messages belonging to the 
lowest priority class are always dropped and this severely affects the delivery 
probability of these messages, resulting in an overall reduced delivery ratio of the 
network. Although ORWAR uses the priority class of messages, it misses some 
of the important message parameters, such as the current message replica count, 
delivery probability, etc.

 b. Two very popular traffic differentiation schemes have been proposed for vehicu-
lar delay-tolerant networks (VDTNs) in Soares, Farahmand, & Rodrigues (2011), 
namely Priority Greedy (PG) and Custom Service Time (CST) scheduling. Their 
work is based on the priority CoS model as defined in the DTN architecture (Cerf, 
Burleigh, Hooke, Torgerson, Durst, & Scott, 2007). It assumed that the class of ser-
vice of a message is assigned by the source node and does not change over time.

  In PG scheduling, at any contact opportunity, first expedited class messages 
are scheduled, followed by normal class messages and, lastly, bulk class messages. 
In case of the arrival of a new message and buffer overflow condition, the node 
always drops the lowest priority traffic class message from its buffer. The main 
disadvantage of this approach is that it drastically affects the delivery of bulk and 
normal traffic class messages, as all the network resources are dominated by the 
expedited traffic class messages. It may happen that bulk and normal traffic class 
messages are not spread at all in the network due to limited contact durations and 
buffer storage. Hence, in an attempt to ensure fairness among the three traffic 
classes and prevent starvation of lower class messages, another scheduling algo-
rithm called CST was considered.

  In CST scheduling scheme, firstly the contact time between nodes is estimated 
and is then used to decide the amount of data that may be transmitted in that 
contact time. The estimated contact time is shared among the three traffic classes 
with the highest service time allocated to messages from expedited class and so 
on. Along with bandwidth, the buffer storage of nodes is also divided among the 
three traffic class queues in the same proportion as bandwidth division. On arrival 
of a new message, the node puts the message in the respective traffic class queue 
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based on its priority class. If the corresponding queue is full, it drops the message 
from that particular traffic class queue so that messages of all traffic classes may 
be stored in a node’s buffer and get a chance for forwarding.

  These schemes consider only the remaining TTL for scheduling messages 
within a particular traffic class queue, while further works (Jain and Chawla, 2017; 
Shin and Kim, 2012; Matzakos., Spyropoulos, & Bonnet, 2015) have shown that the 
use of an appropriate message ranking mechanism with each traffic class queue 
can result in an improved delivery ratio of each traffic class queue. Multiple mes-
sage properties along with their proper aggregation are essential to achieving 
appropriate ranking of messages for buffer scheduling.

 c. In Shin and Kim (2012), the Class of Service-based Scheduling and Dropping 
(CoSSD) strategy uses three additional message properties, namely an estimation 
of the number of message copies, denoted by ETR; elapsed time, denoted by ET; 
and remaining TTL, denoted by RT, along with message priority to rank messages. 
The messages from the expedited class, which is considered as the highest traffic 
class, are scheduled first, followed by normal and bulk, and within each class ETR 
is used to order messages. In addition to scheduling, two buffer dropping policies 
are used in conjuncture for deciding which message to drop in case of buffer con-
gestion. The former combines the priority class of the message with the message 
utility function, which aims to optimize delivery ratio and is similar to the one 
defined in OBM (Krifa, 2008). The latter dropping policy combines the ETR value 
of the message with the time spent by the message in the network, i.e. ET. Hence, 
on buffer overflow, it selects those messages whose large number of copies already 
exist in the network and are comparatively older even if they belong to a higher 
priority class as their probability of reaching the destination is relatively high. As 
ETR is an important parameter for taking both the dropping and scheduling deci-
sions, estimating its correct value is very important for the schemes to be effective. 
The authors use their previously proposed method (Kim and Shin, 2011) for the 
estimation of the number of replicas of a message, which has several shortcomings 
as discussed in Section 3.3.1(m).

 d. The message prioritization problem of DTNs is presented as a constrained opti-
mization problem in Matzakos, Spyropoulos, & Bonnet (2015) and a distributed 
gradient-descent-based solution has been proposed for it. Each bundle belonging 
to a particular class is assumed to have a QoS constraint associated with it, which 
in this work is taken to be the minimum accepted delivery probability. While solv-
ing constrained optimization problems, gradient-descent-based algorithms may 
use appropriate penalty functions for each violated constraint. Thus, if the pre-
dicted delivery probability of a bundle is less than its class requirement, then its 
utility value is incremented by a term proportional to the delivery probability 
deficit. This ensures that the utilities of bundles that do not satisfy their QoS con-
straint will always be higher than the utilities of bundles that do satisfy them and 
hence such messages always get preference over others, resulting in convergence 
to feasible solutions. In order to implement this distributed algorithm, the bundles 
stored in a node’s buffer are divided into two dynamic groups: the first group con-
tains all bundles whose predicted delivery is below their QoS threshold; the sec-
ond group consists of the bundles which are above their threshold. The bundles 
of the first group are scheduled first, followed by bundles belonging to the second 
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group. Within each group, messages are further divided into subgroups according 
to their priority class, and within each subgroup the utility function Ui as defined 
in Krifa, Barakat, & Spyropoulos (2012) is used for ordering of the messages. This 
ensures that a subgroup attributed to a higher QoS class will always have higher 
priority than a subgroup of a lower QoS class.

 e. Jain and Chawla (2017) present a novel buffer management scheme designed for 
supporting traffic differentiation (or prioritization) in DTNs. It supports a prior-
ity class model to provide a custom allocation of resources and employs a fuzzy 
message ranking mechanism for ordering messages in each traffic class queue. 
The proposed traffic differentiation scheme is inspired by the general guidelines 
of the CST traffic differentiation scheme (Sandulescu and Tehrani, 2008). It uses 
the same concept of dividing the available bandwidth and buffer space resources 
among the three traffic classes so as to ensure fairness and at the same time pro-
vide preferential treatment to expedited class messages. But two more message 
properties, namely the number of replicas (i.e., the number of times a message 
has been replicated to encountered nodes) and size have been used in addition 
to RTTL for taking dropping and scheduling decisions within each traffic class 
queue. The fuzzy-based message ranking algorithm is based on one of the author’s 
previous works (Jain, Chawla, Soares, & Rodrigues, 2014).

3.4  Summary and Discussions

The scheduling of messages from a node buffer at any contact opportunity and message 
dropping on the arrival of a new message when buffer overflow condition arises, are two 
important decisions that have to be taken in the process of message delivery in DTNs. 
These decisions can have a significant impact on the performance of DTN routing pro-
tocols working in resource-constrained environments. A plethora of buffer management 
techniques have been proposed, which vary from the amount and type of information 
used for decision making. A comprehensive study of these techniques reveals the dif-
ferent message parameters that may be used for message ranking at the time of message 
transmission and buffer overflow (Jain, Chawla, Soares, & Rodrigues, 2014; Lakkakorpi, 
Pitkanen, & Ott, 2011): 

• RTTL of a message, i.e. the remaining time for which the message will be active 
in the network, as after expiration of TTL the message will be discarded from the 
network.

• Age of the message, i.e. the time spent by the message in the network since its 
creation.

• Hop count or forward transmission count of a message, i.e. the number of hops a 
message has travelled from the source node to the current node.

• Number of replicas of a message, i.e. number of nodes in the network that have a 
message copy.

• Last forwarding time of the message, i.e. the last time stamp when a message was 
forwarded by a node.

• Size of the message.
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• Distance to the destination.
• Delivery cost of the message such as the meeting probability of a node to meet the 

destination of the message.
• Contact statistics between nodes.

Most of the works have developed local-knowledge-based buffer management policies 
as they are easy to design and require minimal information, while global buffer manage-
ment policies, although they guarantee optimal solutions, are complex due to the require-
ment of network-wide information about all the messages or their estimates for practical 
implementation. Certain buffer management techniques are based on the delivery predict-
ability metric or distance metrics; hence, they are only applicable to routing protocols that 
use these kinds of metrics, such as in Davis, Fagg, & Levine (2001), Burgess, Gallagher, 
Jensen, & Levine (2006), and Phanse and Lindgren, (2006).

Hop count or forward transmission count, and replica count: these parameters denote 
the extent to which a message has been spread in the network and are the most important 
parameters for message prioritization; their accurate estimation is a critical task in a dis-
tributed manner.

Another distinguishing feature is the number of message parameters used by the buf-
fer management policies for decision making. Some buffer management policies use one 
or the other message parameter individually (Tang, Chai, & Weng, 2012; Davis, Fagg, & 
Levine, 2001; Naves, Moraes, & Albuquerque, 2012; Ramanathan, Hansen, & Basu, 2007; 
Li, Zhao, Liu, & Liu 2009; Soares, Farahmand, & Rodrigues, 2010; Bjurefors, Gunningberg, 
Rohner, & Tavakoli, 2011; Rohner, Bjurefors, Gunningberg, McNamara, & Nordstrom, 2012; 
Ayub and Rashid, 2010; Rashid, Ayub, Soperi, Zahid, & Abdullah, 2011; Abdullah, Soperi, 
Zahid, & Ayub, 2012; Rashid, Ayub, Soperi, Zahid, & Abdullah, 2013; and Liu, Wang, 
Zhang, & Zhou, 2011) while others combine multiple message parameters for deciding 
message priority (Kim & Shin, 2011; Jain, Chawla, Soares, & Rodrigues, 2014; Prodhan, 
Das, Kabir, & Shoja, 2011; Rashid, Ayub, & Abdullah, 2015; Silva, Miniy, & Loureiro., 
2017; Chen, Yao, Zong, & Wang, 2017; Pan, Ruan, Zhou, Liu, & Songet, 2013; Mathurapoj, 
Pornavalai, & Chakraborty, 2009; and Senttawatcharawanit, Yamada, & Haque, 2013). The 
latter has shown better performance. Message parameter aggregation is another area of 
research which needs special attention so that each message parameter may be given due 
weightage.

3.5  Scope for Future Work

Most of the works have tested their schemes for one or two routing protocols. A compre-
hensive analysis of the application of buffer management schemes on different classes of 
routing protocols such as flooding-based, replication-based, controlled-replication-based, 
history-based, social-based, etc. is required to analyze their effect on each and then to 
determine which type of buffer management scheme is most suitable for which kind 
of routing protocols. Buffer management and routing strategy are two complementary 
aspects of the DTN message delivery process which should work hand in hand and when 
combined properly may result in improved performance in terms of delivery ratio, deliv-
ery delay, and overhead ratio.
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In order to get optimal solutions for global buffer management schemes as well as for 
some of the local buffer management schemes, different estimates of message replica 
counts have been used. The performance of these buffer management schemes is highly 
dependent on the accuracy of these estimates. This is difficult to accomplish in DTNs, 
where the node neighborhood is dynamic due to frequent network partitions. The reli-
able estimation of the number of copies of a message based on local knowledge is one 
of the key challenges in implementing buffer management policies based on message 
replica count.

The use of the congestion control mechanism can make the buffer scheduling and 
drooping policies more effective. Rather than simply dropping the messages when 
buffer overflow occurs, if the nodes can detect congestion in a network area then it 
may prevent wasting its resources during that time. Nodes can exchange their free 
buffer space, in addition to prediction of contact time, and prevent the unnecessary 
dropping of messages and save those messages which are already in the node buffer. 
Hence, buffer management should be an integral part of congestion control rather than 
a separate aspect.

A comprehensive buffer management technique is required which is adaptive to the 
challenging network environments for which DTNs have actually been designed.
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4
Taxonomy of Mobility Models

Jyotsna Verma

4.1  Introduction

With the proliferation of information technology, we have now entered into the networked 
world, in which large numbers of small handheld mobile communication devices like 
smart phones, PDAs, tablets, etc., communicate and share data with each other through 
infrastructure-less networks; this has led to the development of mobile ad hoc networks 
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(MANETs). MANETs are an autonomous system of mobile devices that have a self-
configuring and distributed routable networking environment. Mobile devices in MANETs 
can form networks dynamically, without relying on any pre-existing infrastructure for 
easy access and effective communication within the network. Nevertheless, because of 
 frequent topology changes and partition, the network must guarantee end-to-end com-
munication (i.e., paths must be established between the transmitting ends before packets 
can be routed) and should have a dedicated path in prior. However, in reality, this is not 
the case; communication can be disturbed due to the very nature of various physical and 
environmental factors such as short-range communications, mobility patterns of nodes, 
physical obstruction like buildings, trees, etc. The mobility behavior and diverse mobility 
patterns of nodes in MANETs affects the performance of the wireless networks such as 
protocols, the communication traffic pattern, the performance of the network, the connec-
tivity of nodes, packet dropping with an unreachable destination between the transmit-
ting end, etc., and, hence, disrupt the communications.

Thus, there comes the concept of opportunistic networking; this is an extension of 
MANETs which is built entirely on users’ devices and intermittently connects mobile 
devices to enable communication within the network based on their geographical proxim-
ity. Attracting significant attention from academia and the research community, opportu-
nistic networking has emerged as a new communication paradigm in wireless networks 
which store and forward the packets instead of discarding them until the communication 
link is established. The opportunistic mobile wireless networks are able to be much more 
tolerant than MANETs, despite frequent path breaks, node mobility and reconfigurations, 
by exploiting the users’ mobility in order to increase the network capacity. Mobility mod-
eling in opportunistic networks is now the paramount topic in the research community 
in identifying realistic mobility models that can be deployed in complex real-world sce-
narios, like emergency operations, search and rescue operations, disaster recovery, etc.

4.1.1  Background

The history of opportunistic networks (OppNets) is not very long; it was started with the 
proposal for the Interplanetary Internet (IPN) by NASA, MITRE and others, which was 
funded by the Defense Advanced Research Projects Agency (DAR-PA). The initial IPN 
architecture was developed by Vint Cerf and others for the necessity of coping with the 
significant delays and packet corruption of deep-space communications. Later, Kevin Fall 
(2002) used the same concept and designed terrestrial networks that can resist the longer 
delays incurred by intermittent connectivity and invented the term Delay tolerant network 
(DTN), also known as intermittently connected network or disruption tolerant network, as the 
nodes in such networks experience brief link duration. Furthermore, the DTN research 
group (DTNRG) developed architecture and published RFC 4838 and RFC 5050 in 2007 
to define a common abstraction to software running on disrupted networks. RFC 5050, 
known as the Bundle Protocol, defines the series of contiguous data blocks as a bun-
dle, where each bundle contains semantic information to allow the application to make 
progress where an individual block may not. When the participating nodes are in com-
munication range of each other, bundles are routed opportunistically between them in 
store-carry-forward manner and are often called mobile opportunistic network.

The communication in opportunistic networks is based on the proximity of mobile users 
using short-range mobile devices (such as smartphones and tablets) via wireless connec-
tions (such as Bluetooth or Wi-Fi technologies). The network topologies in opportunistic 
network scenarios are usually insufficient to maintain end-to-end connectivity and are 
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assumed to be highly dynamic. The ability to store data on the devices and forward it 
to other devices carried by the mobile users makes the communication peer-to-peer in 
manner. However, taking the literature into consideration, it is proved that network per-
formance is heavily reliant on the behavior of node movement. Hence, some part of the 
research should be dedicated toward the study of mobility traces and the formulation of 
realistic mobility models, as mobility is the key issue in OppNets. Many researchers are 
seeking ways to address different aspects of OppNets (Zhang, 2006; Martinez et al., 2011, 
Pereira et al., 2012, Grasic and Lindgren, 2012) and have analyzed factors such as network 
traffic, mobility and connectivity models, node characteristics and routing issues.

In conventional MANETs, networking protocols were generally evaluated using stochas-
tic movement models such as the Random Walk Mobility model (RWM) (Einstein, 1956), 
the Random Waypoint mobility model (RWP) (Johnson and Maltz, 1996), the Random 
Direction Mobility model (RDM) (Royer et al., 2001) etc. However, users’ mobility is depen-
dent upon the users’ movement behavior, their social and personal characteristics and envi-
ronmental factors (Aschenbruck et al., 2011) because in reality users’ movement is rarely 
random (Yoon et al., 2003); thus, the conventional stochastic random-based mobility models 
fail to evaluate the networking protocols accurately in OppNets. In the literature, there 
are various studies which demonstrate that users’ social and personal behavior has a sig-
nificant correlation with the users’ movement patterns. For instance, in recent studies and 
experimental analysis, it has been proven that users frequently visit a few locations where 
they spend the most of their time (Song et al., 2010) and with which they have strong social 
relationships (Phithakkitnukoon et al., 2012). Furthermore, they rarely travel long distances 
and very often travel over short distances (Gonzalez et al., 2008). Hence, based on the mobil-
ity characteristics discussed in the following section, an appropriate selection of mobility 
traces and models is necessary in order to emulate the movement behavior of humans and 
vehicles.

4.1.2  Mobility Model Characteristics

Mobility models are used to represent the movement pattern of the nodes and how 
its location, acceleration and velocity changes over time in wireless ad hoc networks 
(WANETs); this in turn affects the performance of network protocols, applications and 
systems. Mobility models accurately exhibit the behavior of the mobile users’ mobility in 
an OppNets, which is decisive for the evaluation of protocols for a specific type of mobility 
scenario. They are studied to predict the future state of network topology, control route 
reconstruction, minimize disruptions, reduce overheads, eliminate transmission of con-
trol packets and find routes in a timely manner. There are various characteristics/proper-
ties pertaining to the users’ mobility. On the basis of behavioral patterns, human mobility 
can be categorized into three levels: strategic, tactical and operational (Hoogendoorn and 
Bovy, 2004). The strategic level describes the daily movement patterns of an individual, 
such as shopping, going to work or engaging in outdoor activities. The tactical level focuses 
on scheduling activities and route choice based on the set of activities (i.e., which is the 
shortest or fastest path to the destination) and the availability of time depending on the 
environmental factors (e.g., obstacles on the path or traffic congestion). The operational level 
describes the physical process of human movement (Hoogendoorn and Bovy, 2004). This 
level considers walking or driving speed, interaction with other nodes due to collision 
avoidance and queuing.

Each of the structural levels has a specific impact on the performance of opportunistic 
mobile systems. Inter-contact time is a crucial parameter for most routing protocols as it 
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directly determines the message delay and the probability of successful message delivery. 
The strategic and tactical level decisions affect the inter-contact time, like the distribution 
of time between two consecutive meetings of specific nodes. Decisions taken on the opera-
tional level can affect the node connectivity and duration of contact, which determine the 
existence of the multi-hop path between distant users communicating over relay nodes.

Most of the research effort in mobility modeling is on the tactical and strategic level; 
operational-level mobility modeling, such as in (Jardosh et al., 2003; Helgason et al., 2010), 
has drawn less attention, but is thoroughly studied for planning emergency and evacu-
ation strategies, where capturing the properties of the individual movements is of high 
importance. Currently, spatio-temporal properties of human mobility (Hsu et al., 2007; Mei 
and Stefa, 2009; Lee et al., 2009), and social aspects (Musolesi and Mascolo, 2007; Boldrini 
and Passarella, 2010) are characterized by popular mobility models.

Numerous models have been developed and they often provide a better approximation 
of human movement than the models commonly used in networking. There are numbers 
of parameters, like inter-contact time, contact time, remaining inter-contact time, return 
time, etc., which govern the nature of mobility. By studying these parameters, research-
ers try to model the real-life mobility traces. A number of mobility models have also been 
proposed based on the human social community and the behavior of social structures. 
Modeling mobility should investigate the actual scenario that determines which charac-
teristics of mobility are necessary to capture and which characteristics can be abstracted 
away from the model to avoid unnecessary complexity. There are three properties of 
mobility models, which are discussed in the following (Sichitiu et al., 2009): 

 1. Realism: This describes the degree of accuracy to which the movement of mobile 
nodes works in a real scenario.

 2. Diversification: This is the ability of mobility models to work in different scenarios, 
environments and with different types of mobile nodes.

 3. Complexity: This measures the computational resources required to produce the 
simulation traces.

Mobility characteristics include the speed, predictability of movement pattern, and 
uniformity of mobile nodes in communication networking. Thus, the characteristics and 
properties of mobility models form the basis of classification of mobility models.

4.1.3  Classification of Mobility Models

Mobility models are broadly classified into three categories: trace-based models, synthetic 
models and stochastic models. The realistic mobility model is crucial for reliable perfor-
mance evaluation and tracing mobile hosts in real-world scenarios. There is limited avail-
ability of real traces in the public domain due to the lack of a real working system in 
wireless ad hoc networks. They are pertinent to specific scenarios and it is very difficult to 
generalize their validity.

Synthetic models are the mathematical models that capture the movement of nodes by 
imposing constraints, like obstacles, pathways, etc., whereas the stochastic models are ide-
alistic models that primarily rely on the random movements of the nodes (without impos-
ing constraints) like random walk, random waypoint mobility models, etc. In general, 
synthetic models are largely preferred as they are not trace-driven, but they generally fail 
to evaluate the protocols accurately, so it is necessary to validate the mobility models by 
realistic traces.
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Furthermore, many mobility models based on map, route and social networks are pro-
posed in the literature. Map and route-based mobility models require traffic and user 
mobility patterns in order to evaluate and deal with networking issues in the opportu-
nistic network, whereas a social-network-based mobility model follows social network 
theory. For the exponent, the social network mobility model captures the nature of mov-
ing individuals between inter and intra groups like disaster relief, battlefield, etc., and 
relies upon the structure of the relationship among the individuals. There is a significant 
amount of mobility models for the opportunistic networks. But no generalized mobility 
model is available so far which can be used for all the application scenarios; mostly they 
are limited to a few application scenarios. There are various mobility models which can 
help to form the taxonomy of mobility models (Figure 4.1).

4.2  Mobility Models

Mobility is the prominent feature of opportunistic networks, thus considering the mobil-
ity characteristics; the formulation of the realistic mobility model is very important, as the 
unrealistic model can give unrealistic results during simulation and cannot be deployed 
in the real world when evaluating the performance of the systems. Communication traffic 
patterns and mobility models are the key parameters of the protocol simulation. Thus, the 
formulation of mobility models that accurately mimic the expected real-world scenario is 
necessary. Many mobility models for the MANETs are reconsidered by exploiting the real 
users’ movement behavior traces for the opportunistic networks.
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FIGURE 4.1 
Taxonomy of mobility models.
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4.2.1  Trace-Based Models

Trace-based models can have an insight into actual mobility patterns by tracing mobile 
hosts in real-world scenarios. For instance, experiments were conducted among students 
and researchers in Cambridge by the University of Cambridge and the Intel Research 
Laboratory (Chaintreau et al., 2005). They collected data about human movement by the 
Bluetooth devices and studied their co-location patterns. Similar projects were also carried 
out like the Wireless Topology Discovery project (McNett and Voelker, 2005), which studied 
the mobility characteristics and the access patterns of wireless PDA users on the University 
of California San Diego (UCSD) campus; the largest wireless local area network (WLAN) 
network mobility and geographic measurement project in the campus of Dartmouth 
College (Kotz and Henderson, 2005); and projects for collecting real traces for the mobile 
networking community, which were also initiated at Dartmouth (Kotz and Essien, 2005).

There are three methods for acquiring the traces (Aschenbruck et al., 2011). The first 
method is to trace the location of devices by monitoring with a particular tool. Currently 
Global Positioning System (GPS) is used for monitoring the localization system. The 
second method is to use the communication system for monitoring the communication 
devices. The accuracy of monitoring the communications is based upon the density of the 
access point to which communication devices communicate. This method may not be very 
precise, but it can be used to validate the mobility models. The third method is to acquire 
contact traces using Bluetooth or WLAN by monitoring the contacts among the mobile 
devices. For an opportunistic network, it is more interesting to have contacts between the 
devices than the actual location of devices, which helps to inspect the movement of devices. 
Currently, derivation of location-based traces from the traces of contacts is in focus, so that 
such characteristics may help in developing a new model and validating the existing one 
(Whitbeck et al., 2010). There are several repositories of real data traces like CRAWDAD 
(Kotz and Henderson, 2005),1 UNC/FORTH,2 MobiLib3 which contain real traces.

4.2.1.1  Trace-Based Analysis

There are several problems involved with the trace-based models. The ping-pong effect can 
be observed between WLAN access points; for example, a building can have various access 
points and users, without moving into reality, recurrently switch between the access points 
(Yoon et al., 2006). This problem can be solved by accumulating the data over the access 
points. This approach definitely overcomes the ping-pong effect, but it comes with the cost 
of losing location accuracy. Another challenge with trace-based analysis is the variations in 
time, in which there is the existence of variation in cellular traces for different days of the 
week (Verkasalo et al., 2007). To derive mobility models by acquiring a sufficient number 
of samples is another challenge in the analysis of the traces. One method to deal with this 
problem is to accumulate traces by analyzing the parameter of traces from the several simi-
lar application scenarios. A similar nature of mobility of WLAN users in  school campuses 
is observed, for example, “friendship” relationships between the students are asymmetric 
as they never encounter other students on the campus (Hsu and Helmy, 2005).

To generate new traces which resemble the real traces, WLAN traces are analyzed and 
are used for designing mobility models (Tuduce and Gross, 2005). The relevant statis-
tics are extracted from the WLAN traces that record the session length of each user at 
each access point (AP) for processing. The mobility model creates a “realistic” number of 

1 http://crawdad.cs.dartmouth.edu/
2 www.ist-mome.org/database/MeasurementData/index4475.html?cmd=datadetail&id=3873
3 http://nile.cise.ufl.edu/MobiLib/

http://crawdad.cs.dartmouth.edu/
http://www.ist-mome.org/database/MeasurementData/index4475.html?cmd=datadetail&id=3873
http://nile.cise.ufl.edu/MobiLib/
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nodes at each access point by using the same distribution with a “realistic session length 
(Tuduce and Gross, 2005). In the past few years, acute research is being done by the research-
ers in the area of trace-based modeling for several application scenarios. Analysis of dif-
ferent scenarios of GPS traces and pre-processing of data is mandatory due to GPS trace 
error which causes a small change in direction (Lee et al., 2009; Rhee et al., 2011). There 
are several interesting characteristics of human mobility that should be tried to model the 
traces for different outdoor scenarios. The traces for modeling the campus scenarios are 
taken from the WLAN networks of the campus and proposed a WLAN mobility model 
(Tuduce and Gross, 2005). The traces of WLAN taken from the campus scenario show that 
it fails to capture all the user movement in the campus scenario and show various limita-
tions while evaluating the performance of the communication systems.

There are various mobility models (Kim et al., 2006; Walsh et al., 2008; Hsu et al., 2009) 
that model campus scenarios and provide trace parameterized solutions, but the Campus 
Waypoint model (McNett and Voelker, 2005) and the statistical mobility model (Kotz and 
Essien, 2005) do not consider all the challenges discussed previously (i.e., ping-pong effect 
and variations in traces). The data traces match various other characteristics of the real-
life environment like movement trace from a corporate office building, university campus 
and public networking (Kotz and Essien, 2005; Tang and Baker, 2000). For many scenarios, 
like battlefield scenarios, office scenarios (Minder et al., 2005; Rojas et al., 2005) and city 
scenarios (Rojas et al., 2005), data traces are not available; hence there is significant need of 
accurate mobility traces for various types of application scenarios.

4.2.2  Stochastic Mobility Model

Mobility models under stochastic mobility are very simple and relatively easy to study 
but show little or no resemblance to realistic scenarios. They generally rely on the random 
movement of nodes. In this section we discuss different stochastic mobility models.

4.2.2.1  Random-Based Mobility Models

The mobile nodes in random-based mobility models move independently in the network 
without any restrictions, with randomly chosen direction, speed and destination. The 
random-based mobility models are very easy to implement; hence, they are used in dif-
ferent types of simulation studies. Popular random-based mobility models are described 
in subsequent subsections and we briefly evaluate random-based mobility models in 
Section 4.2.2.1.4.

4.2.2.1.1  Random Walk Mobility Model

The Random Walk Mobility Model (Einstein, 1956), also called Brownian motion, is a very 
popular mobility model and was proposed by Einstein in 1926. In this, the nodes move 
independently from one location to another with randomly chosen direction and speed 
from predefined ranges between 0 2, π[ ] and [ ],minspeed maxspeed  respectively at constant 
direction traveled d or at constant time interval t. If a node during movement reaches the 
simulation boundary, it bounces back with an angle of incoming direction and continues 
its movement along that direction and this effect is known as border effect (Bettstetter and 
Wagner, 2002). Many variations of random mobility model have been developed, including 
the 1D, 2D, 3D and d-D walks, and it is the most widely used mobility model because of its 
simplicity and wide availability (Bar-Noy et al., 1995; Decker, 1995; Rubin and Choi, 1997; 
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Zonoozi and Dassanayake, 1997; Garcia-Luna-Aceves and Madruga, 1999). The Random 
Walk mobility model helps to investigate the different set of system parameters by getting 
the mean cell sojourn time E S( ) of random movement of nodes (Rubin and Choi, 1997). It 
is used to track the random movement of nodes and calculates channel holding time and 
the handover number by partitioning the whole area into several regions according to 
previous, current and next motion directions of a mobile node (Zonoozi and Dassanayake, 
1997). A pre-designed state transition matrix is used to give a movement pattern of mobile 
nodes by characterizing the mean duration of stay in the current position and the prob-
ability of choosing a moving path (Decker, 1995). The Random Walk model is a memory-
less mobility model which is independent of its previous velocity and direction and thus 
is not considered suitable for wireless scenarios because it generates unrealistic mobility 
patterns (Liang and Haas, 1999).

4.2.2.1.2  Random Waypoint Mobility Model

The Random Waypoint mobility model is a very popular and widely used mobility model 
for evaluating the performance of routing protocols in wireless networks (Broch et al., 1998; 
Chiang and Gerla, 1998; Garcia-Luna-Aceves and Spohn, 1999; Johansson et al., 1999). It was 
proposed by Johnson and Maltz (1996). Random Waypoint extends on the Random Walk 
mobility model by incorporating a pause time between the change in direction and/or speed. 
In this mobility model, as shown in Figure 4.2, each mobile node moves independently and 
begins its movement by staying at one location for a specific period of pause time.

Once the time expires, it chooses a random destination and speed between the pre-
defined ranges [ ]minspeed, maxspeed  within the simulation area. The mobile node then 
moves to the randomly selected destination with the randomly selected speed and again 
stays for the specified period of pause time and repeats this process until the simulation 
ends. This model bears resemblance to the movement of the suspended particles in a fluid, 
so it is often called Brownian motion. RWP uses a bounding rectangle so, assuming the 
world is a torus, when nodes reach the destination they can bounce from the edge. The use 
of a bounded rectangle exponentially decomposes the time between the nodes which are 
in the wireless range of each other (Cai and Eun, 2007) and pose challenges toward RWP 
being realistic. However, by removing bounding rectangle, RWP becomes a power law 
and makes RWP more realistic.

It’s very difficult to imagine realistic scenarios for the RWP mobility model. But, due 
to its simplicity, several scenarios can be modeled; for example, in campus scenarios 
taxies in a city are fairly easy to diversify by only changing the speed and pause time 
intervals, and, if needed, increasing the size of the bounding rectangle for modeling a 
large campus.

FIGURE 4.2 
Node movement in the Random Waypoint Model.
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4.2.2.1.3  Random Direction Mobility Model

The mobile nodes in the Random Direction Model, as shown in Figure 4.3 chooses a ran-
dom direction and with a random speed it travels along that direction until it encounters 
an edge. Once it reaches the edge it again chooses a direction and repeats the process until 
the simulation ends. With a little modification to RDM, a Modified Random Direction 
mobility model is proposed by Royer et al. (2001).

In this model, there is no longer any need to travel to the simulation boundary to change 
direction. A mobile node can travel in a randomly chosen direction and can select a desti-
nation anywhere along that direction of travel. Like the RWM and RWP, the RDM model 
also exhibits sudden changes in speed and direction; hence, it is also an unrealistic mobil-
ity model. To avoid sudden changes, edge effect and unrealistic behavior in the mobility 
model, a Smooth Mobility model (SM), where the speed changes gradually, is proposed 
(Haas, 1997). In the Smooth Mobility model, each node is characterized by speed and 
direction. We will discuss this mobility model in detail in a later section. The position 
( ),x y  of a node and its motion vector ( ),v θ , where v is the speed of a node and θ is the direc-
tion of a node are periodically updated at every ∆t seconds as follows:

 x t t x t v t t+ ∆( ) = ( ) + ( ) ( )( )cos θ  (4.1)

 y t t y t v t t+ ∆( ) = ( ) + ( ) ( )( )sin θ  (4.2)

 v t t v t v V+ ∆( ) = ( ) + ∆( )min[max , , ]0 max  (4.3)

 θ θ θt t t+ ∆( ) = ( ) + ∆  (4.4)

4.2.2.1.4  Evaluation of Stochastic Mobility Models

Random mobility models are formulated to model the movement of nodes in a very sim-
plified way. They are widely accepted because of their simplicity but are not able to model 
most of the characteristics of realistic scenarios. Following are some characteristics of real-
istic scenarios that random mobility models are not able to capture:

 1. Temporal dependencies: In many realistic scenarios, mobility behavior such as sud-
den changes in acceleration, sudden braking and sharp turns may not occur 
frequently; instead, they occur incrementally and there is a smooth change in 

FIGURE 4.3
Node movement in Random Direction Model.
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direction. In random mobility models, the velocity is a memoryless random pro-
cess so they are not able to model realistic mobility behavior adequately.

 2. Spatial dependencies: Nodes in most realistic scenarios do not move independently; 
rather, they move in a correlated manner, like on battlefields, during search and 
rescue operations and in museum touring. Node behavior may be influenced by 
neighborhood nodes and may work in a correlated manner which is not possible 
with random mobility models.

 3. Geographical dependencies: Random mobility models can move freely within the 
simulation area without any restriction, but in a real scenario there may be a pos-
sibility of obstacles like trees, buildings, streets. Random mobility models do not 
take geographical obstruction into consideration and fail to mimic the real envi-
ronment scenarios.

The Random Waypoint mobility model is very a flexible mobility model used to evaluate 
multicast protocols of the ad hoc networks, but it is restricted to cover a small portion of 
the simulation area as it does not move far from its initial position. In this model, initially 
all the mobile nodes are distributed randomly within the simulation area, and after the 
performance investigation of the Random Waypoint mobility model, it is found that the 
nodes’ speed and pause time have a complex relationship with each other. For example, 
a mobile node with fast speed and shorter pause time provide more stability in the net-
work than a node with slow speed and longer pause time. The Random Direction mobility 
model is an unrealistic mobility model, e.g., it is very unlikely that people would evenly 
distribute themselves within the simulation area and stay for a specific pause time at the 
edge of the given area. The modified random direction model, does not allow the nodes 
to remain at the edge; rather, they can change direction and can pause before reaching the 
simulation boundary. The movement pattern of the node in the Random Direction model 
is very similar to the movement pattern of the node in the Random Walk model with 
pause time.

Stochastic models fail to model real environments and many mobility behaviors of 
opportunistic networks. Thus, several mobility models were proposed to model the mobil-
ity behavior that exists in OppNets.

4.2.3  Synthetic Models

Synthetic models are the mathematical models that capture the movement of nodes by 
imposing constraints, like obstacles, pathways, etc. They do not rely on the random move-
ment of nodes; rather, they move in a correlated manner to capture the movement of the 
nodes realistically. In this section we discuss various synthetic mobility models.

4.2.3.1  Temporal-Dependency–Based Mobility Models

The physical constraint of the mobile nodes affects the velocity of the mobile node 
which gradually or abruptly changes. The temporal dependency property describes 
the velocity of the nodes which are nearby to each other at two time instances i.e., the 
current velocity of the node is dependent upon the previous velocity. The temporal-
dependency-based mobility model considers the property of temporal dependency and 
is proposed in the literature; here, two mobility models popular under this category are 
discussed.
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4.2.3.1.1  Gauss–Markov Model

The Gauss–Markov mobility model was proposed by Liang and Haas (1999) for predicting 
the user mobility pattern in the wireless personal communication service (PCS) network. 
This model is created to circumvent the limitations of the randomness in the random-based 
mobility models by using velocity as a tuning parameter to vary the degree of randomness 
in the movement pattern.

In this mobility model each mobile node is initially assigned a current speed and direc-
tion, and the movement of each node occurs by updating its speed and direction at fixed 
intervals of time. The speed and direction of each mobile node are correlated over time 
and are calculated upon the previous speed and direction of the corresponding mobile 
node by using Equations 4.5 and 4.6 and the updated position of the node at each time 
interval is calculated based on the current position, speed and direction of the movement 
of the node by using Equation 4.7 and 4.8:

 s s s st t xt= + −( ) + −( ) ⋅− −α α α1
21 1 1

 (4.5)

 d d d st t dt= + −( ) + −( ) ⋅− −α α α1
21 1 1

 (4.6)

 x x s dt t t t= +− − −1 1 1cos  (4.7)

 y y s dt t t t= +− − −1 1 1sin  (4.8)

where, st and dt are the updated speed and direction of the MN at time interval t.
α α= ≤ ≤0 1, is the tuning parameter used to vary the randomness.
s and d are constants representing the mean value of speed and direction as t → ∞ and 

sxt−1 and sdt−1 are random variables from a Gaussian distribution.
(x yt t, ) and (x yt t− −1 1, ) are the x and y coordinates of the mobile node’s position at the nth 

and (n−1)st time intervals, respectively, and st−1 and dt−1 are the speed and direction of the 
mobile node, respectively, at the (n−1)st time interval.

To prevent the nodes from exhibiting the undesired edge effect, they are forced to stay 
away from the simulation boundary by modifying the mean direction in the above equa-
tion when they are at a certain distance from the simulation boundary.

4.2.3.1.2  Smooth Random Mobility Model

Another temporal-dependency-based mobility model is a smooth random mobility model. 
This mobility model was proposed by Haas (1997), to avoid the unrealistic behavior of the 
nodes, the edge effect and the sudden changes of speed during the movement of the node, 
which were all present in the random-based mobility models (Figure 4.4).

In this mobility model the speed of the mobile node changes gradually rather than with 
sudden acceleration and sharp turns. Each node is defined by a motion vector v,θ( ) where 
v and θ are the speed and direction respectively. At regular intervals of time, the position 
and the motion vector of the mobile node is updated based on the following equation:

 v t t v t v v+ ∆( ) = ( ) + ∆( ) min maxmax , ,0  (4.9)

 θ θ θt t t+ ∆( ) = ( ) + ∆  (4.10)
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 x t t x t v t t+ ∆( ) = ( ) + ( ) ( )( )cos θ  (4.11)

 y t t y t v t t+ ∆( ) = ( ) + ( ) ( )( )sin θ  (4.12)

where, ∆v and ∆θ is the change in speed and direction respectively and are random vari-
ables chosen to be small for a smooth trajectory of the node; x and y are the position of the 
mobile node and vmax is the maximum speed.

4.2.3.2  Spatial-Dependency–Based Mobility Models

The mobility models under this category are characterized by the spatial dependency prop-
erty, in which the movement of the mobile node is correlated by the neighboring nodes. Various 
spatial-dependency-based mobility models, including the Reference Point Group Mobility 
model (RPGM), the Pursue mobility model, the Community mobility model and the Nomadic 
community model, are proposed in the literature which are briefly discussed below.

4.2.3.2.1  Reference Point Group Mobility Model

The Reference Point Group mobility model is one of the most popular mobility models, 
proposed by Hong et al. (1999). In the Reference Point Group mobility model, each mobile 
node in a group is randomly distributed around the predefined reference point RP

� ���
, which 

allows individual random movement of nodes along with the group motion behavior. Each 
group of nodes has a logical center that defines the entire group movement via the group 
motion vector, GM

� ����
. The location of the individual reference point is updated according to 

the group’s logical center when the reference point moves from t to t + 1 . The motion vec-
tor GM
� ����

 can be designed on the basis of predefined paths or can be randomly chosen. Once 
the group motion vector reaches the checkpoint it again computes the next checkpoint and 
moves to that checkpoint. With proper selection of checkpoint the RPGM can model vari-
ous realistic application scenarios. The RPGM model (Hong et al., 1999) has modeled three 
application scenarios:

 1. In-place mobility model: In this model, different working groups in different adja-
cent locations within the simulation area are working with different movement 
patterns.

 2. Overlap mobility model: In this model, different working groups work within the 
same simulation area with different movement pattern.

0

1

2

3

4

5

6
7

8

9

10

FIGURE 4.4
Node movement in Smooth Random Mobility Model.
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 3. Convention mobility model: In this model, different working groups work in their 
respective adjacent locations with each other and, depending upon the scenario, 
some nodes from one working group can move to another working group work-
ing in the adjacent location.

RPGM can model various other realistic application scenarios such as military, disaster 
relief, search and rescue, etc.

4.2.3.2.2  Column Mobility Model

The Column mobility model was proposed by Sanchez (n.d.), and is a spatially depen-
dent group mobility model useful for searching and scanning purposes. In this mobility 
model, a set of mobile nodes uniformly moves forward in a particular direction by form-
ing a line. For example, a group of soldiers marching toward their enemy by forming a 
line. A minor modification of the mobility model is described by Sanchez (n.d.) where a 
set of mobile nodes are placed in a single-file line and are allowed to follow one another 
about their initial position. The node’s reference position is updated by the following 
equation:

 next reference position prev reference position advance ve_ _ _ _ _= + cctor  (4.13)

where, prev_reference_position is the initial location of the node, advance vector is the 
predefined offset for moving the reference grid, which is calculated by a random distance 
and a random angle between 0 to π.

 next position next reference position random vector_ _ _ _= +  (4.14)

The node’s next position is updated by the sum of next reference position_ _  and 
random vector_ , which is a random offset given in the above equation.

4.2.3.2.3  Pursue Mobility Model

The Pursue mobility model is another spatially-dependent-based mobility model (Sanchez, 
n.d.; Bergamo et al., 1996), in which mobile nodes attempt to track a particular target. It can 
be used for law enforcement and signal source tracking, as the nodes in the model try to 
capture the single target node. This is also based on the Reference Point Group mobility 
model and the node being pursued follows the Random waypoint mobility model for the 
movement within the simulation area (Figure 4.5).

The position of the node in the Pursue mobility model is updated by the following 
equation:

 

Next position Prev position acceleration target prev positi_ _ _= + − oon

random vector

( )
+  (4.15)

The next position of the node is calculated based on the current position of the node, a 
random vector which is a tuning parameter to maintain the randomness for the effective 
tracking of the mobile node being pursued. Target is the expected position of the node 
being pursued.
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4.2.3.2.4  Nomadic Community Mobility Model

The Nomadic Community mobility model (Sanchez, n.d.; Sanchez and Manzoni, 2001) is 
another type of correlated mobility model in which a group of mobile nodes randomly 
moves together from one location to another. Each node in the mobility model follows an 
individual mobility model, such as a random mobility model, to move around the refer-
ence point. When the reference point changes, the whole group of nodes moves to another 
location defined by the reference point and begin to move around the newly changed ref-
erence point. Compared to the Column mobility model, the Nomadic Community model 
shares the reference grid and the movement of nodes is sporadic (Figure 4.6), whereas the 
Column mobility model has its own reference point and the movement of nodes is more 
or less constant.

The general movement of the group determines the reference point of each node. The 
position of the node is updated by the following equation:

 next position Predefined reference position random vector_ _ _ _= +  (4.16)

Each node’s predefined reference point can be offset by the random vector for the ran-
dom motion of the node. The Nomadic Community mobility model can be used in various 
types of scenarios, such as military scenarios, agricultural scenarios, etc.

4.2.3.3  Geographical-Restriction–Based Mobility Model

In random mobility models, mobile nodes are free to move anywhere within the simula-
tion area without any geographical restrictions like environmental obstacles such as path-
ways, streets, buildings, etc. Geographical-restriction-based mobility models are models 

FIGURE 4.5
Movement of 4 nodes in Pursue Mobility Model.

FIGURE 4.6
Movement of 4 nodes in Nomadic Community Mobility model.
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which are bounded by environmental restrictions. Various mobility models are proposed 
under this category, and are briefly discussed in the following.

4.2.3.3.1  Pathway Mobility Model

The Pathway mobility model is a geographical-restriction-based mobility model where the 
model is bounded by pathways. In this model, the map is predefined for the simulation 
area and it models the map as a random graph where vertices in the graph represent the 
buildings and edges represent pathways (Tian et al., 2002). The movement of the mobile 
node begins by placing the node onto the edges, i.e., pathways. The node begins its move-
ment to a randomly chosen destination and moves toward the destination through the 
shortest path following the edges. On reaching the destination, it stays there for a specified 
pause time, then moves again toward a new randomly chosen destination. The Pathway 
mobility model also shows some form of randomness, but it is bounded by pathways, 
i.e., it can move anywhere within the simulation area but only on the pathways, unlike 
random-based mobility models. The Pathway mobility model can be applied in various 
scenarios, like on university campuses, streets etc.

4.2.3.3.2  Obstacle Mobility Model

The Obstacle mobility model is another geographical-restriction-based mobility model 
which tries to model the movement of the node considering the environmental obstacles. 
Environmental obstacles affect the movement pattern of the nodes as when the node 
encounters the obstacle it has to change its path. Therefore, obstacles play a significant 
part in modeling the mobility of the node. Various mobility models were proposed by the 
researchers to avoid the environmental obstacles. Johansson et al. (1999) developed three 
realistic scenarios to avoid the obstacles.

 1. Event coverage scenario: In this scenario, a group of people are highly mobile and 
frequently changing location within the scenario.

 2. Conference scenario: With 50 people in a conference room scenario; only a few peo-
ple are moving with low mobility and most of them are static.

 3. Disaster relief scenario: In the disaster relief scenario, some nodes are highly mobile 
and some are less mobile depending upon the application scenario.

In all of the three scenarios discussed above, the obstacles are placed within the simula-
tion area as a rectangular box and the mobile node tries to avoid the obstacles by choosing 
the correct movement trajectory. Jardosh et al. (2003) tries to investigate the effect of the 
obstacles on the mobility of the nodes. They placed the obstacle in the simulation field to 
model the buildings of the UCSB campus. The authors found that the people in the campus 
follow a predefined pathway within the simulation area rather than moving randomly. So, 
a Voronoi graph is computed for the construction of the pathways based on the building’s 
location. Once the pathway graph is constructed by joining the intersection of buildings or 
obstacles with Voronoi graph, nodes are restricted on the pathways, i.e., they are allowed 
to travel on the pathways and can enter and exit the buildings because of the campus 
scenario. Nodes move in a predefined pathway graph through the shortest distance to the 
randomly selected destination. The shortest distance in Voronoi graph is computed by the 
Dijikstras algorithm.

The restriction of predefined pathways limits the application scenarios and makes the 
application scenarios more or less static; also, in some scenarios, choosing the shortest 
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path to reach the destination is not possible. To address these issues, Huang (2005) 
proposed a Delaunay model in which nodes can avoid the obstacles without pass-
ing through them. The detour pathways are computed with the shortest pathways by 
avoiding obstacles and also with the number of pathways. But the detour method does 
not seem to be feasible as it requires complex calculation for the computation of the 
pathways and fails to represent the group motion behavior. Tan et al. (2002) proposes 
a realistic human motion group behavioral model based on the individual complex 
behavioral interaction. The geographic restriction restricts the movement of the nodes 
and in turn affects the mobility of the nodes in the network. Hence, researchers are try-
ing to mimic the movement pattern which realistically captures the movement of the 
nodes in the network.

4.2.3.3.3  Manhattan Mobility Model

The Manhattan mobility model (Bai et al., 2003) is also a geographical-restriction-based 
mobility model which uses predefined grid topology for the movement of the nodes. 
It models the movement pattern of the nodes in well-organized streets of urban areas. 
It moves in a horizontal and vertical direction by using a probabilistic approach to move 
straight, left and right on the street. For moving straight at each intersection of nodes it 
chooses a probability of 0.5 and a probability of 0.25 for a left or right turn. It is not suitable 
for highway scenarios, but is allowed to move left or right with certain probabilities, i.e., it 
is allowed to change direction.

4.2.3.3.4  City Section Model

The City Section mobility model (Davies et al., 2000) mimics the realistic movement of the 
node in a section of a city. The mobile nodes in the mobility model follow the predefined 
path and are restricted by obstacles and traffic regulation as in the real scenarios. Each 
mobile node begins its movement from a defined point on the street toward the randomly 
chosen destination through the shortest path. After reaching the destination, it stays at 
that location for a specific pause time and again it chooses a random destination for the 
movement and repeats the process until the simulation ends. The City Section mobility 
model presents the realistic movement of the node by restricting the movement pattern, 
i.e., following the predefined path like in real scenarios as people move on a predefined 
path following traffic regulations. Researchers are considering improvements to the City 
Section mobility model and have improved a lot, like in the pause time of the model, incor-
poration of changes in velocity, increasing number of streets, expanding the simulation 
area, high speed road, etc.

4.2.3.4  Evaluation of Synthetic Mobility Models

Synthetic mobility models are designed for realistically modeling the movement of nodes 
in a correlated manner with physical constraints. They are widely accepted because of 
their realistic modeling of the movement pattern and group motion behavior. Following 
are some characteristics of realistic scenarios that synthetic mobility models are able 
to capture:

 1. Temporal dependencies: Synthetic mobility models are able to deal with realistic sce-
narios with mobility behavior where nodes exhibit incremental acceleration and 
smooth changes of direction within the simulation area.
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 2. Spatial dependencies: The nodes in most of the synthetic mobility models do not 
move independently; rather, they move in a correlated manner, like on the battle-
field, search and rescue operations and in museum touring. They influence the 
neighborhood nodes and may work in a correlated manner.

 3. Geographical dependencies: Synthetic mobility models deal with geographical 
restrictions as in a real scenario there may be a possibility of obstacles like trees, 
buildings, streets. Hence, geographical-restriction-based mobility models take 
geographical obstructions into consideration and mimic the real environment 
scenarios.

Synthetic models are able to model real environments and many mobility behaviors, 
including the group motion behavior of opportunistic networks. Thus, several mobility 
models were proposed to model the mobility behavior that exists in OppNets.

4.2.4  Map-Based Mobility Models

Map-based mobility models are based on the traffic and user mobility patterns in order 
to evaluate and deal with networking issues in the opportunistic network. Nodes in 
map-based mobility models, move randomly on a predetermined path defined by the 
map data in a well-known text format file. In map-based mobility models, a group 
of nodes can select a certain destination or point on the map and after traveling to a 
specified distance they pause for a certain pause time and then again begin their jour-
ney. There are various map-based mobility models which will discuss in subsequent 
Sections.

4.2.4.1  Route-Based Map Mobility Model

The Route-based Map Movement (RBMM) mobility model mimics the movement of nodes 
on the basis of predefined routes on the simulation maps. Nodes in this model have pre-
determined routes that they follow in the simulation map after getting the map data, 
but during the movement of nodes the model does not select the destination randomly; 
instead, they select the next destination in which they are currently moving. The routes 
in the model have many stop points which the nodes follow while traveling; they stop for 
a specified pause time on the stop points to reach the destination with shortest path for 
modeling the movement pattern (Ekman et al. 2008). Route-based Map Movement mobil-
ity model can be used to model the movement of various real-life application scenarios, 
like bus routes, train routes, etc. For modeling the vehicular motion behavior, a variant 
of the RBMM mobility model was proposed, namely STreet Random Waypoint (STRAW) 
mobility model, which uses real street scenarios, where the nodes travel on the predefined 
roads or routes defined by the street map data to model the realistic vehicular traffic pat-
tern (Choffnes and Bustamante, 2005).

4.2.4.2  Rush Hour (Human) Traffic Model

The Rush Hour Traffic model (Seah et al., 2006) deals with the traffic condition of rush 
hour. The Rush Hour Traffic model focuses on high traffic area and choice of destina-
tion, as people tend to travel to nearby places rather than going further destinations. 
For deciding the node’s destination, the distribution is done by a destination allocation 
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algorithm based on the exponential distribution. Several improvements in the rush hour 
traffic model are required as it does not consider geographical restriction, temporal 
dependencies, etc.

4.2.4.3  Working Day Movement Model

The Working Day Movement model was proposed by Ekman et al. (2008) to capture move-
ment patterns of real-life scenarios. This model was proposed for delay tolerant networks 
to deal with inter-contact time and contact time distributions that are found in the traces 
of real-world measurement experiments. The authors have validated their model with the 
ONE simulator. The model deals with the everyday work routine of people and tries to 
simulate the work routine and compare its statistical features to real-world traces. The 
Working Day model is developed with four submodels, depicting the work routine which 
most of the people follow every day and repeatedly.

 1. Home activity submodel: This scenario is used in the evening and at night for 
modeling the home activities. In this, the node is assigned a point in the map 
as its home location and it walks for a short distance and remains there until 
the wakeup time. The model does not consider the movement inside the home 
(Ekman et al., 2008).

 2. Office activity submodel: This model shows the movement of the employee in the 
office ( e.g. from the employee’s desk to the conference or meeting location) (Ekman 
et al., 2008).

 3. Evening activity submodel: This models the activities which people can do in the 
evening in groups after work, like taking an evening walk, roaming around the 
streets, going into restaurants etc., (Ekman et al., 2008).

 4. Transport submodel: This submodel models the movement of nodes between office, 
home and evening activities. This can be done by the walking submodel, the car 
submodel or the bus submodel (Ekman et al., 2008).

The nodes move on a map which contains all the locations of home, office and evening 
activities, and defines spaces and routes for the movement of the nodes. The Working Day 
Movement model tries to model each scenario which people follow in everyday life.

4.2.4.4  Shortest Path Map-Based Movement

The Shortest Path Map-based Movement (SPMBM) mobility model (Keränen and Ott, 
2007) proposed for DTNs is based on the shortest path available within the simulation 
map scenario. In this model, rather than moving randomly around the simulation map, 
a shortest path is chosen over the available paths between two random nodes and Points 
of Interest (POIs) from the simulation map, as people mostly use the shortest path to 
travel. Point of Interests (POI) is the places on the simulation map that node within the 
group travel. In the Shortest Path Map-based mobility model, all the nodes are placed 
randomly on the simulation map and then nodes travel to a certain destination in the 
simulation map following the Dijikstra algorithm to discover the shortest path from 
the available paths on the simulation map. After reaching a specified destination, the 
nodes pause for a certain period of time and again move to a newly selected destination 
through shortest path.
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4.2.4.5  Evaluation of Map-Based Mobility Models

Map-based mobility models generally model movement pattern based on the map, the 
routes people follow, the traffic pattern, the working activities pattern, etc. These mobil-
ity models are useful in modeling various real-life scenarios, but the map-based mobility 
models have certain limitations in that the paths in the model are predefined, which, in 
some cases, is not possible in real life. The nodes always follow the predefined route of the 
map data, which fails to accurately represent real human movement. Researchers are look-
ing forward to model more real-life application scenarios which are related to route- and 
map-based movements.

4.2.5  Social-Network–Based Mobility Models

The Social-network-based mobility model captures the behavior of movement based on 
human decisions and the social nature of humans or the entities just like the social behav-
ior of humans in a battlefield or during disaster relief, etc., and relies upon the structure of 
the relationships among the individuals.

4.2.5.1  Community-Based Mobility Models

The Community-based Mobility Model (CMM) (Musolesi and Mascolo, 2006) is a social-
network-based mobility model which mimics the movement pattern based on social net-
work. The CMM mobility model groups the node according to the community to which 
they belong. Nodes with the same community are grouped as friends, and nodes which 
belong to different communities are grouped as non-friends. Initially a cell is allotted to 
each community where they share a social link between the friends and non-friends com-
munity for the movement of the nodes in the network. The gregarious behavior of the 
nodes is the main drawback of this model where, when a node decides to exit the commu-
nity, all other nodes follow the node belonging to the same community.

To resolve the limitations, a Home-cell Community-Based Mobility (HCM) model is 
proposed. According to this model, which is a variant of the CMM model, other the than 
home community some nodes can also have social links with the other community (Hsu 
et al., 2007). Hence, the HCM mobility model deals with the gregarious behavior, and the 
probability of the nodes leaving their home community for the destination community 
are based on the social links of the node with the other nodes belonging to the destination 
community (Veeramani et al., 2011).

4.2.5.2  Social Network Models

Herrmann (2003) proposed a social mobility model in which the movement of the users 
is influenced by the relationships among them. In this model, artificial users periodically 
move between a set of abstract locations. A set of abstract locations, which they have to 
visit at fixed time, is given to the users. Musolesi et al. (2004) proposed a social network 
model is based on social network theory as it depends upon the human relationships. The 
model allows a number of hosts to be grouped together based on the social relationships 
among them and mapped to a topographical space. It models the social network through 
a weighted graph of the relationships. Social network models are based on the social rela-
tionship between the nodes, which affects the movement pattern of the node in the net-
work; hence, it is necessary to model the social behavior based on social network theory.
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4.3  TRANSIMs

The TRansportation ANalysis SIMulation System (TRANSIMs) (Smith et al., 1995) is 
a US-DOT, Federal Transit Administration, Federal Highway Administration and the 
Environmental Protection Agency sponsored integrated system of travel forecasting and 
decision support tools developed to conduct analysis and modeling of the regional trans-
portation system. Based on the cellular automata (a concept originally discovered in 1940s 
by Stanislaw Ulam and John Von Neuman) microsimulator, TRAINSIMs is capable of 
simulating the movements and activities of individual travelers and vehicles through the 
transportation network of a large urban population. With its ability to model the multi-
modal transportation conditions, TRANSIMS makes the transportation planning process 
accurate as well as flexible.

4.4  Testing Tools

Simulation is the most common method, and an invaluable tool, in analyzing the per-
formance of ad hoc network protocols, as it quickly explores the large systems; they 
are an imitation of the real-world system, with key characteristics of selected systems. 
Among the different methods: analytical, simulation, emulation and testbed experi-
ments for validating network protocols, simulation offers several advantages, includ-
ing reproducibility, parameters isolation, scalability and metrics exploration. Among 
numerous available simulators, such as GloMoSim (Zeng et al., 1998), OPNET Modeler 
(2004), NetSim (Wong et al., 1990), etc., ns-2 (a monarch extension) (The ns-2 Project, 
2008), is the most popular simulation tool for evaluating the performance of network 
protocols. It is a discrete event simulator written in C++ and OTcl. Its active develop-
ment and maintenance stopped in 2010 but volunteers from the user community are 
still developing it. Ns-3 (The ns-3 Project, 2003) is the actively developed new version 
of ns-2; it is written in C++ and Python with scripting capability, and is not a back-
ward compatible extension of ns-2. The class of discrete event simulators includes many 
simulators which simulate not only the complex computer system but can also simu-
late biological, industrial, economic and systems of various other disciplines. Generally, 
these types of simulators perform the operation of systems as a discrete sequence of 
events (i.e., each sequence of events occurs at a particular instant of time and no change 
of system occurs in between consecutive events). SimEvents (Clune et al., 2006), SIMUL 
8 (Hauge and Paige, 2004), Simio (Kelton et al., 2011), GoldSim (Guide et al., 2007), 
FlexSim (Gelenbe and Guennouni, 1991), ExtendSim (Diamond et al., 2007), Enterprise 
Dynamics (Rabelo et al., 2005), Simcad Pro (Adra, 2005) etc., are examples of commercial 
discrete event simulators. Simula (Dahl and Nygaard, 1965), OMNET++ (Varga, 2005), 
Parsec (Bagrodia et al., 1998), CPN Tools (2005), JaamSim (King and Harrison, 2013) are 
examples of open source discrete event simulators.

Despite the several advantages offered by simulation, it still may not accurately 
model realistic scenarios and is not able to reflect the true performance of the network 
system. Results obtained by different simulators may show significant differences 
and divergent results, which is shown by many authors. There is a significant amount 
of difference in the results obtained by some popular simulators (OPNET Modeler, 
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GloMoSim and ns-2) (Cavin et al., 2002). Taking mobility modeling into consideration, 
the presence of few set of nodes and limited duration of trace results create critical 
issues in simulation. Therefore, there is thriving interest in testing systems and net-
working protocols with various tools that reproduce the movement traces accurately. 
STRAW (Choffnes and Bustamante, 2005) uses real vehicular US cities for modeling 
the vehicular traffic and provides more accurate simulation results by using a vehicu-
lar mobility model. Mobility simulator (Haerri et al., 2005) is another simulator that 
realistically models scenarios, funded by a Department of Transportation (DOT) smart 
city challenge. TRANSIM (Smith et al., 1995) is another tool that forecasts the trans-
portation planning and emissions analysis, and was discussed in detail in Section 4.3. 
Tools for simulations and the validations of the results are increasing and are open for 
future work.

4.5  Impact of Mobility Models on the Performance 
of Opportunistic Networks

Opportunistic networks can work in a highly mobile environment, which in turn affects 
the performance of the systems. Not surprisingly, the use of different mobility models 
show significant differences in the performance of the networking protocols. The highly 
dynamic network, mobility characteristics and variation in the performance metrics 
has affected the performance of networking protocols, since messages in opportunistic 
networks are transferred in peer-to-peer fashion when two nodes are in contact with 
each other. The throughput of a node can increase with the highly dynamic network as 
compared to the fixed networks (Grossglauser and Tse, 2001). In general, opportunis-
tic networks are characterized by a small diameter, a so called “small world” between 
the mobile nodes (Chaintreau et al., 2007). The results are validated by capturing the 
human mobility and computing all the paths that impact on the diameter of the grow-
ing network size of an opportunistic network (Chaintreau et al., 2007). For performance 
evaluation of the mobility model, protocol dependent and independent metrics are used 
(Bai et al., 2003); protocol independent metrics are directly extracted from the traces of 
the mobility models. They are independent of the networking protocols, whereas proto-
col dependent metrics are dependent on the network protocols running on the system. 
These metrics influence the performance evaluation of the system like link duration, 
link breakage etc., (Lenders et al., 2006). Throughput and delay performance are affected 
by the node correlation in the RPGM model (Ciullo et al., 2011). The analysis of the clus-
tered movement of nodes in the routing algorithm for the opportunistic network shows 
a reduction in throughput and an increase in delay for sparse but highly clustered dis-
tributions of nodes. Flooding time has great impact on opportunistic networks with 
realistic mobility models  (Shin et al., 2007). Moreover, the performance of protocols 
and contact trace-based metrics is strongly affected by the diffusive behavior of mobile 
nodes (Kim and Lee, 2010).

The social mobility impact on opportunistic networks was simulated and the results 
show that the exploitation of the node movement behavior always gives better results; with 
a greater degree of sociability, the packet delivery probability will be greater with mini-
mal delay (Ciullo et al., 2011). There are several other interesting areas where the mobility 
model plays a significant role in opportunistic networks.
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4.6  Future Research Directions in Mobility Modeling

The broad concept and challenges for mobility models in opportunistic networks 
described in the chapter have been widely understood and are a topic of active 
research in the research community. The concept of opportunistic networks is built 
over the foundation laid by the MANETs. The need of network protocol evaluation 
and the problems associated with the mobility opens the door for further research. 
Researchers are looking forward to the challenges involved in developing new mobil-
ity models that combine the best properties of other models for the accurate model-
ing of mobility patterns. An avenue of future work is to scrutinize the entire entities 
involved in the real world for the production of the realistic mobility model. Further, 
a minimum standard for the thorough evaluation of the performance of different 
mobility models should be allowed in conjunction with the study of mobility metrics. 
Finally, acquiring traces for realistic application scenarios is a very significant chal-
lenge in view of future research.
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5.1  Introduction

An opportunistic network (OppNet) is a kind of mobile ad hoc network (MANET) 
which does not require any predefined end-to-end path to deliver a message to a pair of 
nodes. OppNets are an infrastructure-less network, i.e. it does not require any repeaters 
or routers to be placed in the network. Here, nodes are carried by any wireless devices 
which are nearer to the destination; they may be movable or immovable. MANETs 
and OppNets do not have any knowledge about the nodes wishing to communicate 
(Verma & Anurag, 2011).

The two main parameters to improve route optimization are mobility models and routing 
protocols. Mobility models are those which depict the path or motion of mobile nodes (MNs) 
while routing protocols help in forwarding messages as per the directions. To optimize any 
given route, these two parameters must be selected depending on the nature of the network, 
the traffic, etc. Hence, proper selection of these parameters will ensure optimization.

Due to its highly dynamic nature, i.e. frequent changes in topology, routing in the 
opportunistic network is a challenge. Since routing helps us in finding the next best hop, 
here comes a challenge to design an efficient routing protocol by which throughput can 
be increased. In some cases, a piece of information called context is given to the network 
in order to assist the routing decision process, but this may not be available every time. 
Context may be in the form of the previous node’s history, the social activities of people 
and probabilities depending on when the node last got connected (aging). It has been 
shown that nodes encounter depends on the user’s social behavior since in most cases 
mobile devices are carried by users (Xiaohua & Song, 2014).

Based on these considerations, the taxonomy of routing protocols is characterized into 
six categories:

 1. Geographic-Based
 2. Link-State-Aware
 3. Context-Aware
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 4. Probabilistic
 5. Optimization-Based
 6. Cross-Layer

5.2  Geographic‑Based

These routing protocols were introduced to provide geographic locations to ad hoc net-
works. The nodes within a specified geographic range are allowed to form a network and 
exchange messages (Figure 5.1).

FIGURE 5.1
Taxonomy of routing protocols.
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5.2.1  Contention-Based Forwarding (CBF)

CBF is a geographical routing protocol designed for vehicular ad hoc networks (VANETs) 
(Füßler, Widmer, Käsemann, Mauve & Hartenstein., 2003). Each node contains its previous 
hop’s ID, its destination ID and a packet ID. If the node received is not its final destination, 
then the packet shall be forwarded again.

The packet progress for node n is calculated as:

 P d n dn = ( ) − ( )dist l, ,  

where dist is its Euclidean distance; l and d are its last hop and destination respectively.
The timer value is calculated as: 
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Rmax is the maximum radio range; Rn is the range of node n; τ is a maximum forwarding 
delay; based on the value of t, the number of participants are known. If it is infinite, then 
the packet is dropped, otherwise it is forwarded after t seconds unless it is overheard 
by the same ID. In such a case the timer is canceled. By simulation, it is proved that the 
throughput in CBF is about 100% if connections are available; overhearing is also less due 
to there being no duplicate messages. At the destination, a final acknowledgment (ACK) is 
sent to all direct nodes informing about the successful reception.

5.2.2  Geographic Random Forwarding (GeRaF)

A routing protocol proposed by B.S. Raj et al. is a completely unique forwarding tech-
nique that is supported by geographic location and the random choices of relaying 
nodes. A greedy geographic algorithm is proposed. It is attractive in wireless device 
networks due to its potency and quantifiability. However, greedy geographic routing 
causes long routing models and may not work well with random network topologies. 
The best theme is selected to maximize the efficiency of the network (Raj, Naveenraj & 
Gopinath, 2015).

5.2.3  Geographic Opportunistic Routing (GOR)

GOR is the combination of geographical and opportunistic routing. Geographic routing 
has an advantage in that it is not required to maintain any tables. It just makes decisions 
based on neighboring nodes. Opportunistic routing is always better than traditional rout-
ing (TR). GOR analyzes the tradeoff between the reliability, the packet advancement and 
the medium access control (MAC) coordination time cost. A local parameter is being intro-
duced called the expected one-hop throughput (EOT) to balance all the factors. Maximum 
EOT must be achieved (Zeng, Lou, Yang & Brown, 2007). The idea of achieving maximum 
EOT comes from the following:

 1. Since the whole-path achievable throughput is less than the per-hop throughput, 
if we maximize EOT there is every chance that the throughput may increase.
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 2. The path delay is a summation of per-hop delays, which is actual delay caused 
by transmitting packets and candidate coordination. As the per-hop delay factors 
(Ts&Tf(i)) form together, ti is in the denominator, so that as delay reduces, through-
put increases.

 3. EOT also considers the packet advancement factor; so by increasing potential, we 
can reduce hop counts, by which the message interference and delay are reduced.

We calculate an upper bound by which we got to know its concavity, which shows that 
even if we involve a large number of forwarding candidates and hence raise the chances 
for the packet to come closer to the destination the gained benefit is just marginal.

5.2.4  Multi-Rate Geographic Opportunistic Routing (MGOR)

K. Zeng et al. conducted a comprehensive study on the impact of interference, multiple 
rates, candidate selection and prioritization on maximize throughput. Considering wire-
less interference and the unique properties of opportunistic routing (OR), they proposed 
a concept of concurrent transmitter sets to show the constraints imposed by the trans-
mission conflicts of OR and to formulate the maximum end-to-end throughput problem 
as maximum flow linear programming. Two multi-rate OR parameters are introduced: 
i. expected medium time (EMT) and ii. expected advancement rate (EAR), and their cor-
responding distribution of local rate. As for the candidate selection schemes, one of them 
are least medium time OR (LMT OR) and the other is multi-rate geographic OR (MGOR). 
When simulated, MGOR outperforms GOR (Zeng, Lou & Zhai, 2008).

5.2.5  Location Aided Opportunistic Routing (LAOR)

Routing in a wireless channel is a challenge. GOR was designed to work well with unreli-
able transmissions by exploiting the broadcast nature and using a spatial diversity of the 
network topology. Since GOR cannot support multi-channel, LAOR was designed (Zeng, 
Yang & Lou, 2009). LAOR considers candidate selection, prioritization and coordination 
with respect to GOR. LAOR proposed a local parameter called one-hop throughput (OEOT), 
to define the tradeoff between the one-hop’s packet advancement and packet forward-
ing time. Different algorithms are proposed based on local rate adaptation and candi-
date selection algorithms to optimize the network. After rigorous simulation, results have 
shown that multi-rate GOR, incorporating rate adaptation and candidate selection, outper-
forms GOR. MGOR shows high performance with a high delivery rate and a lower delay 
than single-rate GOR.
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5.2.6  Position-Based Opportunistic Routing (POR)

S. Yang et al. proposed a novel protocol called POR. It considers the complete benefits of 
the broadcast nature of wireless channel as well as opportunistic forwarding. Data packets 
are forwarded to multicast using multiple forwarders. A predefined list is inserted in the 
header of the packet using local information, and the packet moves in the given direction. 
The redundancy and randomness make it more efficient and robust. POR has negligible 
overheard and better scalability. The main cost incurred here is due to increased computa-
tional resources since many packets are forwarded to upper layers. It requires much buffer 
space, but if the time slot is properly used buffer usage can be reduced. POR performs well 
not only in normal conditions but also works well in hostile environments (Yang, Zhong, 
Yeo, Lee & Boleng, 2009).

5.2.7  Topology- and Link-Quality-Aware Geographical 
Opportunistic Routing (TLG OR)

OR takes advantage of both the broadcast nature and the spatial diversity of wireless trans-
missions to improve the performance of ad hoc networks (Zhao, Rosario, Braun, Cerqueira, 
Xu & Huang 2013). In most of the existing protocols, a predefined path is set and the nodes 
are allowed to follow that. Instead, OR lets us choose the next hop by the receiver side, by 
letting multiple receivers coordinate and decide which one can be a better forwarder. TLG 
OR uses network metrics like network topology, link quality and geographic location to 
perform coordination. TLG OR performs well both in terms of quality of service (QoS) and 
quality of experience (QoE).

5.2.8  Link Quality and Geographical Aware Opportunistic Routing (LinGo)

The Internet of things (IoT) has a huge impact on safety and environmental monitoring 
multimedia applications, which aim to minimize emergency response times and are also 
used to predict hazardous events. In this scenario, OR allows routing in a distributed 
manner, i.e. in hop-by-hop fashion, rather than based on the predefined end-to-end path, 
which is not a reliable solution. This enables video dissemination of a monitored object 
with QoE support to users, in the IoT platform. The existing model has considered only 
a single metric for candidate selection, including link quality or geographic information 
which may cause high packet loss and minimizes video perception from the user’s point. 
The proposed LinGo is a cross-layer link-quality-aware and geographic-aware opportu-
nistic protocol (Rosario, Zhao, Braun, Cerqueira, Santos & Li, 2013). It is designed for video 
dissemination in the mobile multimedia IoT platform. LinGo improves routing by consid-
ering multiple metrics, such as link quality, geographic location and energy. LinGo gives 
better results in terms of QoE when compared to existing models.

5.2.9  Resilient Opportunistic Mesh Routing (ROMER)

Wireless mesh networks (WMNs) provide robust and high throughput for wireless users, 
with the help of high-speed access points (HAPs) installed with advanced antennas com-
municated over a wireless channel to produce an indoor/outdoor broadband backhaul. 
This backbone is used to effectively send traffic to gateways (APs) which have high-speed 
connections to the wired Internet. ROMER is a resilient opportunistic routing protocol 
that balances long-term route stability and short-term opportunistic performance (Yuan, 
Yang, Wong, Lu & Arbaugh, 2005). It builds a runtime and forwarding mesh for every 
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packet that offers candidate routes to it. ROMER delivers redundant data copies both in a 
controlled and randomized manner over the candidate forwarding mesh.

5.2.10  Directed Transmission Routing Protocol (DTRP)

In sensor networks, stable and reliable routing is a crucial issue. To address this, mica2 
motes running Tiny OS are implemented. In DTRP, motes are tested to achieve better results 
(Nassr, Jun, Eidenbenz, Hansson & Mielke, 2007). DTRP is a multipath proactive routing 
protocol specifically designed to improve the scalability and reliability of the network. 
DTRP is based on beacon messages, which periodically originate at the sink node and are 
flooded throughout the network by sensor nodes. Unlike other single path distance-vector 
routing protocols, beacon messages are not used to resolve the next hop node for the desti-
nation. Instead, they are used to determine the hop count distance value between the sink 
and the sensor nodes. Some assumptions are made, such as when any data arrives at the 
node, it knows the number of hops from the originating source to the destination (sink) 
and it also knows the hop distance between itself and the destination, which is obtained 
from the beacon. The third piece of information, the hop distance between the originating 
source and the reached node, is easily available in the packet header.

Three values d1, d2, and d3 are described as:

D1: The shortest path’s hop count distance between the originating source nodes to 
the destination (obtained from beacon packets)

D2: The hop count distance a packet travelled before reaching a node (obtained from 
data packet header)

D3: The shortest path’s hop count distance between a relaying node and the 
destination.

Using these three pieces of information, a node makes a decision whether or not to 
reflood.

 P etr m= α  

α = +( )d d d1 2 3–  and m is a tunable parameter. Typically it is assumed that m ≥ 0, if m = 1, 
the scenario is same as a full flood.

5.2.11  Opportunistic Routing in Dynamic Ad Hoc Networks (OPRAH)

The overhearing of any other participant’s traffic is called interference. This is a major issue 
while routing, but most of the time it is ignored. There are two kinds of routing protocols:

 1. Reactive: It attempts to identify the route only at the time of connection.
 2. Proactive: It tries to identify the connections between nodes and store the informa-

tion route table prior to connection.

Both reactive and proactive protocols work similarly in OPRAH; they attempt to identify 
the route that lasts longer. After extensive simulation, results show that OPRAH consis-
tently finds a shorter path with an average of 77% of the length of the ad hoc on-demand 
distance vector (AODV) path (Westphal, 2006).
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5.2.12  Cooperative Opportunistic Routing in Mobile Ad Hoc Networks (CORMAN)

Z. Wang et al. proposed a novel routing protocol called CORMAN. The link quality of 
wireless channels was the major issue in data dissemination until research into utilizing 
its characteristics was undertaken. Link quality is a factor which changes drastically over 
different geographical areas. The combination of link quality variation and the broad-
casting nature of wireless channels has given a new scope for research, and it is named 
cooperative communication. CORMAN is an extension of Extremely Opportunistic Routing 
(ExOR) in order to satisfy node mobility (Wang, Chen & Li, 2012). These are basic compo-
nents of CORMAN:

 1. PSR (proactive source routing): It provides each node with complete knowledge 
about the other nodes in the network.

 2. Large-scale live update: As the packets progress, the nodes which are listed as for-
warders may vary if any change in topology occurs. 

 3. Small-scale retransmission: Some nodes that are not in the listing are also used for 
the retransmission of data if this seems to be helpful. 

All these 3 parameters are used to achieve an efficient cooperative communication.

5.2.13  Cross-Layer Link Quality and Geographical-Aware 
Beaconless Opportunistic Routing (XLinGo)

Due to its nature, flying ad hoc networks (FANETs) must be prepared for any kind of 
topology changes. Even the user experience should be better except in cases of buffer over-
flow and high packet loss ratio. To this end, XLinGo is proposed (Rosario, Zhao, Braun, 
Cerqueira, Santos & Alyafawi, 2014), which improves the transmission of concurrent mul-
tiple videos flows on FANETs by generating and maintaining reliable persistent multi-hop 
routes. XLinGo relies on information such as a set of cross-layer, human-related for routing 
decisions, such as performance metrics and QoE. Results show that XLinGo achieves bet-
ter multimedia dissemination with QoE support and robustness in multi-flow, multi-hop 
and mobile network environments.

5.2.14  Topology-Assisted Geographic Opportunistic Routing (To Go)

Road topology information is being used recently to improve geographic routing in 
wireless vehicular networks. Due to its unreliable nature, road-topology-assisted geo-
graphic routing is a challenge. Here, a review of conventional and topology-assisted 
geographical routing is done to investigate the robust routing protocols which can 
address unreliable networks (Lee, Lee & Gerla, 2010). To Go is introduced, which 
integrates topology-assisted geographic routing with opportunistic forwarding algo-
rithms such as a next hop prediction algorithm (NPA), which determines a packet 
target node; a forwarding set selection (FSS) algorithm to get a set of candidate for-
warding nodes; and a priority scheduler, which reduces redundant packets based on 
distance-based timer.

The set of candidates is selected using a simple junction prediction algorithm with topol-
ogy knowledge and enhanced beaconing. The forwarding set is then adjusted to reduce 
duplication and collisions. After simulation, results show that To Go performs better than 
existing geographical routing protocols which do not use road topology.
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5.3  Link State Aware

Next, we consider the routing protocols which address the issue of network reliability by 
taking their delivery probabilities into account. Data is analyzed at each node to ensure a 
high transmission rate.

5.3.1  Opportunistic Multi-Hop Routing for Wireless Networks (ExOR)

ExOR is an integrated routing and MAC protocol (Biswas and Morris, 2004). Unlike other 
protocols, ExOR checks each hop of the path by which a message has been sent. It checks 
whether intermediate nodes have received a message or not.

In ExOR, not all nodes are chosen to transmit data packets. Only a few best nodes are 
chosen and they are prioritized; depending on the priority, the node with the highest pri-
ority communicates first. ExOR faces four major issues:

 1. The nodes should agree on which subset of them has received each packet. Since 
agreement includes communication, one should take care that the agreement pro-
tocol does not cause any overhead.

 2. Among all the nodes which have received a packet, the one ‘closest’ to the destina-
tion must forward the packet.

 3. From the large, dense network it should choose only potential forwarders since 
using too many participants increases the costs of the agreement. Only the best 
forwarders are chosen.

 4. To avoid collisions, simultaneous transmissions should be avoided.

ExOR operates in the batch formats. The best nodes are listed and they are prioritized 
based on the estimated cost to destination. In real time, the results are quite impressive 
with a factor of 2%–4% improvement.

5.3.2  Economy: A Duplicate Free Opportunistic Routing

OR outperforms traditional routing but the duplication of messages causes issues in OR. 
Economy is a duplication-free protocol (Hsu, Liu & Seah, 2009). It assigns a token to all 
data packets. In Economy, each node has a packet buffer and an ACK manager. The ACK 
manager records a list of the data packets received or sent, to avoid duplication. As the data 
packet is received at the node, the node checks for the presence of the token. If the token is 
present, the data packet is dropped or else it is considered.

The token is actually a control packet that includes source address and acknowledg-
ments. Here we have two types of acknowledgments: 

 1. Cumulative ACK: All sequence numbers (SN) till this number must have already 
been acknowledged.

 2. Discrete ACK: The one which is on the list of SN but not in range.

Token passing is done in such a way as to acknowledge the sender and inform it that the 
data packet has reached the destination. Therefore, token passing is done from the destina-
tion and passed to the source. Economy outperforms ExOR.
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5.3.3  MAC Independent Opportunistic Routing (MORE)

ExOR uses MAC with routing to impose strictness on routers’ access to medium, although 
ExOR does not use complete features of 802.11 MAC. It prevents spatial reuse and thus 
may not utilize the resource properly. MORE combines both opportunistic routing and 
network coding (NC) in a natural way to provide opportunistic routing without node 
coordination (Chachulski, Jennings, Katti & Katabi, 2007).

MORE, a MAC independent protocol, mixes all the packets randomly. Randomness ensures 
that the packet once heard will not be heard again, in order to avoid duplication. MORE does 
not require any special schedule to communicate with routers and runs directly on 802.11. 
MORE achieved higher throughput than traditional prior opportunistic routing protocols.

5.3.4  Code OR: Opportunistic Routing in Wireless Mesh Networks with 
Segmented Network Coding

Y. Lin et al. proposed Code OR. With the help of NC, OR can be done with less complexity. 
The NC performs segmented NC, by partitioning data into several segments and sending 
them one by one. Until the acknowledgment of one data set is required, the other is not 
sent. Due to which, performance gets affected. Because of this, Code OR, which transmits 
multiple segmented data sets in parallel by properly utilizing the bandwidth, is designed. 
Code OR performs well in realistic scenarios if a data packet is small and the window size 
is large (Lin, Li & Liang, 2008).

5.3.5  Slide OR: Online Opportunistic Network Coding in Wireless Mesh Networks

Using NC, opportunistic routing can be performed in a simple and practical way. Due to 
some issues, the protocol using NC needs to divide into multiple segments and encode 
only packets within the same segment. However, it is challenging to know the exact time 
the next segment should be transmitted. To overcome this, Slide OR is designed (Lin, 
Liang & Li, 2010); it encodes source packets and places them in sliding fashion so that 
coded packets of one window may be used to decode source packets in another window. 
Slide OR outperforms existing models with multiple segments.

5.3.6  XCOR (Synergistic Interflow Network Coding and Opportunistic Routing)

OR and NC have their individual benefits. Interflow NC is expected to have a poor per-
formance gain against highly lossy environments, whereas OR is expected to have a high 
performance gain. Conversely, as the number of flows in the network increases, the gains 
in OR are reduced whereas interflow NC has high gain.

For this reason, and since NC is performing better even if the number of flows increases, 
there comes an idea to combine OR and NC together called XCOR (Koutsonikolas, Hu & 
Wang, 2008). XCOR integration may have 2 issues:

 1. Care should be taken to avoid duplicate transmissions
 2. Interflow NC assumes a fixed path, i.e. its intermediate nodes have a predefined 

path, but that’s not the case with OR, it does not have any information about the 
next hop. Because of this, the integration seems infeasible.

There is no clear answer as to whether OR or NC offers better throughput. The final 
answer depends on the specified network topology and traffic.



96    Opportunistic Networks

5.3.7  Cumulative Coded Acknowledgment (CCACK)

D. Koutsonikolas et al. proposed CCACK. It works based on network coding, which has 
significantly simplified the designs of routing protocols. However, NC-based protocols 
face many problems, like how many coded packets to send at once etc. To avoid overhead 
due to messages, the number of transmissions were heuristically calculated offline. To 
avoid this, CCACK was designed. CCACK allows nodes to acknowledge, allow the coded 
traffic in the upstream in a simple way, oblivious to less rate and negligible overhead. 
This was tested on 22 nodes in the 802.11 WMN test bed. After rigorous simulation, it was 
shown that CCACK outperforms MORE (Koutsonikolas, Wang & Hu, 2010).

5.3.8  O3: Optimized Overlay-Based Opportunistic Routing

A novel approach that uses interflow NC in opportunistic routing is explained (Han, 
Bhartia, Qiu & Rozner, 2011). A unique feature is that it reduces end-to-end delay. But 
opportunistic routing uses intraflow NC, which reduces the spread of information to 
nodes, which in turn minimizes interflow NC. To address the challenge, initially the 
opportunistic routing and interflow NC are decoupled and a novel solution is proposed 
where an overlay network performs overlay routing and interflow coding without any 
concern about packet loss. Secondly, an underlying network uses optimized opportunistic 
routing as well as rate limiting to provide efficient and reliable overlay links. Based on 
this model, an optimization algorithm is designed which jointly optimizes opportunistic 
routes, rate limits, interflow and intraflow NC. The QualNet simulation tool was used and 
results show that:

 1. Rate limiting improvises remarkable performance of routing.
 2. OR benefits under high loss rates whereas interflow at low loss rates.
 3. O3 notably outperforms state-of-the-art routing protocols.

5.3.9  Simple Opportunistic Adaptive Routing Protocol 
for Wireless Mesh Networks (SOAR) 

Traditional routing does not give better performance due to unreliable and unpredict-
able networks. SOAR, which supports simultaneous flows in WMNs, is proposed (Rozner, 
Seshadri, Mehta & Qiu, 2009). It works on four major components to gain high throughput 
and fairness:

 1. Adaptive path selection while leveraging path diversity should be such that it 
reduces duplicate transmissions.

 2. Priority timer-based forwarding is used to select the best forward node to forward 
a packet.

 3. Local loss recovery should efficiently detect and retransmit lost packets.
 4. The adaptive rate control is determined so that it should be appropriate to network 

conditions.

SOAR significantly outperforms traditional routing, ExOR and seminal opportunistic 
routing protocol under a wide range of scenarios.
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5.3.10  Opportunistic AnyPath Forwarding (OAPF)

Unlike wired networks, a wireless network cannot have point-to-point links due to fluc-
tuations in the network. Fluctuations in the quality of link cause retransmission of packet 
data at the link layer. OAPF selects a set of candidate next hops in advance and any one of 
them is used to forward a packet (Zhong, Wang, Nelakuditi & Lu, 2006).

The routing candidate selection and the prioritization of data packets are the main 
issues to be addressed. Similar to ExOR, candidates are selected and prioritized based 
on best path expected transmission count (ETX) from candidate to destination. Not 
all nodes are considered; only a few best nodes are selected as forwarding candidates. 
This avoids redundancy, congestion and interference. The candidate that is selected 
and prioritized does not ensure to employ anypath forwarding. To resolve this situa-
tion a new metric called expected anypath transmission (EAX), is introduced for a pair of 
nodes which can capture an expected number of hops between them until they reach 
the destination. Candidate selection and prioritization are done with respect to EAX for 
better results.

5.4  Context‑Aware

Routing in opportunistic networks becomes a challenge due to its dynamic nature and 
absence of knowledge about the nodes. In some cases, a piece of information such as 
the history of encounters or predefined path may be fed to the network. This is called 
context-aware.

5.4.1  Partially Context-Aware

The network only has partial knowledge about the nodes in the network.

5.4.1.1  Probabilistic Routing Protocol Using History of Encounters and 
Transitivity (PRoPHET)

A. Lindgren et al. proposed a probabilistically-based routing protocol that works on the 
history of transmissions. A metric called delivery predictability is proposed. Based on some 
threshold value, the nodes which have a delivery predictability more than the threshold 
are considered as the best nodes. Only these nodes are used to forward packets (Lindgren, 
Doria & Schelén, 2003).

 P P P P P( , ) , , ,a b a b old a b old init1 where 1= + −( )∗ [ ]( ) ( ) ε 0  

This is used to calculate delivery predictability. In PRoPHET, the next hop is chosen 
depending on delivery predictability. The higher the delivery predictability, the more 
chance the node has to be next forwarder. PRoPHET also considers aging and transitiv-
ity. If any node has not forwarded for a long time, then it is aged and given low priority. 
Transitivity is when node a frequently encounters node b, and node b frequently encoun-
ters node c, then the node c is probably a good forwarder destined for node a.
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5.4.1.2  MaxProp

Delay-tolerant network (DTN) routing is quite a challenge due to breakage of networks 
(dynamic nature). MaxProp is a routing protocol which is designed to effectively route 
DTN messages (Burgess, Gallagher, Jensen & Levine, 2006). MaxProp works on prioritiza-
tion; it prioritizes both the packets to be transmitted and the packets to be dropped. These 
priorities are done based on path likelihood and historical encounters. When two nodes 
discover each other, these are steps to exchange packets:

 1. All the messages are transferred to the neighbor node.
 2. Routing information such as the probability of meetings and vector listing is 

shared with the neighbor node.
 3. Acknowledgment is given by delivered data
 4. Nodes which follow the shortest path or have not travelled far in the network are 

given priority.

After a 60 day trial of 30 buses, it has been shown that MaxProp performs better than 
other protocols that schedule their meetings between peers (nodes).

5.4.1.3  MobySpace Routing

Routing in a DTN is a challenge due to its dynamic nature. However, routing can benefit if 
we consider the advantage of knowledge regarding node mobility. Leguay, Friedman and 
Conan (2006) have stated this problem with a generic algorithm, which makes use of high-
dimensional Euclidean space called MobySpace. MobySpace evaluates the nodes based 
on how frequently they visited each possible location. MobySpace performs well when 
compared to other algorithms, especially when the routing of nodes has a high connection 
time. Hence, it is determined that the degree of homogeneity has a huge effect on routing 
(Burgess, Gallagher, Jensen & Levine, 2006).

5.4.1.4  Bubble Rap

To gain an understanding of human mobility in terms of social patterns, a forward-
ing algorithm for pocket switch networks (PSNs) is proposed, called Bubble Rap (Hui, 
Crowcroft & Yoneki, 2011). It combines both the information about community structure 
and the knowledge of node centrality to make forwarding decisions.

There are two intuitions behind the algorithm:

 1. People must have varying roles, i.e. forwarding is done with popular nodes first 
then the rest.

 2. To know social lives of people, i.e. to identify the member of the destination and 
use them as relays.

Together, it is called bubble forwarding.
A couple of assumptions are made to the algorithm:

 1. Each node must and should be a part of at least one community. Single node com-
munities may even exist.

 2. Each node has its global rank in the whole network and a local rank within the com-
munity. If a node belongs to many communities, it may have multiple local ranks.
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Forwarding in Bubble Rap is as follows. When a node has a message to be forwarded 
to another node, the node initially bubbles up the message according to hierarchy using 
its global rank, unless and until it reaches a node with the same community as that of the 
destination node. Now the local ranking system is used, the message bubbles up in the tree 
until it reaches the destination or the message expires. Every node need not have to know 
the ranks of all nodes, but must be able to compare ranking if encountered. In order to 
reduce costs, as the message is delivered the original carrier (source) must be able to delete 
the memory from the buffer.

5.4.1.5  PRoPHET+: An Adaptive PRoPHET-Based Routing

PRoPHET+ is an extension of PRoPHET (Huang, Lee & Chen, 2010). PRoPHET+ is 
designed to maximize message delivery rate and minimize the delay of nodes. It evalu-
ates a deliverability value to decide routing paths for packets. Deliverability is evaluated 
using weighted functions which consist of nodes’ buffer size, location, power, popularity 
and predictability value from PRoPHET. PRoPHET+’s weights are selected based on qual-
itative consideration. PRoPHET+ can outperform PRoPHET if logical weights are properly 
considered.

5.4.1.6  Resource Allocation Protocol for Intentional DTN Routing (RAPID)

Existing routing protocols primarily focus on increasing the likelihood of finding paths 
with limited knowledge, but these approaches may have only an incidental effect on rout-
ing metrics such as maximum or average delivery delay. RAPID is an intentional rout-
ing protocol, which intentionally boosts the performance of the particular routing metric 
(Balasubramanian, Levine & Venkataramani, 2007). RAPID considers DTN routing as a 
resource allocation problem and by using an in-band control channel metadata is propa-
gated. Moreover, DTN routing protocols lack sufficient information; even if sufficient 
information is present, optimality is an NP-hard problem. Over a rigorous simulation on 
the test bed, results show that RAPID yields better gains than existing protocols.

5.4.2  Fully Context-Aware

Fully Context-Aware not only helps us in exploiting information, but they also help by 
using context information.

5.4.2.1  Context-Aware Routing (COR)

Z. Zhao et al. proposed the COR protocol. Regular list OR follows many restrictions. To 
avoid this, COR is designed. COR works in 3 steps:

 1. Context information such as geographic progress, link quality and residual energy 
are considered for routing decisions.

 2. All the eligible nodes are used for data forwarding.
 3. The relative mobility of nodes is used for further connections.

In COR, it is assumed that every node knows its geographic position with the help of 
devices like GPS. Each node calculates its dynamic forwarding delay (DFD) based on 
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available context information (Zhao, Rosario, Braun & Cerqueira, 2014). To portray the 
importance of context, weights are added.

 DFD Progress Live DFDmax= ∗ + ∗ + ∗ + ∗( )∗α β γ δL RQ E   

α, β, γ, δ are weight coefficients, together the sum is 1 i.e. α + β + γ + δ = 1
DFDmax is the maximum delay allowed to each node
LQ = link quality, RE = Residual energy
COR outperforms other protocols which use only single metric.
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LQ: Packet delivery ratio is used to classify links in 3 categories

 1. Connected (PDR > 90%)
 2. Transitional (10% < PDR < 90%)
 3. Disconnected (PDR < 10%)

Depending on this, we define bonds for good links and bad links in threshold values. 
LQIGood and LQIBad. LQ It is measured in LQIvalue of the link. LQImax is the maximum value 
of LQIt.

Progress: The node with large geographical progress toward the destination has a small 
value.
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Pi is the progress of node i, R is radio range and DistS–D is the distance between source 
and destination.
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A node with high residual energy (Er) generates only a small value of ‘residual energy’. 
E0 is initial and Er is residual energy.
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α is an angle with which a node is moving. If α = 0, the node is moving toward the desti-
nation and if α = 180, the node is moving in the opposite direction. TLV is the time the link 
can hold.

All four parameters are used to forward the data in COR.
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5.4.2.2  History-Based Opportunistic Routing Protocol (HiBOp)

Opportunistic networks allow content sharing even in the absence of an end-to-end path. 
A context-aware framework called HiBOp is proposed, which learns and represents itself 
by context information; users’ behavior and their social relations drive the forwarding 
process (Boldrini, Conti & Passarella, 2008). Context creation in HiBOp can be done in two 
ways:

 1. People meeting and exchanging information about themselves
 2. Remembering information about people who met in the past.

HiBOp exploits social-inspired relations which automatically learn how to behave and 
relate to each other. HiBOp performs better than epidemic and PRoPHET in both unicast 
communication and group communication in terms of resource consumption, network 
traffic and buffer space occupancy.

5.4.2.3  SimBet

Routing in DTN is a challenge due to its dynamic nature. DTN uses the store-carry-for-
ward approach for routing, in which packet is kept at the node until it encounters another 
node. In the past few years, social-based routing protocol has been given much interest. In 
social-based routing protocol, we are exploiting the social behavior of the nodes to make 
better decisions. Social network analysis is a study which mainly focuses on the relation 
between social entities, patterns and the implications of their relationships. SimBet, a 
social-based routing protocol, is proposed, which works on similarity and betweenness 
centrality for routing packets (Patel & Gondaliya, 2015). The SimBet multi-copy routing 
scheme is introduced, which sends multiple copies of messages during encounter oppor-
tunity depend on the proportion of the SimBet utility value of the nodes which utilize the 
consent of EBR. Simulation results show that SimBet multi-copy outperforms both SimBet 
and epidemic in terms of delivery ratio, with lower overhead and latency for large buffer 
space and time to live (TTL).

5.5  Probabilistic

A major issue in routing is to find the next hop. Here, the next hop is determined by means 
of probabilities.

5.5.1  Epidemic Routing

Mobile ad hoc networks can communicate even in the absence of any predefined destina-
tion existing in the network. Networks are quite dynamic in nature due to the absence 
of any knowledge. Existing protocols are not sufficient to handle dynamic networks. 
Epidemic routing protocol is designed to allow message delivery in such cases where a 
connected path between source and sink may not exist (Vahadat & Becker, 2000).

The main goal of the epidemic protocol is to maximize delivery rate and to minimize 
latency while also minimizing all the resources used. In epidemic routing, messages 
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are flooded in the network, so that they can reach their destination early and through-
put can be increased. Many message copies flooded at once can cause much wastage of 
scarce resources. To avoid this, only a few are selected as the best nodes, which tend to 
travel toward the destination and only to these nodes are message copies sent. The receiv-
ing node has every chance to accept/reject the data packet. By using the best nodes, the 
redundancy of a network is reduced and resource wastage is minimized. The simulation 
was done on Monarch simulator, which shows 100% message delivery with reasonable 
resource consumption.

5.5.2  Spray and Wait: An Efficient Routing Scheme for 
Intermittently Connected Mobile Networks

Flooding is mostly used in DTNs to improve delivery rate. Although they have a high 
probability of delivery, they misuse a lot of energy and are affected by severe conten-
tion. To avoid this, a protocol called Spray and Wait is proposed (Spyropoulos, Psounis & 
Raghavendra, 2005). It sprays, i.e. sends the message, and waits until the nodes have reached 
the destination.

Initially, the message is flooded similar to epidemic routing. Once there are enough cop-
ies which can reach the destination, flooding is stopped. Despite its simplicity, Spray and 
Wait outperforms flooding-based protocols in terms of the number of transmissions and 
delivery delays.

5.5.3  Fixed Point Opportunistic Routing (FPOR)

A single copy and a multi-hop OR scheme for DTN is proposed in V. Conan et al. The esti-
mates of inter-contact times are used as inputs. FPOR aims to minimize delivery time in 
case of independent exponential pairwise inter-contacts. We can see a loop-free forward-
ing and polynomial convergence that makes the scheme workable for DTNs. By replaying 
real connectivity traces, it will show impressive results in terms of delay and delivery ratio 
while minimizing overhead (Conan, Leguay & Friedman, 2008).

5.5.4  Opportunistic Flooding (OR Flood)

Flooding has been greatly used in wireless networks. But low duty cycle wireless sensor 
networks (WSNs) were ignored since the nodes in that network are mostly asleep and 
wake up asynchronously. So, this issue is to be considered.

Opportunistic flooding is being proposed for low duty cycled networks with unstable 
wireless links and preset working schedules (Guo, He, Gu, Jiang & He, 2009). Packets are 
sent opportunistically using links outside the energy optimal tree to reduce redundancy 
and flooding delay in transmissions. A forwarder selection method is proposed to reduce 
the hidden terminal problem and a link-quality-based backoff method to rectify simulta-
neous forwarding operations. After extensive simulation, results show that opportunistic 
flooding is close to optimal performance.

5.5.5  Delegation Forwarding

OppNets are characterized by unpredictable mobility, heterogeneity of contacts and lack 
of global knowledge. With all these conditions, successfully delivering a message with low 
cost is usually not possible. In many cases, to avoid costs associated with the network, only 
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a few nodes are chosen to forward the data. However, this may not be a good situation 
since the nodes which we select as better nodes may not relay properly at the destination.

Delegation forwarding mainly focuses on reducing cost while improving its success rate 
and average delay (Erramilli, Chaintreau, Crovella & Diot, 2008). Two variants of delega-
tion forwarding are analyzed, where quality is independent of the underlying contact rate 
and quality is identical to the nodes’ contact rate. In both cases, delegation forwarding 
reduces the expected cost from O(N) to O(√N), while ensuring high performance. The 
high performance here describes high success rate and low average delay. Delegation for-
warding performs well in the real world too.

5.5.6  Encounter-Based Routing (EBR)

In many protocols, flooding is done to increase delivery rate. But instead, this increases 
overhead and wastes buffer resources due to multiple copies. EBR is a quota-based DTN 
routing protocol (Nelson, Bakht & Kravets, 2009). It works on the principle that ‘the future 
rate of node encounters can be roughly predicted by past data’. It means that the nodes 
which are encountered frequently are likely to be more successful than others.

EBR limits the number of replicas of a message, reducing network usage and buf-
fer resources. Routing in EBR is done based on the decisions of nodes, the number of 
encounters, showing preference to message exchange. Due to these factors, the delivery 
rate increases; this constantly reduces overhead in the network. In EBR, information about 
nodes encounter is purely a local parameter and can be tracked easily. Therefore, EBR can 
maintain low overhead; it only requires O(n) routing message exchanges during every 
connection, and O(n2) is stored locally. EBR is also secured from black hole attacks.

5.5.7  MaxOPP: A Novel Opportunistic Routing for Wireless Mesh Networks

Opportunistic networks have a degrading factor due to lossy links and varying chan-
nel conditions. Opportunistic routing protocols use the broadcast nature of the wireless 
medium to allow hop-by-hop transmission. But most of the existing protocols define the 
hops previous to transmission. MaxOPP, a novel protocol, is an adaptive and flexible 
opportunistic routing algorithm able to select the candidate forwarders that can maximize 
throughput gain at each hop and at the runtime (Bruno, Conti & Nurchis, 2010). The selec-
tion of candidate forwarders is done dynamically based on network conditions. MaxOPP 
achieves high throughput even for bulk data transfer when compared to traditional short-
est path protocols.

5.5.8  Optimal Probabilistic Forwarding (OPF)

Opportunistic routing outperforms traditional routing in many ways, such as efficient 
utilization of broadcasting and better usage of spatial diversity of the wireless medium. 
Many algorithms have been proposed using various techniques and in various environ-
ments. But there is no algorithm which designed an algebra-based protocol. So, here the 
OR algebra-based routing protocol has been proposed for inter-domain routing, which 
identifies the essential features of OR in the mathematical language of OR algebra (Lu & 
Wu, 2009). Here, OR chooses any path routing protocol. A set of candidate paths is already 
selected for any node pair. Only a single node is selected dynamically depending on the 
conditions and availability of the network. The set of candidate paths is regarded as a tree 
called the OR tree.
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The OR algebra algorithm can also be applied using Dijkstra’s shortest path, the Bellman-
Ford algorithm. This helps us in designing a proper routing metric for opportunistic 
routing.

5.5.9  Optimal Opportunistic Forwarding (OOF)

Multi-copy forwarding is mostly chosen to reduce costs (Liu & Wu, 2012). Here, two types 
of multi-copy forwarding protocols are described: i. optimized opportunistic forward-
ing (OOF) and ii. OOF-. These protocols maximize delivery rate while minimizing delay, 
but the number of forwarding messages must not exceed the threshold. TTL is given in 
the packet header; once the time is collapsed, the packet is dropped. OOF and OOF- per-
forms better when compared to the epidemic, Spray and Wait, etc.; But these protocols are 
affected by few limitations. 

5.6  Optimization‑Based

Some routing protocols mainly concentrate on how to optimize a network.

5.6.1  Utility-Based

It optimizes source utilization.

5.6.1.1  Node-Constrained Opportunistic Routing (Consort)

X. Fang et al. proposed the protocol Consort. It mainly focuses on the problem of how to 
choose an opportunistic route for every user so that the total utility in a WMN is increased 
with respect to node constraints. By combining primal-dual and subgradient methods, 
a distributed algorithm is designed, i.e. Consort. At every iteration, Consort updates the 
Lagrange multipliers in a distributed manner according to their user and node behavior, 
which is received from its previous iteration. Depending on the received Lagrange mul-
tipliers, the nodes adjust their own behavior and then update the Lagrange multipliers. 
Consort gives results close to optimal solution (Fang, Yang & Xue, 2011).

5.6.1.2  Optimized Multi-Path Network Coding (OMNC)

NC always plays a prominent role in unreliable networks. OMNC applies multiple paths to 
transfer the data packets to the destination and broadcast MAC is used to deliver packets 
between neighboring nodes (Zhang & Li, 2009). The coding and broadcast rates are allot-
ted to the transmitter by a distributed algorithm to increase the advantage of NC and to 
reduce congestion. OMNC is a rate control protocol that improves throughput dramati-
cally for long wireless networks. OMNC achieves remarkable throughput advantage over 
traditional routing and existing NC protocols for both single and multi-unicast situations.

5.6.1.3  Opportunistic Residual Expected Network Utilities (OpRENU)

OR is mostly used to compensate low packet delivery ratio. Here, OR is applied to utility-
based routing where a successful packet delivery of data gives benefit (Wu, Lu & Li, 2008). 
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Its main function is to maximize utility. Here, maximum utility is defined as a function 
of the benefit and cost of transmission, since the link reliability of each delay determines 
the eventual packet delivery and, hence, utility. OR offers the capacity to increase reliabil-
ity through opportunistic delays. Evaluating the optimality of the utility-based routing 
is done through OR without permitting any retransmissions. They have observed that 
the optimal scheme requires exhaustive searching of all paths between a node pair. Both 
optimal and heuristic solutions were proposed to select relays and determine prioritiza-
tion between them.

5.6.1.4  Time Sensitive Utility-Based Opportunistic Routing (TOUR)

Cyclic-based mobile social networks (MSNs) are a new type of DTN. Mobile users peri-
odically move around and get connected to their short-distance communication devices. 
A utility-based routing is designed for MSNs. In a network, if a message is sent success-
fully to the destination, it gets the positive benefit as reward, while otherwise there is zero 
benefit. Each delivery incurs some forwarding cost, be it a success or failure. So, the utility 
is the benefit minus the forwarding cost. Using this model, TOUR or Deadline-Sensitive 
Opportunistic Utility-Based Routing (DOUR) is designed (Xiao, Wu, Liu & Huang, 2013). 
Initially, every node determines an optimal forwarding sequence, which possesses a series 
of forwarding opportunities in a distributed and greedy manner. Then the messages are 
forwarded as per the model. TOUR is also extended for multi-copy and inherently makes 
a good tradeoff between benefit, delay and cost per message delivery.

5.6.1.5  Dice

NC has emerged as a promising technique in wireless mesh networks. However, inheri-
tance resource competition in wireless networks is not considered. Dice, a game theoretic 
approach to optimize resource allocation for NC-based protocols is proposed by X. Zhang 
and B. Li. Dice considers the problem as a network game; participants are players. All the 
players share the bandwidth resource with the competition. In case the players want to 
cooperate, the hash bargaining algorithm is used. In case the players are selfish, optimum 
equilibrium can be achieved by pricing them. In both the cases, players should undergo 
localized optimization for subproblems: broadcast/coding rate allocation and multipath 
opportunistic routing. After extensive work, results show that Dice outperforms other 
heuristic models like MORE (Zhang & Li, 2008).

5.6.1.6  Auto-Adjustable Opportunistic Acknowledgment/Timer-Based Routing (JOKER)

Ramon Sanchez-Iborra and Maria-Dolores Cano proposed a protocol called JOKER.JOKER 
is an opportunistic routing protocol designed by considering some features of Better 
Approach To Mobile Ad hoc Networking (BATMAN). It is a novel protocol used in can-
didate selection and coordination phases, which helps us to increase energy efficiency 
in supporting multimedia traffic. JOKER is proposed for supporting video streaming 
with energy efficiency. When compared to BATMAN, JOKER outperforms in real time 
(Sanchez-Iborra & Cano, 2016).

5.6.2  Learning-Based

Learning can be helpful for routing, since we cannot always have context information.

http://JOKER.JOKER
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5.6.2.1  Adapt Opportunistic Routing

A.A. Bhorkar et al. proposed a protocol called d-Adapt OR, i.e. a distributed Opportunistic 
Routing algorithm. It works precisely even with zero knowledge regarding network topol-
ogy and channel statistics. It is being simulated in the QualNet simulator with other adaptive 
routing protocols and d-Adapt OR shows better results in practical settings. Here, long-term 
reward criteria are being considered, which ignores short-term performance. To perform 
for short-term, ‘regrets’ are considered. Regret is a function of horizon which estimates 
the loss of performance under any given adaptive algorithm relative to the performance of 
topology-aware (optimal) protocol. The number of regrets should be as much as possible. 
Congestion control must be done properly (Bhorkar, Naghshvar, Javidi & Rao, 2012).

5.6.2.2  Opportunistic Routing with Learning Algorithm (ORL)

An unknown local probabilistic broadcast model is considered in P. Tehrani et al. The main 
objective is to design an online learning algorithm that can manage the sequential selec-
tion of relaying nodes based on realizations of the probabilistic links. The performance 
merit which we are interested in is ‘regret’. Regret is measured as expected additional cost 
accumulated over time with regard to a known model having optimal centralized routing. 
The online learning algorithm is designed for both centralized and distributed networks 
(Tehrani, Zhao & Javidi, 2013).

5.6.2.3  Selfish Aware

The performance of the network may be affected due to selfish nodes and congestion, so 
before selecting next relay we should consider the selfish nodes and the congestion present 
in the network. Here, a technique is proposed to improve the performance of the distrib-
uted adaptive OR protocol for multi-hop wireless ad hoc networks (Febeena & Vinitha, 
2013). The algorithm follows a three-way handshake to find the next hop:

 1. The message is forwarded to all neighbors; nodes that receive the data packet will 
send an acknowledgment. After waiting for some time, it checks whether every 
node has sent an ACK. If any node has not sent an ACK, then it will be considered 
as a selfish node. Selection of relative variable is done by Sd (j,s) = 1 where j belongs 
to S and i ≠ j.

 2. A request is sent to that node to participate in routing after dropping its memory.
 3. If an ACK is received after FO broadcast, then Sd (j,s) = 0 and Cd (j,s) = 1, it means 

that the node is congested.

This helps us in finding whether the node is selfish or congested so that necessary action 
can be taken for forwarding them.

5.6.3  Graph-Based

Graph-theoretic tools are used for optimization.

5.6.3.1  Shortest Multi-Rate Anypath First (SMAF)

Nodes in multi-rate anypath first use both sets of next hops and the selected transmission 
rate to reach the destination. Transmission rate can be used to broadcast a node in the set; 
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from the set any node forwards the packet to the destination. Existing protocols do not 
jointly optimize both the next hop and transmission rate.

In a given network topology and a destination, we will be finding out both transmission 
rate and forwarding set such that the destination path is minimized. This is known as 
shortest multi-rate anypath problem. This is an open problem to find the transmission rate 
and the forwarding set that jointly optimizes distance. To solve this, the expected anypath 
transmission time (EATT) routing metric and the SMAF algorithm were designed (Laufer, 
Dubois-Ferriere & Kleinrock, 2009). It has similar complexity to Dijkstra’s algorithm for 
multi-rate single path routing, but is easy to execute in link-state routing protocols.

5.6.3.2  Least Cost Anypath Routing (LCAR)

Many networks today use opportunistic routing with a single path routing to minimize 
the cost of the path. The LCAR problem has been discussed (Dubois-Ferriere, Grossglauser 
& Vetterli, 2011), i.e. in which way to assign a set of candidate nodes so that we can achieve 
minimum cost. There is a trade-off that as candidate relays increase, forwarding costs 
decrease, but on the other hand, the likeliness of ‘veiling’ away from the shortest path can 
be seen.

The LCAR algorithm can be applied to any network to achieve optimum results. LCAR 
shows the best results when incorporated into underlying coordination protocols: a link 
layer protocol, which randomly selects any node to forward. When LCAR is applied, can-
didate selection is done in such a way as to optimize the network.

LCAR is applied to low power, low rate wireless communication and presents a new 
wireless link layer technique to reduce energy consumption and conjunction of the net-
work. LCAR routes are much more stable and robust than other single path protocols.

5.6.3.3  Polynomial Time Algorithm for Multi-Rate Anypath Routing (PTAS MRA)

As in multi-rate anypath routing, every node operates both the onset of next hop and the 
selected transmission rate to reach the destination as soon as possible. Earlier protocols 
haven’t considered the issue to optimize both the parameters at once. To solve this PTAS 
MRA routing algorithm is introduced (Laufer, Dubois-Ferriere & Kleinrock, 2012). The 
results show that it performs the same execution time as regular shortest path algorithm 
and is therefore suitable to employ in any protocol.

5.6.3.4  Multi-Constrained Anypath Routing (MAP)

Anypath routing has been proposed to work well with unreliable networks utilizing the 
broadcast nature of medium and spatial diversity. Here, we consider anypath routing, 
which is subject to K constraints and show a polynomial time K-approximation algorithm. 
When K = 1, the algorithm shows optimal polynomial time for the problem. If K ≥ 2, this 
problem is known as an NP-hard problem. This is quite a simple algorithm and can be 
applied to any wireless routing protocol (Fang, Yang & Xue 2013).

5.6.3.5  PLASMA: A New Routing Paradigm for Wireless Multi-Hop Networks

R. Laufer et al. proposed a new routing protocol called PLASMA. Each packet is delivered 
over the best available path to any of the gateways. Neither the path nor the gateways are 
selected prior; as the packet travels through the network they are selected on the fly by the 
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mesh routers. A distributed routing algorithm is proposed to optimize both sets of gate-
ways and the transmission rate. A load balancing technique is applied to disperse traffic to 
the gateways. After simulation, results show that PLASMA outperforms the state-of-the-
art multi-rate anypath routing algorithm (Laufer, Velloso, Vieira & Kleinrock, 2012).

5.6.3.6  Localized Opportunistic Routing (LOR)

Existing protocols such as ExOR and MORE cannot be applied to large-scale networks. So 
to overcome this, LOR is designed (Li, Mohaisen & Zhang, 2013). It uses the distributed 
minimum transmission selection (MTS-B) algorithm and divides a large-scale network 
into many nested close-node-sets (CNS’s) using local information. LOR locally realizes the 
network and optimizes them. Since it does not need global topology, overhead is mini-
mized. LOR portrayed better tradeoff between the universal optimality of the used for-
warders list and the scalability assumed by causing overhead. It outperforms MORE & 
ExOR in terms of overhead, end-to-end delay and throughput.

5.7  Cross‑Layer

The interaction between the network layer and other lower-lying layers is done for better 
performance results.

5.7.1  Physical-Layer-Aware (PHY-Aware)

Network throughput is improved by considering channel state information dynamics.

5.7.1.1  Interference Limited Opportunistic Relaying (ILOR)

ILOR is designed to work well with the interface of a network. In a wireless network, 
interference is the main issue. So, ILOR helps to avoid it. ILOR works under slow fad-
ing wireless environments where the time is usually hundreds of milliseconds (Bletsas, 
Dimitriou & Sahalos, 2010).

Transmission of messages takes place in two phases:
Phase I: assisted by opportunistic routing and Phase II: assisted by conventional regen-

erative relaying.
During Phase I, the source transmits toward a new destination while relay I forwards 

a number of messages to a different destination without any delay. Phase II: an opportu-
nistically selected array b ≠ I forwards to the appropriate destination while the source for-
wards a message to a new destination. The participating relays should have a strong path 
between source and destination, while at the same time they must be quiet isolated from 
each other. Here, ‘usefulness’ is well defined using both noise and interference limited. 
This works well for slow fading, dense, interference limited networks.

5.7.1.2  Parallel Opportunistic Routing (Parallel OR)

In W.Y. Shin et al. OR is examined on power, delay and total throughput as the num-
ber of pairs increase to the operating maximum. They proposed a protocol called Parallel 
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OR; it is performed by many nodes simultaneously to increase opportunistic gain while 
controlling the inter-user interface. It is observed that Parallel OR portrays a net improve-
ment in the overall power–delay trade-off over conventional routing. Such a gain is pos-
sible due to the maximized received signal power given by the multi-user diversity gain 
(Shin, Chung & Lee, 2013).

5.7.1.3  Simple and Practical Opportunistic Routing (SPOR)

G.Y. Lee and Z. J. Haas proposed a simple and practical OR algorithm which analyzes 
its performance along with a multi-hop wireless network path by considering link level 
interface within the network nodes. SPOR algorithm shows better results by significant 
improvement in throughput, mostly for short haul paths. Due to its easy implementation, 
it can be easily integrated into most of the routing protocols with just minor changes. 
SPOR algorithm provides a practical and effective approach for the implementation of any 
opportunistic routing in wireless networks (Lee & Haas, 2011).

5.7.1.4  High-Speed Opportunistic Routing (HS OR)

Since the existing OR protocols cannot meet all the requirements for high speed, multi-
rate wireless mesh network, a new routing protocol, Practical OR (POR) is designed to 
overcome this. In POR, the packet is forwarded is along a path, which is an ordered list. 
Every poor path should satisfy feedback constraint, i.e. any node on the path must be 
able to receive from its next hop to ensure correct reception from its downstream nodes. 
The complete path of the node is specified in its header of the packet. Once the packet is 
received, it will not forward it. The node acknowledges the receiving status of the packet 
in a feedback frame, to avoid duplication. After receiving a successful acknowledgment, 
then the packets at the receiver are forwarded. The paths are selected based on a greedy 
algorithm (Hu, Xie & Zhang 2013).

POR mainly concentrates on high throughput of the network. The packets are divided 
into frames and calculate the checksum of nodes. The congestion control bit is used to 
avoid congestion in the network. POR performs high speed, multi-rate wireless mesh net-
work that runs on Wi-Fi interface, has low complexity, supports TCP, supports multilink 
layer data rates and is capable of exploiting high efficacy.

5.7.1.5  Energy Efficient Opportunistic Routing (EEOR)

The basic idea to improve throughput is to allow any node in the forwarders list if it over-
hears and is near to the destination. The nodes in the forwarders list are prioritized and 
if the receiver has higher prioritized packet than the sender, then the packet is discarded. 
The key issue here is how to prioritize the forwarder list efficiently.

Here (Mao, Tang, Xu, Li & Ma, 2011), an assumption is made that every node has fixed 
transmission power (non-adjustable) as well as where a node is enabled to adjust its trans-
mission power (adjustable). Energy-efficient algorithms are proposed for both the cases 
which are used to select and prioritize a forwarder list. Results show that EEOR outper-
forms ExOR.

5.7.2  MAC Aware

These are proposed for WSNs, since the lifetime and performance are dependent on MAC.
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5.7.2.1  QoS Oriented Opportunistic Routing (QOR)

TR cannot be applied to WSNs since they face the reality of radio physics, including asym-
metric and long-range transient links. QOR a QoS-based opportunistic routing is proposed 
for data collection in WSNs (Lampin, Barthel, Auge-Blum & Valois, 2012). Unlike tradi-
tional routing, QOR gains the advantage of OR to provide fast and reliable transmissions.

QOR has a threefold process:

 1. A joint routing structure and an addressing scheme which allows us to identify a lim-
ited set of the node which may become opportunistic relays between a pair of nodes.

 2. Cascaded acknowledgment is designed, which gives a reliable ACK and replica-
tion free forwarding.

 3. Performance evaluation concludes that QOR effectively uses opportunistic links.

QOR reduces end-to-end delay and offers high delivery rates. QOR works well for dense 
networks as well as sparse networks.

5.7.2.2  Opportunistic Routing for Low Power and Lossy Networks (ORPL)

In B. Pavkovic et al. a problem is considered, i.e. RPL over IEEE 802.15.4 MAC layer. The 
two-layer operates in a different fashion; a directed acyclic graph can be seen in RPL, 
whereas a cluster-tree in IEEE 802.15.4. The coupling of them both is an issue to be consid-
ered. A modified cluster-tree is designed which can associate with several parent nodes, 
taking advantage of sufficient organization of super frame at MAC layer. This is a modi-
fied MAC layer which can opportunistically forward with RPL, with the possibility of 
forwarding packets to multiple nodes. Instead of using same parent node every time, we 
use different parent nodes as long as they are close to a sink node. We take advantage of 
opportunistic forwarding to support higher-priority, delay sensitive alarms, which should 
come to the sink node before the deadline along with low-intensity monitoring data. ORPL 
outperforms RPL in delivery ratio, delay and overhead (Pavković, Theoleyre & Duda, 2011).

5.7.2.3  Opportunistic Routing with Congestion Diversity (ORCD)

The routing protocols with minimum delay are mostly preferred. The major issue with the 
minimum delay routing protocol is in heavy traffic scenarios, where the network results 
in severe congestion and unbounded delay. To avoid this, ORCD is proposed (Naghshvar 
and Javidi, 2010). It is the combination of shortest path routing with back pressure routing. 
Based on the congestion control measure, packets are ranked accordingly and expected to 
have low overall congestion. A novel function called Lyapunov is used to ensure a bounded 
expected delay for all networks under allowable traffic. Two variations of ORCD are given

 1. Infreq-ORCD: It allows outdated backlog data in its computation to rank the nodes.
 2. AD-ORCD: It allows an asynchronous distribution.

5.7.2.4  Opportunistic Routing for Wireless Sensor Networks (ORW)

Opportunistic routing is significantly better than WSNs. WSNs are duty-cycled, i.e. they 
enter sleep mode frequently to extend the network’s lifetime. However, OR assumes that 
nodes are awake. To avoid this scenario, an opportunistic routing scheme for WSNs is 
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being proposed (ORW) (Ghadimi, Landsiedel, Soldati, Duquennoy & Johansson, 2014). 
ORW uses a metric called the expected number of duty-cycled wakeups (EDC) that reflects the 
number of duty-cycled wakeups that are required to successfully reach the destination. 
An algorithm is designed to optimize EDC, such that it significantly reduces delay and 
improves energy efficiency when compared to TR. The performance of ORW is evaluated 
both on simulator and test bed. ORW reduces radio duty cycles on average by 50%.

5.7.3  PHY and MAC Aware

They provide practical and efficient routing protocols.

5.7.3.1  Protocol for Retransmitting Opportunistically (PRO)

M.H. Lu et al. proposed an efficient retransmission protocol called PRO. PRO is a link layer 
protocol that allows overhearing nodes to act as relays that retransmit on behalf of the 
source after they gain knowledge about the failed transmission (Lu, Steenkiste & Chen, 
2009). Relays with high connectivity to the destination have a higher chance of delivering 
a packet than the source.

PRO has 4 main features:

 1. Channel reciprocity coupled with a runtime calibration process is used to deter-
mine the instantaneous link quality to the destination.

 2. Local process filters out the poor relays.
 3. A distributed relay selection algorithm selects the best set of eligible relays from 

the qualified relays and prioritizes them.
 4. 802.11e enhanced distributed channel access (EDCA) is applied to make sure that 

high priority relays transmit high probability. PRO works well both in test beds 
and the real world.

5.7.3.2  Maximizing Transmission Opportunities in Wireless Multi-Hop Network (MTOP)

As WiFi networks are becoming more crowded these days, where 802.11 radios are 
used MTOPs would be helpful in dense networks where the hop distance is short 
enough and data rates are high. MTOP is taken from the opportunistic transmission 
protocol (TXOP), which forwards the multiple frames back-to-back (Lee, Yu, Shin & 
Suh, 2013). MTOP transmits the frame to be forwarded a number of hops consecutively 
to minimize MAC overhead. Collision-prone non-stop forwarding is safe via analy-
sis and USRP/GINU radio-based experiments. The simulation was done on the broad 
extent on the OPNET simulator. Results show that MTOP works under a wide range 
of scenarios.

5.7.3.3  Cross-Layer Aided Energy-Efficient Opportunistic Routing (CL EE)

J. Zuo et al. proposed CL EE, which takes advantage of cross-layer information exchange. 
Information may be a kind of frame error rate (FER) in the physical layer, the maximum 
number of retransmissions in MAC layer and number of relays in the network layer. Energy-
dissipation-based objective functions were used for calculating the end-to-end energy 
consumption of each potentially available route for both traditional and opportunistic 
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routing. After simulation, a result shows that energy-efficient OR outperforms TR in terms 
of end-to-end delay, and throughput is also increased (Zuo, Dong, Nguyen, Ng, Yang & 
Hanzo, 2014).

5.7.3.4  Sensor Context-Aware Adaptive Duty-Cycled 
Beaconless Opportunistic Routing (SCAD)

The primary concern in WSNs is energy. If low power transmissions occur, they 
make wireless links unreliable, which leads to frequent topology changes resulting in 
packet retransmission which wastes energy. SCAD is proposed to avoid this (Zhao & 
Braun, 2014). It makes use of beaconless OR for WSNs. SCAD is a cross-layer routing 
protocol which uses the concept of beaconless OR in WSNs. The selection of hops is 
made based on a few factors in the network context. To gain a balance between per-
formance and energy, duty cycles of sensor based on real-time traffic load and energy 
drain rates are used. SCAD outperforms other protocols both in terms of throughput 
and lifetime.

5.8  Conclusion

Routing in opportunistic networks is a challenge, due to its dynamic nature. Routing 
helps in optimizing a network, so selecting an appropriate routing protocol gives us better 
results. The taxonomy of routing protocols in the opportunistic network have been dis-
cussed to give a clear idea about OppNets to the reader. In the future, we will try to discuss 
some other new protocols. Until now, no routing protocol has been designed which works 
for all situations.
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6
Congestion-Aware Adaptive Routing 
for Opportunistic Networks

Thabotharan Kathiravelu and Nalin Ranasinghe

6.1  Introduction to Opportunistic Networks

6.1.1  Technical Background in Opportunistic Networks

Technological advances in communications and systems architectures have provided users 
with small handheld mobile wireless devices with multiple communication interfaces, giv-
ing rise to the emergent field of ubiquitous and pervasive computing (Chaintreau et al., 
2005; Jung et al., 2007; Kathiravelu and Pears, 2006; Pareschi et al., 2008). The portability of 
these mobile devices with multiple communication interfaces and with various data rates 
has encouraged the invention of many new networking architectures (Feeney and Nilsson, 
2001; Camp et al., 2002; Bruno et al., 2005). Ad hoc and mobile ad hoc networks (MANETs) 
are two such networking architectures where portable devices are able to establish pair-wise 
network connectivity among peer devices using short-range wireless connectivity. These ad 
hoc networks have been found to be useful in scenarios where connectivity to the Internet is 
not readily available or where the communications infrastructure has been damaged due to 
natural and other disasters (Bruno et al., 2005). Opportunistic networks have emerged as a 
new paradigm in communication networking during the past few years and are considered 
a subclass of MANETs and delay-tolerant networking (Fall, 2003; Cerf et al., 2004). The pro-
liferation of small-sized mobile handheld devices with multiple communication interfaces 
has paved the way for this newer communication paradigm where mobile wireless devices, 
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when they are within communication range of each other, can exchange their content of 
interest opportunistically or can forward data packets opportunistically for other mobile 
devices using their local connectivity with other devices. These opportunistic exchanges set 
the stage for opportunistic networking and for the emerging paradigm of store, carry, and 
forward (alternatively known as pocket switched networks [PSNs] [Chaintreau et al., 2005]) 
with minimum support from the infrastructure. The intermittent connectivity between the 
mobile devices in opportunistic networking forces them to store the content in their own 
buffer, carry it while they are mobile, and do so until they meet a potential device to forward 
the content. It is the device mobility and the cooperation among the mobile devices that have 
enabled opportunistic networking to become a success in information sharing (Kathiravelu 
and Pears, 2006; Chaintreau et al., 2005; Leguay et al., 2006; Conti and Kumar, 2010; Pelusi 
et al., 2006). Since opportunistic networks are assumed to operate without the support of 
typical networking infrastructure, they are also suitable for being employed in developing 
regions of the world where network infrastructure is not available or is very much of limited 
range for political and economic reasons. Even in places where network infrastructure does 
exist, natural disasters could demolish the infrastructure, making opportunistic network-
ing beneficial to people to exchange vital and critical information among themselves, espe-
cially for people who are involved in rescue and relief operations (Conti and Kumar, 2010; 
Pelusi et al., 2006). In developed regions of the world, opportunistic networks can play a 
major role in supplementing service quality in high-density social interaction scenarios (Hui 
et al., 2008; Leguay et al., 2006; LeBrun and Chuah, 2006; Pietilinen et al., 2009). The interest-
ing inherent properties of opportunistic networks have attracted researchers around the 
world to explore their research problems from different perspectives. Some of the early work 
on opportunistic networking since its inception has looked for opportunistic connectivity 
information that was available in the form of connectivity traces (Chaintreau et al., 2005, 
2007; Leguay et al., 2006; Kathiravelu and Pears, 2006). There have been a few more studies 
in characterizing the network behavior, identification of possible use case scenarios, and the 
development of applications that can adapt to inherent properties of opportunistic networks 
(Kathiravelu and Pears, 2006; Calegari et al., 2007). Further developments on the theoretical 
and experimental studies have paved the way for the design and implementation of routing 
protocols and forwarding algorithms for opportunistic networks (Wang et al., 2005; Song 
and Kotz, 2007; Chaintreau et al., 2007).

6.1.2  Content Distribution in Opportunistic Networks

The potential and unique characteristics of opportunistic networks have attracted research-
ers in finding ways of distributing content of interest using opportunistic contacts. Early 
work in content distribution using opportunistic networking began with PSNs (Hui et al., 
2005a; Chaintreau et al., 2005). PSNs aim to convey messages for mobile human scenarios 
taking advantage of the local and global connectivity (Hui et al., 2005a, 2005b).

6.1.3  Research Initiatives in Opportunistic Networks

The unique properties of opportunistic networks pose new problems when popular mobil-
ity models are used in simulation-based studies. Using popular mobility models to model 
device mobility and device connectivity in these studies would also complicate the design 
process (Hsu et al., 2005; Kathiravelu and Pears, 2006; Konishi et al., 2005).

As new network features, such as resilience and community structure (Girvan and 
Newman, 2002; Hui et al., 2007), emerge, newer models that can represent graphs with these 
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specific characteristics and their specific inherent properties are required. Detailed investi-
gations on time-aggregated field contact trace sets reveal the presence of recurring interac-
tions among nodes when the whole set of time-aggregated contacts is viewed; we call these 
recurring interactions clusters of contacts (CoCs) in the network. In simulation-based stud-
ies of opportunistic networks using mobility models, the ultimate aim is to extract the con-
tact information that includes parameters, such as how long each pair of node is in contact 
and long each pair is not in contact. Therefore, researchers have started to look at generat-
ing connectivity traces directly using the measured probabilistic distribution information 
available from real field traces, instead of relying on any formal mobility models (Bonn, 
2005; Calegari et al., 2007). The argument is that even when one uses such formal mobility 
models, what one does is model the node behavior to measure the device connectivity, and 
therefore the question that naturally arises is, why should not the connectivity be modeled 
directly based on estimated parameters? In addition, generating connectivity information 
directly relieves the designer from the hassle of identifying the appropriate formal mobility 
model and setting its parameters. Other advantages, such as the ability to conduct simula-
tion-based studies with a varying user population and device connectivity patterns, could 
also be easily integrated in such connectivity generators, and traces could be produced, as 
opposed to conducting complex real field trace collection experiments.

6.2  Adaptive Routing in Opportunistic Networks

In one of our previous studies (Kathiravelu et al., 2009), we were able to model the behavior 
of an opportunistic network using its two high-level properties of predictability and con-
nectedness. The probabilistically estimated information from these two can be utilized by 
nodes to make probabilistic estimations in making future opportunistic contacts.

In order to facilitate the forwarding of messages toward their intended destinations, the 
routing algorithm first requires the opportunistic exchange of the neighborhood informa-
tion. As given in Kathiravelu et al. (2009), nodes utilize their past history of contacts and inter-
contacts with their neighbors to probabilistically determine their future contact opportunities 
in the form of predictability and connectedness. When nodes meet each other opportunisti-
cally, they exchange their estimated predictability and connectedness information with their 
neighbors. Receiving nodes of such information shall then determine the best forwarder 
node based on the received information to forward the messages stored in their buffers.

The proposal for this new protocol is founded on the following principle: based on the 
self-similarity property, nodes can probabilistically estimate their predictability and con-
nectedness with their neighboring nodes, and therefore to forward messages, they need not 
have to utilize any random probabilistic estimation. Once the nodes estimate their connec-
tivity information about their neighbors, they can store such information in a well-defined 
data structure and can exchange the data structure during opportunistic contacts. Nodes 
that receive the connectivity information from their neighbors may update their connectiv-
ity table information based on the received connectivity information; therefore, their con-
nectivity tables contain the most updated information about the potential forwarders at any 
given time. Each node may also maintain information about more than one forwarder for a 
given destination. This enables each node to choose the best forwarder among the possible 
multiple forwarders toward a given destination. A snapshot of an example case of the con-
nectivity table maintained by a given node 6 in a scenario is shown in Table 6.1.
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Each row of the connectivity table may contain up to three best nodes arranged 
in increasing order of destination node identifiers that have the highest predictabil-
ity of meeting or forwarding toward an intended destination with which the node 
had made contact in the past, the next expected contact establishment time, and the 
expected contact duration. If a node has had no chances of meeting a particular node, 
then it maintains the information of the node with the highest predictability, which 
might meet that particular node. By doing so, each node maintains a global view of 
the network connectivity irrespective of whether it will meet a given node in the 
future.

6.2.1  Neighborhood Determination and Message Forwarding

When a node receives the serialized connectivity table from its neighbors, it updates 
its own connectivity table with highest-predictability forwarder node details, and 
its associated connection establishment time and contact duration. The adaptive 
message-forwarding algorithms executed by each node are given in Algorithms 6.1 
through 6.3.

 

TABLE 6.1

Connectivity Table Containing Information about the Potential Forwarders toward 
Given Destinations and Their Estimated Contact Predictions

Destination 
Node

Forwarder Nodes 
with Highest 
Predictability

Estimated Connection 
Establishment Times

Estimated Contact 
Duration Times

1 4, 5, 7 T1s, T′1s, T″1s (T1e – T1s), (T′1e – T′1s), (T″1e – T″1s)
2 3 T2s (T2e – T2s)
4 4 T1s (T1e – T1s)
9 9 T4s (T4e – T4s)
10 7 T5s (T5e– T5s)
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We use real field connectivity experiment traces (Leguay et al., 2006) to determine 
the predictability and connectedness information, as opposed to applying random 
probabilistic approaches to determine the delivery predictability of contacts (Lindgren 
et al., 2003). In each node, its history of contacts with its neighboring nodes is main-
tained in the form of a list of contact durations and intercontact durations. Based on 
this contact history information, a node can make contact predictions about future 
encounters with its peer nodes, and these predictions drive the opportunistic forward-
ing mechanism.

A node maintains packets in its message buffer until it meets the intended best for-
warder node. When a node receives a packet from another node, and if it is destined for 
the node itself, then it will pass the packet to the upper layers for processing. If the received 
packet is destined for some other node, then the node will determine whether it is in direct 
contact with the intended destination. If it is in direct contact with the destination, then it 
will forward the packet to the destination.
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Otherwise, it will choose a node with the highest predictability from its connectivity 
table and then forward the packet to such a node when it meets that node, or if the node 
finds itself as the best node to forward, it will keep the packet in its buffer and wait until 
it meets the destination node.

Three well-known routing protocols, namely, epidemic (Vahdad and Becker, 2000), 
PRoPHET (Lindgren et al., 2003), and HiBOP (Boldrini et al., 2007), are simulated and 
compared with the proposed congestion-aware adaptive routing protocol (CAARP). The 
discrete event–based simulator JiST/SWANS (Barr et al., 2005) was used to simulate the 
generation and dissemination of traffic as described in Kathiravelu et al. (2009).

It is assumed that in the network, a hop-by-hop path can be dynamically established 
eventually between any pair of nodes in the simulation area, and that nodes do not fail 
but can be either within or without the radio range. As the simulation progresses, the con-
nectivity between nodes becomes intermittent.

Figure 6.1 shows the simulation scenario where there are three clusters of mobile nodes 
with a high bandwidth link connecting clusters. Altogether, there are 12 nodes that con-
stitute the three clusters, with each cluster having 4 nodes. The radio range of a mobile 
node within the cluster is 200 m, and the intracluster and intercluster bandwidth is 2 Mbps. 
Nodes in clusters generate traffic that has different traffic quality of service requirements.

In the simulation, the initial 30 minutes is considered a transient period. Then the simu-
lation is run for a continuous period of 6 hours. At the end of the simulation, 1-hour stabi-
lization time is allowed before statistics are collected.

In the simulation, the dynamic connectivity pattern between a pair of nodes defines 
the connectivity model. It is the connectivity model that determines the link-level con-
nectivity between pairs of nodes, that is, establishment of newer communication links and 
the disconnection of existing communication links. We have made modifications to the 
native 802.11 link layer implementation in the JiST/SWANS simulator (Barr et al., 2005) to 

FIGURE 6.1
The simulation evaluation system set up with clusters of nodes.
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simulate the contacts and intercontacts of the opportunistic network according to the con-
nectivity model. As discussed in Kathiravelu et al. (2009), the members of the simulated 
search and rescue scenario make contacts among themselves within a time interval of 
3–5 minutes. In our simulation, we have varied the connectedness and predictability of the 
system from 50% to 100%, in a total of 36 experimental runs.

6.2.2  Performance Indicators

As used by Lindgren and Phanse (2006) for a similar experimental study, we use the three 
buffer management policies, namely, the just drop (NOPO), MOFO (drop the most for-
warded message first) and SHLI (evict the shortest lifetime first), in our simulation-based 
experiments to measure the performance.

We use message delivery ratio (MDR) and the average amount of energy spent by each 
node to transmit and receive messages, as well as in the sleep and idle states, as our perfor-
mance indicators to measure the system performance under different combinations of pre-
dictability and connectedness in order to exactly identify the system performance while 
these two are varied.

In order to measure the energy spent in the transmitting, receiving, sleeping, and idling 
states, we use the energy consumption values given in Table 6.2 as proposed by Chen 
et al. (2002) for a 2 Mbps communicating radio and have adapted the method described 
by Friedman and Kogan (2009) for calculating the same. We monitor the state changes 
in each node while it switches from one activity to another and then measure the energy 
consumed.

We use the following equation to calculate the average energy expended by each node:

 Average Energy Expended per node

Total energy spent for al

=

ll the 
activities by all nodes

Total number of nodes
 (6.1)

6.2.3  Performance Evaluation of the Adaptive Routing Protocol

In Figures 6.2 through 6.4, we present the MDR for each of the buffer management policies 
separately for traffic type 1. First, a general observation can be made from all three plots 
with different buffer management policies. It is easy to observe that the adaptive protocol 
outperforms both the epidemic and PRoPHET routing protocols in MDR in all cases for 
any given buffer size. This confirms our hypothesis that by using the past history informa-
tion, we can select the best future forwarder to achieve a higher MDR.

We can clearly observe that as expected, all three plot test cases with a predictability of 
90% and connectedness of 50% performed better than the case with a predictability of 50% 
and connectedness of 50%. It is obvious that a 90% confidence in predictability will indeed 
achieve a higher MDR. It is also significant to observe that under the same operating 

TABLE 6.2

Power Consumption in the Tx (Transmit), Rx 
(Receive), Idle, and Sleep Modes as Proposed 
by Chen et al. (2002)

Tx Rx Idle Sleeping

1400 mW 1000 mW 830 mW 130 mW
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FIGURE 6.2
MDR for traffic type 1 with just drop buffer management policy.

FIGURE 6.3
MDR for traffic type 1 with MOFO buffer management policy.

FIGURE 6.4
MDR for traffic type 1 with SHLI buffer management policy.
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conditions, the epidemic routing protocol achieves a higher MDR than the PRoPHET rout-
ing protocol. We could also observe that the adaptive and epidemic routing protocols both 
achieve a higher MDR than the PRoPHET protocol.

From Figures 2.2 through 2.4, we can also observe that the MOFO policy outperforms 
the NOPO and SHLI policies in terms of the MDR. When there is congestion, the MOFO 
policy ensures that the historically least forwarded messages in the buffer are kept while 
the most forwarded messages are evicted from the buffer. This enables the least forwarded 
messages to more likely get to their destinations. The SHLI policy, which evicts messages 
based on their time to live values, performs similarly to the NOPO policy.

6.3  Adaptive Routing Protocol with Congestion Avoidance

The protocol described in Kathiravelu et al. (2010) estimates the two values of predictabil-
ity and connectedness heuristically for each node based on its past history of contacts and 
then makes forwarding decisions for messages (Kathiravelu et al., 2010; Lakkakorpi et al., 
2010). The protocol assumes that when a chosen forwarder receives messages as described 
above, it will have adequate storage to accommodate the arriving messages and will also 
try its best to forward them (Kathiravelu et al., 2010).

This can result in a situation where a few nodes will have to devote most of their resources 
to others in order to increase the overall delivery rate of messages. Even if properties such 
as the number of remaining hops toward the destination and the probability of reaching a 
given destination are considered by the adaptive routing protocol, some nodes can become 
more popular and will have to devote their precious resources, such as battery power, for 
mutual forwarding. This is because the heuristics considered so far do not pay attention to 
a node’s position of being so popular among the other nodes. This ultimately results in the 
dropping of many messages by popular nodes and the degradation of final message deliv-
ery. Typical MANET approaches for avoiding congestion just discard arriving messages 
when a node is not ready to accommodate such messages, resulting in messages being lost 
in transit (Sharma and Bhadauria, 2011; Jain et al., 2012).

When nodes become overloaded, they employ buffer management policies to avoid 
congestion and to accommodate new messages. As a result, a significant number of mes-
sages can get lost in transit. In opportunistic networks, as there is no effective feedback 
path at the link layer between the source and the destination nodes, source nodes are 
often unaware of the congestion in intermediate nodes and the message losses. Congested 
nodes often refuse to receive messages and, as a result, the network becomes partitioned. 
Therefore, the typical approaches that are developed based on the end-to-end connectivity 
are not applicable for opportunistic networks. In our empirical studies, we have observed 
that the conventional approaches for congestion avoidance have impacted the overall per-
formance of the network significantly. We have also observed that a better, more controlled 
approach is needed to avoid congestion.

6.3.1  Congestion-Aware Adaptive Routing Protocol

Our proposal for a CAARP considers the amount of buffer space needed for an incoming 
message at the node while making a forwarding decision. In a node with limited buf-
fer space, a decision has to be made on which of the messages to accept for forwarding. 
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A message will be accommodated on a priority basis if the arriving message has yet to 
travel a larger number of hops before reaching its destination. Messages that have yet to 
travel a larger number of hops to their destinations should be handled with priority in 
order to counter the fact that the predictability and connectedness values for those mes-
sages are found to be lower than those of other messages, and therefore nodes will not 
prefer to receive them by default.

A message that has already been forwarded many times implies that the message is 
already at its destination or is closer to its destination. A proposal to the contrary is that 
keeping such messages at the end of the list with a lower priority will not do much harm 
to the message delivery (Lindgren and Phanse, 2006). We argue otherwise. A message that 
has already been forwarded by many nodes could be accommodated in the buffer in a 
priority manner. The MOFO (evict the most forwarded packet first) approach adopts this 
policy, and the effect of this approach is discussed in Lindgren and Phanse (2006).

On the other hand, considering messages that have been forwarded already by many 
nodes to be given a higher priority than messages that have been just forwarded by a few 
nodes can result in relatively new messages getting dropped because of the lower number 
of hops they have traversed. This could seriously affect the final delivery of such messages. 
Therefore, we have adopted a policy that gives a higher priority to a message that still 
needs to traverse many nodes to reach its intended destination.

When nodes come into contact with each other, summary vectors are exchanged, con-
taining a list of messages that a node is willing to accept based on its congestion avoidance 
policy. The sending node will accordingly forward a number of messages from its buffer 
to the receiving node. The receiving node will keep those messages that need to be for-
warded toward their final destinations through other nodes until a suitable forwarder is 
met while forwarding those that can be immediately sent.

When a message is received by a node and if the buffer occupation is less than 50% 
of the total space, the message is accepted without any issues (Lakkakorpi, 2011). If the 
space available in the buffer is more than 50%, then the congestion avoidance algorithm 
will be enabled to decide which messages to store in the buffer. The congestion avoid-
ance algorithm first considers the rate at which the node itself is generating messages. 
It gives priority to those messages in case the space available in the buffer is less than a 
safety threshold and the algorithm will allow only the node’s or nodes’ own messages 
that cannot be immediately forwarded to occupy the buffer if the threshold remains 
exceeded (Figure 6.5).

FIGURE 6.5
Message delivery mechanism of the adaptive routing protocol.



127Congestion-Aware Adaptive Routing for Opportunistic Networks   

When the occupied buffer space is less than 50% but above the safety threshold, the con-
gestion avoidance algorithm decides to accommodate messages that need be forwarded 
through a number of hops to reach their respective destinations. If the occupied space is 
below the threshold, only own messages will be accepted. The algorithm is able to deter-
mine which messages are to be accepted since each node maintains a routing table, as 
described earlier.

Algorithms 6.4 and 6.5 illustrate how congestion avoidance is in operation when the 
remaining buffer space in a node is less than 50% of the total space. Each node lists the 
nodes that it has a higher predictability of meeting and advertises them to its neighbors. 
Receivers of such advertisements shall not forward any messages to the sender that does 
not have a higher probability of reaching their destinations. Algorithm 6.4 illustrates how 
a node informs its neighbors about congestion at itself and refrains from receiving further 
messages from its neighbors. Algorithm 6.5 illustrates how a sender of messages prepares 
a list of messages to be sent to a neighbor that has indicated its willingness to receive mes-
sages. Our proposed approach for congestion avoidance is incorporated into the adaptive 
routing protocol. The enhanced protocol is named the congestion-aware adaptive routing 
protocol, which fully incorporates the functionalities described in Algorithms 6.4 and 6.5.
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Simulations are carried out to compare the performance of CAARP and the epidemic, 
PRoPHET, and HiBOP routing protocols (Vahdad and Becker, 2000; Lindgren et al., 2003; 
Boldirini et al., 2007) under low to moderate congestion.

Simulations are carried out to compare the performance with the proposed connectivity 
model implemented to model the inherent opportunistic network properties (Kathiravelu 
et al., 2006, 2009).

6.3.2  Results and Discussion

Figure 6.6 presents the MDR for the adaptive protocol and CAARP for the cases of 50P50C 
and 90P50C. It can be observed that CAARP shows better performance than the adaptive 
protocol when the buffer size is 100, but the adaptive protocol performs better for small 
buffer sizes.

One more interesting observation that can be made is that when the buffer sizes are 
smaller, the MDR is very low for CAARP in the cases of both 50P50C and 90P50C. The 

FIGURE 6.6
A comparison of the MDR for the adaptive routing protocol and CAARP.
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reason for this is that CAARP allocates at least half of its buffer space to store its own mes-
sages and only then will accommodate the messages it receives from its neighbors.

When the buffer sizes are comparably smaller, the MDR becomes low. To investigate 
this effect, the buffer sizes were varied from 1 to 20 and the adaptive protocol and CAARP 
behaviors were investigated. From Figure 6.7, we could clearly observe that the adaptive 
routing protocol performs over and above CAARP well when the buffer sizes are smaller.

Figure 6.8 presents the MDR for adaptive (Kathiravelu et al., 2009), our proposed 
CAARP, epidemic (Vahdad and Becker, 2000), PRoPHET (Lindgren et al., 2003), and HiBOP 
(Boldirini et al., 2007) routing protocols. It can be clearly observed that CAARP exhibits 
a sharp increase in the MDR when the buffer size increases. For all other protocols, MDR 
mostly remains invariant of the buffer size.

In conclusion, in this chapter we have proposed, designed, and developed a CAARP, 
which can perform better in opportunistic networking environments. This proposed 
protocol exhibits better performance than well-known protocols in the field, especially 
when the buffer sizes are larger. As future exploration in this field, we envision that more 
advanced routing protocols that incorporate the inherent properties of opportunistic net-
works, along with the recent trending approaches to solve problems, such as machine 
learning, could be proposed and developed.

FIGURE 6.7
A comparison of MDR for the adaptive routing protocol and CAARP when the buffer sizes are smaller.

FIGURE 6.8
A comparison of the MDR for CAARP and the adaptive, PRoPHET, HiBOP, and epidemic routing protocols.
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7.1  Introduction

This chapter starts with an overview of vehicular ad hoc networks (VANETs). It includes 
VANET characteristics and similarities, and the differences between VANETs and mobile 
ad hoc networks (MANETs). This chapter is about the diverse applications of VANETs and 
the requirements of these applications. In addition, it reviews VANET standards, heteroge-
neous VANETs, a variety of studies focused on different broadcasting methods, and also 
associated issues with data dissemination in vehicular networks and vehicular mobility 
models. The discussion will be about the challenges and solutions with respect to the 
related issues, based on the literature.

Vehicular ad hoc networks have been established as a potential candidate to connect 
vehicles to other vehicles which are traveling on the road and provide ubiquitous com-
munication. VANETs can facilitate generic applications such as internet access, multiplayer 
games, and content distribution as well as some novel, purposely designed, applications. 
Even though VANETs is considered as a subcategory of MANETs, there are some unique 
features that make a clear distinction between VANETs and MANETs (Moustafa and 
Zhang, 2009). These features, including high mobility, dynamic topology, mobility mod-
eling and prediction, localization, large-scale networks, and hard delay constraints, are 
described briefly in this section.

There is a potential for vehicles to travel at high speeds, and, therefore, the period of 
communication between them can be very short. Since vehicles have the characteristic of 
high mobility, the topology of the network changes quickly and unexpectedly, which leads 
to the frequent and unpredictable break down of wireless links (Moustafa and Zhang, 
2009). Another feature of VANETs is that the network topology is highly dynamic (Bako 
and Weber, 2011). For example, late at night or on rural roads, the traffic density is very 
low; on the other hand, on huge highways or at midday, a very dense network can be expe-
rienced. Accordingly, in the communication range, the number of neighbor vehicles may 
differ from zero up to hundreds.

The mobility of MANETs is random and without a certain control, while in VANETs, 
nodes move throughout the network under strict rules. This control strategy causes the 
position of vehicles to be predictable. One of the most important features of the vehicular 
scenarios is the fact that sensor nodes are not allowed to freely move around an area, and 
the vehicles have to be completely respectful of the movements of other vehicles and the 
road layout. That is, vehicles have a propensity to drive around the forming groups and 
the radio coverage of the wireless interface of the VANET is usually smaller than the dis-
tance between the groups. Furthermore, based on the kind of the road that vehicles pass 
on, the traffic patterns vary. The road topology also puts a severe restriction on the move-
ment of the vehicle. In other words, while moving around, the nodes have to comply with 
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those mobility patterns which the road network has imposed. Roads can be categorized 
into three groups: rural roads, urban roads, and highways.

Because of its high potential, this communication platform is going to be a signifi-
cant part of intelligent transportation systems (ITS). Allocating a unique spectrum to 
the dedicated short-range communication (DSRC), the wide adaption of IEEE 802.11, 
the popularity of Global Positioning System (GPS) and local regularity bodies, such as 
European Telecommunication Standard (ETSI), Industry Canada (IC) and the Federal 
Communications Commission (FCC) of the U.S, are major issues for the rapid develop-
ment of VANETs.

For the majority of VANET applications, it is important to have access to real-time 
updated positioning information (Barani and Fathy, 2008; Boukerche et al., 2008). Unlike 
the other networks, in VANETs, the position information is easily accessible as they can be 
applied to the GPS systems in the vehicles, which can be simply installed. With the appli-
cation of GPS, locating the position of the vehicles is possible in VANETs.

In VANETs, there are thousands of nodes traveling at speeds of up to tens of kilometers 
per hour. This is not a feature of any other mobile networks, such as wireless sensor net-
works (WSNs) or mobile ad hoc networks (Olariu and Weige, 2009).

The main objective of VANETs is the delivery of safety messages. These messages must 
have the highest priority and need to be delivered on time. Since most of the safety appli-
cations rely on mechanisms of broadcast, they are delay-critical. These mechanisms allow 
information to be distributed with minimal delay (Hafeez et al., 2010). Therefore, critical 
safety information has to be forwarded very quickly by broadcast mechanisms that are 
designed for this purpose (Chen et al., 2010a).

7.1.1  Overview of Dedicated Short-Range Communication (DSRC) Standard

Network operators are the service providers of VANETs. They can also be implemented 
with the collaboration of governmental authority. Recently, 75 MHz of the DSRC spectrum 
at the frequency of 5.9 GHz has been allocated for V2I and V2V communications by the 
Federal Communications Commission (FCC) of the U.S. (Kenney, 2011). The DSRC spec-
trum is divided in seven wide channels of 10 MHz. This type of architecture should allow 
communication between roadside equipment and vehicles and among vehicles that are 
nearby (Intl, 2003). It means that there are no supports from any infrastructures. One alter-
native is technology which is infrastructure based (V2I). In fact, the architecture of V2V is 
included in the V2I architecture. The approaches of V2I depend on the infrastructure that, 
due to its high cost, may not become a reality in the early stages of VANET development. 
Within the car to car communication consortium (C2C-CC) a reference architecture is pro-
posed for vehicular networks, this reference helps to distinguish between two domains: 
the infrastructure domain and in-vehicle ad hoc. The standards of IEEE P1609.1, P1609.2, 
P1609.3, and P1609.4 have been completed by the IEEE for trial testing with vehicular ad 
hoc networks (Yin, 2004).

The standard P1609.1 is for the resource manager of wireless access for vehicular envi-
ronment (WAVE) (IEEE, 2010). The standard IEEE 802.11 is mainly designed for networks 
with low mobility. However, considerable issues such as frequent disconnection and 
handoff are addressed by the working group of the standard of IEEE 802.11p (Jiang and 
Delgrossi, 2008). In order to support the vehicular network applications, alternatives to 
the IEEE 802.11 standard are defined by the IEEE 802.11p standard. CSMA/CA is used by 
the IEEE802.11p for link sharing, as the basic scheme for media access. The IEEE 802.11s 
protocols utilize multi-stage request to send, clear to send (RTS/CTS) handshake followed 
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by an acknowledgment to guarantee the delivery of a unicast packet. Broadcast messages, 
on the other hand, cannot use the RTS/CTS exchange because it causes a collision in the 
network (Schmidt et al., 2011).

7.2  Applications of VANETs

In the context of VANET applications, DSRC has been employed to develop new types of 
applications (Olariu and Weige, 2009), which benefit from a combination of various hard-
ware components (input and output devices, CPUs, navigations systems, sensors, and 
wireless transceivers) that will be employed in future vehicles. These categories are driver 
safety enhancement, non-safety utilization, and commercial intentions.

7.2.1  Safety Applications

The safety applications are aimed at improving public safety and protecting individuals 
against events that may cause loss of life. In safety applications, the safety data is required 
to be delivered to the intended receivers (e.g., those vehicles that are moving toward the 
dangerous zone). The most significant group of the VANET applications, the active safety 
applications, are aimed at decreasing the number of fatalities or injuries in road accidents. 
Safety applications broadcast information about risky positions and conditions, like the 
Road Caution Hazard Notification (RCHN) or Post Crash Notification (PCN), to vehicles 
that are in a position to benefit from the information, for example, keeping away from an 
accident or any unwanted events. The active safety applications depend upon the informa-
tion broadcasting into a certain geographical region (Yin et al., 2004). Active safety appli-
cations are highly dependent on the information distribution into a particular region of 
interest (RoI) (Viriyasitavat et al., 2011).

Although the messages sent by this application are relatively few, it is essential that they 
are delivered and distributed immediately (Elbatt et al., 2006). The minimum frequency 
for these kinds of applications is 1 Hz (Olariu and Weige, 2009).

7.2.2  Non-Safety Applications

The convenience and efficiency of the driver are improved by the non-safety applications. 
Unlike safety applications that do not deal with a lot of data, non-safety applications need 
to process a higher volume of information (Chen et al., 2010b). Travel time can be mini-
mized using driving efficiency applications. They distribute information about the roads 
and traffic conditions so that the driver can avoid roads with high traffic density or traf-
fic jams. If a driver has information about the roads which lead to their destination, they 
can save time by choosing the best route (by the application of the car navigation system), 
which has the least traffic. There are many situations such as merging into the flow of 
traffic or finding free parking, that comfort applications, like the applications for driver 
efficiency, can help the driver. Information is periodically exchanged by non-safety appli-
cations. This is aggregated with the information received by the vehicle’s sensors from 
neighboring vehicles and, after all these processing stages, the information is distributed 
to other vehicles. Therefore, unlike safety applications, comfort applications do not impose 
tight time constraints. However, they also need to periodically exchange information and 
data in their direct neighborhood.
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7.2.3  Commercial Applications

There are some services that are provided by commercial applications such as advertise-
ment, web access, and entertainment. In addition, services such as map downloading (for 
the navigation systems), video streaming and remote vehicle diagnostics are also included 
in these applications. Unlike the safety and non-safety applications, commercial applica-
tions are heavily dependent on unicast communications (Schoch and Kargl, 2010).

7.3  Packet Forwarding and Dissemination in VANETs

Monitoring the different applications that rely on the VANET reveals that a unicast commu-
nication needs to be established by a number of applications. Since the number of the nodes 
is very high and the topology of the network is rapidly changing, the message sender can 
send messages without knowing the receiver and messages can be sent without changing 
the network topology. In many cases, receivers can be defined, such as those located in front 
of or behind the sender, those in a particular spot, and those receivers that are able to offer 
a particular service. In addition, some of the applications depend on the local broadcast 
which can be considered as a type of one-to-all application: emergency signal pre-emption, 
SoS services, and post-crash warnings (Olariu and Weige, 2009). Therefore, there are three 
categories for the communications in VANETs: unicast, multicast and broadcast.

7.4  Homogeneous and Heterogeneous Vehicular Ad Hoc Networks

There is an assumption for the simplification of routing in the wireless networks that 
most of the research in this area has been based on. This assumption is that all the vehi-
cles have the same communication range (Homogeneous) and this range is represented 
by R, which is a fixed number. Therefore, all the existing links in the network, called 
Bidirectional Links (BL), have two directions and they can operate perfectly well in both 
directions. It means that if the node R is able to reach the node S with one hop, the node S 
can also reach the node R with one hop and this has been shown in Figure 7.1. However, 
in real life, vehicles with different features also have a heterogeneous communication 

BL
S R

FIGURE 7.1
Bidirectional link.
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range. This may be the result of the differences in the algorithms of topology control, 
heterogeneity of the transmitter and receiver hardware, or the vehicle height, such as 
buses, trucks, and cars (Li et al., 2004).

There is another reason for the links with one direction and that is the interference, 
which can be closer to one node than the other. This prevents nearby nodes from obtain-
ing some of the packets of data that are sent to them. The cause of this interference may be 
the other node’s transmissions or transmissions that originate from other devices such as 
jammers, which are operating at an overlapping frequency. Although it is more likely for 
this interference to have short-lived one direction links, a network that is made up of dif-
ferent wireless range devices can also have permanent unidirectional links for the given 
positions of nodes (Zhang et al., 2004).

If the node R is not able to reach the node S, but the node S is able to reach the node R, the 
link between these two nodes has one direction (unidirectional). A network that is consid-
ered as unidirectional consists of links with one direction. An instance of a Unidirectional 
Link (UL), which is the result of transmission power difference, is shown in Figure 7.2.

7.4.1  Unicast Communication

The protocols of unicast or one-to-one communications are based on the geographical 
position [such as distance routing effect algorithm for mobility (DREAM) (Basagni and 
Chlamtac, 1998) and greedy perimeter stateless routing (GPSR) (Karp and Kung, 2000)] or 
on the topology [such as ad hoc on-demand distance vector (AODV) (Perkins and Royer, 
1999) and optimized link state routing (OLSR) (Clausen et al., 2004)]. In a routing protocol 
which is topology-based (such as AODV and OLSR), the network topology helps the mes-
sages to be routed. In a protocol that is based on geographical position, knowledge of the 
positions of neighbors affects the forwarding decision. The position information is acces-
sible to neighbors due to some location services, which are normally dependent on the 
one-to-all communication mechanism. However, when the duration of the communication 
between two vehicles is long, one-to-one communication can be applied. Nevertheless, 
this type of long communication between two vehicles is not common in highly dynamic 
networks such as VANETs. Additionally, one-to-one communication is rarely needed in 
VANET applications (Tonguz et al., 2010).

UL
S R

FIGURE 7.2
Unidirectional link.
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7.4.2  Multicast Communication

In a multicast routing protocol, a mesh or tree has been constructed to connect senders and 
receivers. Some vehicles serve as “forwarders” for the multicast message. Although these 
vehicles are not interested in the multicast message, they act as a router. In tree-based 
multicasting [such as multicast ad hoc on-demand distance vector (MAODV) (Souza et al., 
2013) and ad hoc multicast routing protocol (AMRoute) (Xie et al., 2002)], a sender floods a 
message to all vehicles in the VANET and only vehicles that are interested in receiving the 
message reply via a reverse path. To solve the robustness problem of tree-based multicast-
ing, mesh-based multicast protocols have been proposed [such as on-demand multicast 
routing protocol (ODMRP) (Zhao et al., 2003), group header-based multicasting (GHM) 
(Hsieh and Wang, 2011)), topological multicast routing protocol (ToMuRo) and geographi-
cal multicast routing protocol (GeMuRo) (Santos et al., 2007)]. They use alternative paths to 
avoid the effect of frequent topology changing.

7.4.3  Broadcast Communication

This type of communication is the most convenient way of information distribution within 
a VANET. A message received by a vehicle is retransmitted to the adjacent vehicles. This 
assures that the message is received by as many vehicles as possible. This type of com-
munication can be properly employed in location services (Peng and Cheng, 2007). In the 
mechanism of one-to-all communication, occasionally, each vehicle disseminates infor-
mation about itself. As soon as a message is delivered to a vehicle, the vehicle stores the 
message and forwards it instantly. Since there are a lot of information and message flows 
in the network, it is clear that this mechanism cannot be scaled, especially when there is a 
scenario with a high traffic density. By means of IEEE 802.11 standard, Neves et al. (2011) 
conducted a research on the diffusions on a convoy of vehicles and found that flooding 
leads to considerable contentions and collisions because of the high quantity of redundant 
broadcasts.

Each vehicle estimates global topology to observe neighbors or local topology infor-
mation, which has been collected in a particular time period. Thus each vehicle has 
the information of its one-hop neighbor which is called neighbor-awareness. On the 
other hand, in order to apply this method, it is required that the frequency of the 
hello beaconing update be at a suitably high level to achieve measurements with good 
accuracy.

Data such as the global topology, which is considered as the density or the volume of 
the traffic or even a more complete topology of the k-hop neighbors, where k > 1, may be 
applicable to design a protocol, which by its hierarchal structure will result in a much 
lower overhead. For instance, one of the methods that might be applicable is utilizing the 
one-hop neighbor information for identification and then adding it to the local data, which 
is achievable through the broadcast of the periodic hello messages. In a dense traffic sys-
tem, the application of the periodic hello messages is eliminated or reduced by the coarse 
information cloud and, as a result, the bandwidth is saved.

For the purpose of traffic density estimation, it is possible for the vehicles to cooperate 
with each other and exchange information about the topology. However, this method may 
use a lot of bandwidth and bring a high level of overhead. For this reason, when there are 
no available smart infrastructures, it may not be appropriate to utilize global topology 
information.
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7.5  Broadcasting in Vehicular Ad Hoc Networks

For the purpose of comfortable and safe driving for vehicles, data can be exchanged among 
them in vehicular ad hoc networks. There are numerous applications that have been devel-
oped and they depend on the distribution of data over long distances or in a geographi-
cal zone. Routing is about data packets delivery from the origin to the target over long 
distances via multi-hop steps (intermediate nodes). However, data dissemination refers to 
data distribution to all of the nodes in a particular zone. The main focus of data dissemina-
tion is on the delivery of safety-related data to the safety applications, especially real-time 
warning, and collision avoidance data. Although trying not to overload the network is 
one of the main goals of the distribution, it is essential issues to ensure the delivery of the 
information to all of the necessary recipients in the RoI.

Another way of looking at the broadcasting in VANETs is to see it as a controlled 
flooding in the network. Suppose that there is a network with high density and in this 
high-density network an event has been detected by the vehicles. Then vehicles try 
to inform the other vehicles about this event by broadcasting the data to them. Now, 
when there are numerous candidates to forward and broadcast this data, an overload 
of the shared wireless channel will occur. Therefore, there has to be a well-designed 
forwarding strategy so that the congestion of the wireless channel will not take place. 
In addition, safety messages are of a broadcast nature and the on-time availability of 
them needs to be ensured. Hence, in order to avoid overloading the channel, the num-
ber of unnecessary rebroadcasts needs to be minimized by the adopted techniques of 
data dissemination.

The classification of the protocols of broadcasting in VANETs based on the network den-
sity assumption is shown in Figure 7.3. On this basis, there can be three different catego-
ries: broadcasting protocols that consider networks that are well-connected, broadcasting 
protocols that consider fragmented vehicular ad hoc networks and the protocols that con-
sider both the fragmented and connected networks. A classification of these categories is 
shown in Figure 7.3. This classification is founded on the assumed condition of the net-
work density. By using the particular assumed condition, each category corresponds to 
the protocols.

Broadcas�ng In 
Vehicular Ad hoc 

Networks

Rou�ng Approaches 
for Fragmented 

Networks

Dissemina�on 
protocols for 

Connected VANETs

Heurits�c

Probability-based

Counter-based

Delay-based

Topology based

Local-Decision

Imposed-decision
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Connected and 

Fragmented VANETs

FIGURE 7.3
Taxonomy broadcasting protocol in vehicular ad hoc networks.
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7.6  Dissemination Protocols for Connected Vehicular Ad Hoc Networks

For the broadcast packets, there are different protocols in VANETs. Flooding is the sim-
plest technique. In the flooding technique, the packets are rebroadcasted by each node at 
the time it has been first received. Here, the broadcast total number is equal to N-1 and N 
refers to the total number of the vehicles. Although flooding is a simple technique, it may 
cause some issues. First, when a node tries to forward a data packet to the neighbors and 
they have received the packet beforehand, then redundant rebroadcast occurs and this 
would be a redundant transmission.

Second, there will be a contention at a medium level when a packet is received by a 
neighbor and that neighbor tries to rebroadcast the packet. This will lead to collision, 
redundancy, and contention in mobile networks. This phenomenon is referred to as the 
broadcast storm problem. In this category, the protocol’s main objective is restricting the 
rebroadcasting numbers, which will lead to broadcast storm problem mitigation. Topology-
based and heuristic-based protocols are the categories of the protocols in this section.

7.6.1  Heuristic

The methods of heuristic broadcasting need parameter selection and thresholds selection, 
which are mostly associated with environments of ad hoc networks. The performance of 
these methods depends on the thresholds in the heuristic and the parameters that have 
been selected (Williams and Camp, 2002).

7.6.1.1  Probability-Based

In the probability-based method, in order to reduce the redundancy of the packets and 
collision avoidance, the rebroadcast of the messages are decided by the vehicles with some 
probability. Static gossiping is one of the schemes that is probabilistic-based and is used to 
enhance the flooding. In order to forward the messages, it applies a probability that is glob-
ally defined (Haas et al., 2002). If the characteristics of the network are known in advance 
and static, all of these variants properly work. Otherwise, the result will be a low delivery 
ratio or a high number of messages that are redundant. Adaptive gossiping methods have 
been developed in order to solve these problems. A scheme with two thresholds was pro-
posed by Haas et al. (2002). For static gossiping, this scheme is an expansion that is based on 
the number of neighbors. If there are n neighbors for a node, this node will forward the data 
packet with the probability of P1. The n is the threshold and if the node neighbors number 
becomes less than this threshold, then a higher probability of P2 is used to forward the 
messages. A great advantage of this improvement is that it prevents messages from dying 
in networks with sparse connectivity, because in these networks the forwarding probability 
is greater than the forwarding probability in dense networks. Haas et al. (2002) have also 
proposed a second improvement, which may prevent the dying out of a message. If there 
are n neighbors for a node and the probability is p, then each message is received by each 
node p.n times from its neighbors.

Optimized adaptive probabilistic broadcast (OAPB) (Alshaer and Horlait, 2005) is a 
probability-based protocol designed to mitigate the broadcast storm problem. In OAPB a 
rebroadcast probability is assigned to a node based on the density of vehicles in its zone. 
For this purpose, OAPB utilizes two-hop neighbor information. This information can only 
be accessed through one-hop neighbors.
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AutoCast protocol (Wegener et al., 2007) functions similarly to OAPB. Rebroadcast 
probability in AutoCast is calculated from a number of nodes around the vehicle area. The 
only difference between Autocast and OAPB is the use of a different equation to determine 
broadcast probability.

7.6.1.2  Counter-Based

In this method, there is a defined counter referred to as C and each time that the same data 
packet is received by the node, the number of this counter increases. When the defined 
variable C becomes greater than a threshold, the node is dropped off the packet. During 
the time that the packet is dropped off and the first packet is received, the node begins the 
rebroadcast of the packet and it is followed by a little delay for each of the retransmissions 
(Wu et al., 2010b).

A counter-based scheme was proposed by Tseng et al. (2001). The mechanism of this 
scheme is that a random timeout is set when a message is received by a node for the first 
time. During the period of the timeout, a counter is increased for every duplicate message 
received. When the timeout expires, the message is forwarded only if the number of the 
counter has not passed a value for the threshold which is predetermined.

7.6.1.3  Delay-Based

In this method, in order to omit retransmissions of unnecessary information, smart flood-
ing algorithms are used. In an effort to maximize the nodes that are reachable, in order to 
forward the message, a set of nodes or a relay node are chosen instead of selecting all of the 
nodes to distribute the information to all of the neighbors. Delay-based methods are able 
to deal with the problem of scalability of the nodes with high density.

Urban multi-hop broadcast (UMB) is a V2V delay-based broadcasting protocol. This 
approach comprises two phases: the intersection and directional broadcast (Korkmaz 
et al., 2004). The road section that is within the communication range of the origin node 
is divided into subdivisions with equal lengths. The road that is in the direction of the 
distribution is the only road that is divided. The forwarding task is assigned to the vehicle 
from the farthest subdivision. However, in scenarios with high density, there might be 
more than one vehicle in the most distant segment. In such cases, the farthest subdivi-
sion is divided into narrower sub-segments. Then, in order to choose the vehicle that is in 
the farthest sub-segment, a new iteration starts. When a request to forward the received 
information is received by the vehicles that are in the distribution direction, the distance 
of the vehicles to the source node is calculated by the vehicles themselves. According to the 
calculated distance, each of the vehicles transmits a jamming signal (black burst signal) in 
the period of the short interframe space (SIFS).

Transmission range adaptive broadcast (TRAB) is another broadcast algorithm for 
VANETs that is delay-based (Wu et al., 2010b). This algorithm considers the communica-
tion range of the vehicles together with the inter-vehicle distances. The waiting time is 
calculated by the TRAB algorithm in order to decide on the relay vehicles compliant with 
the additional coverage area of neighboring nodes. This is to guarantee that there will be 
a reduced number of relay nodes for forwarding emergency packets. In addition, it adopts 
two types of mechanisms for answering to ensure the reliability of the distribution. These 
mechanisms are adaptively called explicit acknowledgement and implicit acknowledge-
ment. The packets are forwarded by these mechanisms, founded on vehicles in the two-
way lane.
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7.6.2  Topology-Based

Topology-based broadcasting can be classified into two sub-categories. These sub-catego-
ries are imposed decision-based and local decision-based methods. In local decision-based 
methods (which are referred to as receiver based or reactive methods as well), the decision 
making of each node is on its own. The node decides whether to broadcast or forward a 
particular message or not. In contrast, in the approaches that are imposed decision-based 
(which are referred to as sender-based methods or proactive methods as well), it is the 
other nodes that determine whether to forward a message or not. These other nodes can 
be the previous relay nodes or cluster head.

7.6.2.1  Local-Decision

This approach is fundamentally based on the idea that the node exploits neighborhood 
connectivity and the history of the nodes that have been already visited by the message; 
this way, it can decide whether it is a forward node or not. A generic scheme has been 
proposed by Wu et al. (2010a). Most of the local decision-based methods that exist today 
are covered by this scheme. The history of visited nodes and neighborhood connectiv-
ity are the base of this scheme. The k-hop neighbors of each node have some informa-
tion and this information will be built up by exchanging information with each node. 
This information will be exchanged via the periodic hello messages between one-hop 
neighbors. The node’s property information such as node degree, list of the previously 
visited nodes, and the node ID are added to the broadcast message. According to this 
type of information, the decision of whether a message should be forwarded or not 
will be made. Flooding with self-pruning or a neighbor coverage scheme is the most 
straightforward local decision-based method (Chiang et al., 2005). The list of one-hop 
neighbors of a sender gets piggybacked by the sender itself. This piggyback occurs on 
each one of the broadcast messages that gets transmitted. The message immediately 
gets forwarded, if some additional nodes can be covered by a receiver. The additional 
nodes are the nodes that are addition to those of the sender. A strategy for forwarding 
is used by the scalable broadcast algorithm (SBA), which is similar to the scheme of the 
neighbor coverage (Khan et al., 2008a). However, there are two differences as follows: 
first, the list of the nodes’ one-hop neighbors are not inserted into data messages, but in 
the hello packets. Secondly, the messages are not immediately forwarded by the nodes 
and a random assessment delay (RAD) is initiated by the nodes. During the period of 
waiting, the additional coverage is recalculated by the node for each neighbor forward. 
At the time that the random assessment delay expires, if the recalculated additional 
coverage has not reach the zero value, then that node is considered as a forwarder node. 
In the SBA, the adaptation of RAD is according to the neighbor degree of the node. 
One of the variants of the protocol of SBA is the Scoped Flooding. The condition of the 
forwarding is changed upon the expiration of the RAD. There are fixed ratios for each 
RAD and if the uncovered neighbors are more than this fixed ratio, then the message is 
forwarded by the node.

An algorithm introduced by Stojmenovic (2004) requires only two-hop neighbors. If 
there are two neighbors that are not connected, then the dominating set includes the node. 
The only nodes that forward the message are the ones that belong to the CDS. In order to 
detect if there are any connections between neighbors, the information of one-hop neigh-
bor is enough. But this information will only be enough if the positions of the nodes are 
known to the nodes themselves (Stojmenovic, 2004).
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7.6.2.2  Imposed-Decision

In these protocols, a broadcast message from a sender specifies which neighbors have 
to execute a rebroadcast. These types of protocols are called deterministic broadcast 
approaches. Deterministic approaches clearly select a subclass of neighbors as the for-
warding nodes. These selected neighbors can get to the expected destinations, which were 
supposed to be reached by all the nodes together. Therefore, there is a need for a relay-
ing node to know at least its one-hop neighbors. Since finding a minimal sized optimal 
subset is considered as NP-hard, heuristic approaches are used. Therefore, the problem of 
the broadcast storm can be dealt with. That is the reason that there are different types of 
deterministic broadcasting protocols in the literature background.

There are some examples of deterministic methods (approaches) such as cluster-based 
methods (Lou and Wu, 2004), total dominant pruning (Lou and Wu, 2003), multi-point 
relaying (MPR) (Qayyum et al., 2002), and dominant pruning (Lim and Kim, 2001). 
Although deterministic broadcast is highly efficient, it also has a considerable disadvan-
tage. The disadvantage is that a single point of failure is represented by the relaying nodes. 
If the job of forwarding a message is failed by a relay, for any reason such as node fail-
ure, wireless losses, or not being in the communication range, then it is possible that the 
message reception rate will significantly drop. Therefore, there is a lack of robustness in 
these types of protocols and their performance is poor in dynamic environments, such 
as VANETs. As a result, they are not suitable to be applied for robust and safety-critical 
applications in VANETs.

The main idea behind the MPR (multi-point relay) is a policy for a message to be 
forwarded (Plesse et al., 2005). In this policy, a subset of one-hop neighbors of a node 
is selected by that node in order for the broadcast message to be forwarded. This pro-
cess has to be performed in such a way that the two-hop neighbors of the node can be 
reachable with this subset. In the multi-point relay, the list of the one-hop neighbors 
is inserted by the nodes into the hello packets of the nodes. As a result, the aware-
ness of the nodes from their two-hop neighbors is assured. The forwarder nodes are 
chosen from the one-hop neighbors of the sender node. Therefore, the set covers all of 
the two-hop neighbors (Lou and Wu, 2003). The forwarding list is piggybacked by the 
nodes in their hello beacons. The broadcast message is forwarded only by the nodes 
that exist in this list. Similar to MPR, by using hello beacons, the nodes that exist in 
the dominant pruning obtain the knowledge about the two-hop neighbors. In addi-
tion, by utilizing the same rule of MPR, the designated forwarders are selected by the 
senders. Different from MPR, the forwarding set is selected by the receivers, based on 
the selection rule of MPR. Besides, one other base for this selection is the knowledge of 
the neighbors previously covered by the broadcast of the sender. The selection of the 
forwarding set is out of the one-hop neighbors that are not included in the previous 
relay node’s neighbors. The forwarding list is piggybacked on the broadcast message. 
Therefore, for a particular node, the forwarding message may be different from a mes-
sage to another one.

Double-covered broadcast (DCB), which is a broadcast scheme that was proposed by 
Lou and Wu (2004), includes a specific policy for the forwarder node selection. In this 
policy, first the two-hop neighbors of the sender are covered and then the one-hop neigh-
bors of a sender are either a non-forwarding node or a forwarding node, but in any case, at 
least two forwarding neighbors cover them. Simulation results indicate that DCB provides 
fine performance for the operation of broadcasting in an environment with a high rate of 
transmission error (Lou and Wu, 2004).
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7.7  Routing Approaches for Fragmented Vehicular Ad Hoc Networks

Since there are frequent partitions in the VANETs, vehicle connectivity may not be present 
between most of the node pairs. In cases like this, failure of many of the traditional broad-
casting protocols is unavoidable. This part of the study will be assigned to the review 
fragmented network’s routing schemes.

In rural areas or at late at night when there is light traffic, it is possible for the VANETs 
to become partitioned. These scenarios occur when there is a large distance between the 
closest vehicles and this distance is greater than the communication range. Therefore, for 
some of the nodes the termination of broadcasting will occur (Chen et al., 2010a). In such 
scenarios of networking, as a capable scheme, it has been proposed to apply the store carry 
forward scheme. With the scheme of store carry forward, a packet that has been received 
by a node is stored and carried while in motion and the packet is then forwarded to other 
nodes when they are encountered.

7.7.1  Epidemic

The protocol of epidemic routing is for the delivery of messages in a network that is dis-
connected most of the time and has mobile nodes (Hayel and Tembine, 2007). Each mes-
sage has an ID and the summary vector of this ID is maintained by each node. But only 
the previously received messages are maintained in each node. When contact is initiated 
by two nodes, the first exchanges are these summary vectors that exist in the session of 
anti-entropy. In this contact, the nodes compare the message IDs and then identify the 
messages that have not been received yet and determines whether or not the message have 
to be drawn from the other node or not. There is also a second phase of contact, in this 
phase the messages are exchanged by the nodes. There is a limit for every message and 
this limit is referred to as the time-to-live (TTL) field. The number of the contacts that a 
message can go through is limited by this field. When the value of the TTL for a message 
is “1”, this message is only forwarded to the destination. The main problem of epidemic 
routing is the flooding of the whole network with the messages that need to get to the 
destination. This will result in contentions for the transmission time and the buffer space 
(Chigira and Higaki, 2011).

7.7.2  VADD

Vehicle-assisted data delivery (VADD) is a protocol for sharing, storing, and forwarding 
the information of data packets (Zhao and Cao, 2008). If the neighbor is not promising 
enough, they wait for another one, which is more reliable and is in their communication 
range. However, their intention is to forward the messages at the earliest time possible. In 
addition, the decision of which road the packet needs to follow is made using the road and 
the vehicle information, including maximum allowed speed, next junction distance, and 
current speed.

The main objective of the vehicle-assisted data delivery is to choose the path that has 
the minimum delay in the packet delivery. The node that holds the message has a posi-
tion and this position affects the protocol’s behavior. There have been two cases under the 
consideration: when the nodes, which route the messages, are in the middle of a road and 
when a junction is the location for those nodes. There are fewer alternatives for the first 
case, which is also referred to as straightway routing. The alternatives either forward the 
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data packet to the previous junction or to the next one. However, the second case, which is 
also referred to as intersection routing, is much more complicated than straight roads. The 
reason for this complication is that there are different roads to be considered at the junc-
tions and this leads to a higher number of options. In both cases, the applied approach is 
the same. This approach is to determine which road is the next one that the message needs 
to follow and after that, among the current neighbors, which relay has to be selected. The 
authors of VADD have proposed a common way to determine the next road, by selecting 
the outgoing road the lowest delay.

7.7.3  Spray and Wait

Spray and wait is a routing protocol with zero knowledge, it means this protocol does 
not need neighbor information. To decrease the useless messages that are flooded in 
the delay-tolerant network (DTN), this protocol was introduced. Like epidemic rout-
ing, copies of messages are forwarded to nodes by this protocol. The main difference 
between these two protocols is that the total number of the distributed message copies 
are restricted to a number N by spray and wait protocol and this number is constant. In 
the phase of spray, the nodes receiving the message (total number of N relays) and the 
source forwards N copies for every message that originates from the same source. In the 
phase of wait, direct transmission is performed by all the nodes that have a stored copy 
of the message.

At the start, the N copies of a particular message are spread by the spray and wait pro-
tocol and this takes place in an epidemic fashion. This to increase the possibility of direct 
contact with at least one relay node with the node of the destination. All the N copies of the 
message are forwarded by the source node to the first N encountered nodes. This can take 
place in a simple heuristic of the source spray and wait. The optimal policy for forwarding 
is the binary spray and wait. In this policy, the movements of the nodes are random and 
they have their own independent and identical distribution of probability. The storage of 
a message is physical and it will be transmitted only once, even at the times that multiple 
copies may be involved in a transmission. There is a header field for every message and 
the number of copies is indicated by this header. A binary tree, the root of which is in the 
source node, can represent the paths that the copies follow.

7.7.4  MobySpace

In the MobySpace, it is more likely for two nodes that are closer to have contact than two 
nodes that are farther apart. The forwarding algorithm decides if a message is to be for-
warded, during contact with a node that is closer to the destination of the message (Leguay 
et al., 2006). Messages take paths through the MobySpace in order to bring them closer to 
their destination. There have been several proposed functions of distance for the similar-
ity measurement in the patterns of mobility. If stable patterns of mobility are shown by the 
nodes then the approach of MobySpace can be effective. When there is a similar pattern 
of mobility for a current node with the destination, it is possible for the Moby Space to be 
ineffective. However, as a result of trajectory synchronization, it is rare to find a direct 
contact with the destination (Leguay et al., 2007).

Although there might be similarity in the patterns of mobility in two nodes, it does 
not mean that there are frequent contacts. In addition, an effective path is not provided 
for the transmission of the messages by this similarity of mobility. The application of the 
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frequency or the probability of direct contact with the other nodes as the distributions in 
the MobySpace might be a solution for this problem. Complementing the MobySpace by 
converting the spatial visit patterns to the domain of frequency is another method to cope 
with the temporal variability of mobility patterns. In this case, the frequency domain rep-
resents the phase and the main frequency of visitation. The other matters concerning the 
MobySpace include the effective distribution of location probabilities.

7.8  Broadcasting Protocols for Connected and 
Fragmented Vehicular Ad Hoc Networks

Just a few broadcasting protocols have been developed to function in both connected and 
fragmented conditions. This section will review these protocols.

7.8.1  IVG

Inter-vehicle geocast (IVG) is a timer-based distribution protocol for safety messages in 
VANETs (Bachir and Benslimane, 2003). If there are any incidents or any accidents on a 
highway, all the vehicles get informed by the IVG. The position and the direction of a 
vehicle are the factors that determine the areas of risk. For any incident or accident, the 
relevant areas are determined by this protocol. The broadcast group that is restricted is 
referred to as the multicast group. The direction of driving, velocity, and the location 
are the parameters that dynamically define a multicast group. The message received by 
the vehicles is not rebroadcasted by them immediately. Before rebroadcasting, there has 
to be a defer time. If the vehicle has not received a message that has the same ID upon 
the expiration of the defer time, that vehicle appoints itself as a relay and commences 
to rebroadcast the message in order to inform the other vehicles. Equation 7.1 is used to 
calculate the defer time.
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where Dsx is the gap between nodes s and x, and R is the communication range. The 
assumption of the IVG is that there is an equal communication range for all vehicles. The 
number of unnecessary safety messages is decreased by IVG. IVG performs this task by 
dynamically maintaining a relay in every driving direction. In addition, safety messages 
are periodically rebroadcasted by IVG in order to address the fragmentation of the network.

7.8.2  DRG

Distributed robust geocast(DRG) is a fully-distributed broadcasting approach, which 
considers the fragmentation of the network (Joshi et al., 2007). The zone of forwarding is 
defined by DRG and the region of interests is surrounded by this zone. The zone of for-
warding is defined as a series of geographic criteria that need to be satisfied by the vehicles 
in order to forward a geocast message. The base of DRG is a back-off scheme and it is for 
the relay node selection. In addition, DRG is a protocol which is thoroughly distributed.
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After a backoff time that is distance based, for each node, a transmission time is sched-
uled by a vehicle when it receives a safety message.
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In Equation 7.2, Sd is the distance sensitivity factor, BOd is the backoff time, maxBOd is 
the maximum backoff time and Rtx is the communication range. In order to deal with tem-
porary fragmentations of the network, DRG applies packet periodic retransmission. This 
task continues until it is transmitted by a new relay. This is in fact the acknowledgement 
of the previous relay. When a node transmits a message at the time t, a retransmission is 
scheduled by that node at the time t + maxBOd.

7.8.3  DV-CAST

DV-Cast applies three types of light-weight suppression techniques, slotted p-persistence, 
slotted 1-persistence, and weighted p-persistence (Tonguz et al., 2010). In these techniques 
in order to calculate the probability of forwarding and/or the waiting time before the 
rebroadcast, instead of threshold values, a light-weight distributed algorithm has been 
used. The technique of weighted p-persistence uses the relative distance between two 
vehicles to calculate the rebroadcasting probability. The probability of forwarding Pij is 
determined by Equation 7.3, where Dij is distance from vehicle i and vehicle j, and R is the 
communication range.
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In contrast with the gossip-based scheme or the p-persistence scheme, weighted p-per-
sistence assigns a higher probability to nodes that are more distant from the sender. This 
method does not account for density and, as a result, when there is a high density in the 
network, the messages are rebroadcasted by the more distant nodes.

7.8.4  Mobicast

In the case of highways, there is a broadcasting protocol called mobicast. This protocol 
supports the applications of convenience and safety (Chen et al., 2010b). In the network, 
zero infrastructure is assumed by mobicast. At the time t, a message is distributed by the 
mobicast to all of the vehicles in a particular zone from a particular vehicle. It is possible to 
divide the mobicast into two different mechanisms, store carry forward and multiple for-
warding. There are two different zones defined by mobicast, the zone of forwarding (ZoF) 
and the zone of relevance (ZoR). The zone of forwarding indicates which vehicles have to 
carry the packet forward and the zone of relevance indication vehicles that are message 
receiver candidates.

7.8.5  DECA

Density-aware reliable broadcasting for vehicular ad hoc networks (DECA) is designed for 
urban and highway scenarios (Na Nakorn and Rojviboonchi, 2010b). By utilizing periodic 
beaconing, the local density is gathered by this protocol. There are two lists for the DECA, 
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the broadcast list and the neighbor list. For all of the one-hop neighbors, the identifier is 
the neighbor list. It also identifies their local density. The waiting time of the broadcast 
messages and the broadcast messages themselves are maintained by the broadcast list. 
DECA chooses a vehicle with the highest local density to send a message. If the selected 
vehicle is the source vehicle, another vehicle is chosen. The waiting time for each node is 
a random number.

7.8.6  POCA

Position-aware reliable broadcasting protocol (POCA) is a broadcasting protocol to elimi-
nate the broadcast storm problem in VANETs (Na Nakorn and Rojviboonchi, 2010a). Also, 
it is designed to function in intermittent connected networks. It utilizes adaptive bea-
coning technique to obtain one-hop neighbor velocity and position information. POCA 
assumes all the vehicles in the networks have an homogeneous communication range. 
Relay selection in POCA is based on the distance between vehicles and the selected node. 
The selected node instantly rebroadcasts the packet. If the selected node does not rebroad-
cast the packet, other nodes will be chosen as an alternative. In POCA, waiting time is 
calculated based on the distance between the precursor node and the vehicle.

7.8.7  EDB

Efficient Directional Broadcasting protocol (EDB) is a directional- and distance-based 
broadcasting protocol for the urban vehicular ad hoc networks and it applies directional 
antennas (Li et al., 2007). In EDB, the furthest receiver has the responsibility of distribut-
ing the message when it arrives in the opposite direction of the highway. Fixed directional 
antennas are the equipment of each vehicle in EDB and the beam width of these antennas 
is about 30 degrees. There are two points for these antennas to be mounted, one at the back 
and one at the front. Since the vehicular ad hoc networks have a highly dynamic mobility, 
receiver-based decisions are made by the EDB in order to forward packets in the opposite 
direction of the highway. EDB calculates waiting time from Equation 7.4.

 Waiting Time = −



1

D
TR

maxWT*  (7.4)

where TR is the communication range, D is distance from the source, and maxWT is the 
maximum waiting time. The last vehicle sends an acknowledgement to notify the sender.

7.8.8  SRD

Simple and robust dissemination (SRD) is a protocol for broadcasting in highway cases 
(Schwartz et al., 2011). Vehicle-to-vehicle communication is assumed by the simple and 
robust dissemination protocol. In SRD, a time slot assignment is the optimized slotted 
1-persistence. This technique operates as follows, when the vehicle j is moving in the 
direction of the message, a message is received by this vehicle from the vehicle i. Then 
the PDij distance, which is the distance between the two vehicles, is calculated based on 
Equation 7.5. SRD assumes the communication range of the vehicles is the same.
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where R is the communication range and Dij is the distance between vehicles i and j. The 
number of the time slot Sij assigned to vehicle j is calculated by Equation 7.6.

 S NS PDij ij= −( )* 1  (7.6)

where NS is the whole number of time slots. The vehicles are divided into two different 
categories by the SRD. Tail states: the vehicles that do not have any connection with the 
other vehicles, and those which are located at greater distances in the direction of the 
message are referred to as the cluster tail. Non-tail states: there is at least one neighbor 
for the vehicles that are categorized in this state. There are two responsibilities for 
the vehicles, which are classified in the second category. When a message is received, 
if the receiving vehicle is in the direction of the message, the vehicle rebroadcasts it 
and, on the contrary, if the vehicle is not in the direction of the message, the message 
is dropped.

7.8.9  EAEP

Edge aware epidemic protocol (EAEP) (Nekovee, 2009) is designed for VANETs to 
solve the broadcast storm problem in highway scenarios. EAEP is an epidemic proto-
col which assumes end to end connection between vehicles. It decreases the overhead 
by omitting beacon exchange. EAEP utilizes GPS to determine the location informa-
tion of each vehicle. Each node piggybacks its geographical location upon receiving 
a new packet in broadcast message to withdraw hello packets. Each node is assigned 
a random waiting time. This waiting time is selected exponentially based on the dis-
tance from the source. This random waiting time is chosen from the interval [0, Tmax] 
with Equation 7.7.
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In Equation 7.7, U is used to indicate the “Urgency” of the packet and T0 and L are param-
eters related to the protocol. While the assigned waiting time expires, the vehicle counts 
the number of received packet from nodes in the front and the back. Then this vehicle 
makes a decision to rebroadcast the packet or not based on the difference between count 
numbers.

7.8.10  Ack-PBSM

Acknowledgement parameterless broadcast in static to highly dynamic mobile (Ack-PBSM) 
(Ros et al., 2009) is an extension of the protocol into highly mobile and static scenarios 
(PBSM) (Khan et al., 2008b). In order to broadcast in networks with good connections, the 
dominating set that is connected is used by Ack-PBSM. It can be applied in both urban and 
highway scenarios. The broadcast packet’s acknowledgment is handled by this protocol. 
In periodic beacons, these acknowledgments are piggybacked. The function toev assigns a 
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waiting to each vehicle before there is any retransmission possibility. The value of toev can 
be calculated from Equation 7.8.

 t
N

oev =
1

 (7.8)

N  is the number of elements in N and indicates whether the node is in the CDs or not. In 
order to deal with the temporary network fragmentation, the store carry forward approach 
is applied by this protocol.

7.8.11  UV-CAST

Urban vehicular broadcast (UV-CAST) is broadcast protocol designed for urban scenarios 
(Viriyasitavat et al., 2011). The assumption of this protocol is the vehicle-to-vehicle commu-
nication and there are no supports of any infrastructures involved. There are two ranges 
of transmission for communications, non-line of sight and line of sight. In this protocol, 
communication can only occur between two vehicles that are in the corresponding range 
of communication. The node that has the shortest healing time is assigned with the task of 
store carry forward. When a message is received for the first time, the angle θ is computed 
by the node for all of its neighbors. Maximum (θ+) and Minimum (θ−) angles are then com-
puted from Equations 7.9 and 7.10.

 θ θ− = ( )min min ( ),i i 0  (7.9)

 θ θ+ = ( )( )max max ,i i 0  (7.10)

 If then A=SCF Taskθ θ π+ −+ <  (7.11)

The boundary vehicles are selected by Equation 7.11 for UV-CAST from θ+ and θ− 
angles in order to be assigned to the task of store carry forward. An overhead and a 
high complexity is given to this protocol by this process. The task of store carry forward 
is assigned to many vehicles in high and medium densities of traffic. UV-CAST uses a 
timer-based approach when a new packet is received, the vehicle computes the waiting 
time based on Equation 7.12. UV-CAST uses two independent equations for highways 
and intersections.
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 (7.12)

where Tmax is the maximum waiting time which is set to 400 ms, R is the communication 
range, and dij is the distance that sits between the vehicle j and vehicle i. If the timer expires 
and a duplicate packet has been not received by the vehicle i, the rebroadcast is performed, 
and otherwise the packet is dropped.
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7.8.12  Streetcast

Streetcast is an urban broadcast protocol for VANETs to solve the broadcast storm prob-
lem, which assumes a homogeneous communication range for vehicles (Yi et al., 2010). 
The three components of streetcast are adaptive beacon control, multicast request-to-send 
(MRTS) handshaking, and relay node selection. For the relay node selection, the informa-
tion of one-hop neighbor and the information of the digital street map are applied. The 
mechanism of MRTS is used for the protection of the transmissions of the messages. For 
the information exchange between the neighbors, hello beacons are utilized. Meanwhile, 
there is a proposed adaptive beacon control heuristic for the dynamic adjustment of the 
number of the transmitted beacons. For the redundancy reduction, multi-point relay 
(MPR) is applied as the strategy of broadcast for the reduction of the number of relay 
nodes. Since the distribution of the vehicles is along the streets, the MPR selection can 
be simplified by applying the digital street map. A neighbor table is maintained by each 
road side unit (RSU) and on-board unit (OBU). For the direction of each road, a neighbor 
is maintained by the RSU and only two lists of neighbors is maintained by an OBU for 
the directions of forward and backward. This study has assumed that a GPS is provided 
for each vehicle to gain the information of the position. A “Hello” message is periodically 
broadcasted by each node in the VANET. This beacon comprises of the ID of the node, time 
stamp, and the location. At the time that a “Hello” beacon is received by a node, the digital 
street map is checked by the node and then the information of the neighbors is updated 
on the neighbor list.

7.9  Comparison of Broadcasting Protocols in VANETs

In the previous section, a variety of broadcasting protocols for dissemination of informa-
tion in vehicular ad hoc networks has been reviewed. A classification of these protocols is 
illustrated in Table 7.1.

All of the protocols discussed assume homogeneous communication range and bidirec-
tional link. The reduction of redundant broadcast is done through the distance between 
sender and relay node. Although there are already different broadcasting protocols for 
VANETs, most of them can function only in specific network scenarios such as on high-
ways or only in urban areas. There is a great need to have an ultimate protocol with no 
assumptions about network scenarios, which can function in different road topology, such 
as highway and urban.

Table 7.2 shows strength and weaknesses of these broadcasting protocols in VANETs.
Most of these broadcasting protocols choose a relay node based on the distance from 

the source because of greatest additional coverage. This is not always true in heteroge-
neous vehicular networks as a vehicle which is closer to the sender but has a larger com-
munication range may have more additional coverage than a vehicle which is far from 
the sender and has small communication range. While most of the protocols take into 
account distance from sender to select a relay node, in heterogeneous communication 
range VANETs, the farthest vehicle does not necessarily have maximum coverage area. 
Therefore, aside from the distance, the algorithm for choosing the next hop will also 
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require the radius of communication, which will be in the beacon messages. For instance, 
once vehicle A broadcasts a packet, vehicle B and vehicle C receive it. Among these two 
vehicles, B is the farthest as illustrated in Figure 7.4. The decision to select vehicle B as a 
relay to alert may not be wise, as vehicle B could have a very short communication range. 
The communication range of vehicle C, which is between the source and B, span farther 
than that of vehicle B.

Additionally, these broadcasting protocols adjust the waiting delay and the rebroadcast 
probability based on the vehicle location and the physical characteristics, such as vehicle 
density of the network.

7.10  Conclusion

In this chapter, an extensive literature review is discussed. The main parts of this chapter 
include an overview of VANETs and DSRC standard, VANET characteristics and applica-
tions, and their requirements. Other sections present the heterogeneity of the communica-
tion range in VANETs. The current research challenges of VANETs broadcasting protocols 
are focused on issues such as the broadcast storm problem and network fragmentation. 
The disseminating protocols of VANETs and their approaches, strengths, and weaknesses 
for handling these problems are discussed.

TABLE 7.1

Comparison of Broadcasting Protocol in VANETs

Existing 
Protocol

Network 
Scenario V2V

Node Selection 
Parameter Link Assumption

Mechanism 
for Network 

Fragmentation

IVG Highway * Distance Bidirectional Periodic broadcast
DRG Highway * Distance Bidirectional Periodic broadcast
DV-CAST Highway * Distance Bidirectional Store carry forward
MobiCast Highway * Distance Bidirectional Store carry forward
SRD highway * Distance 

Direction
Bidirectional Store carry forward

EAEP highway * Random Bidirectional Epidemic
UV-CAST Urban * Distance Angle Bidirectional with 

two different 
power level

Store carry forward

EDB Urban Distance Bidirectional Repeater
Streetcast Urban Distance Bidirectional RSU
POCA Both * Distance Bidirectional Store carry forward
DECA Both * Density 

information 
around node

Bidirectional Store carry forward

Ack-PBSM Both * Connected 
Dominating Set

Bidirectional Store carry forward
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TABLE 7.2

Strength and Weakness of Broadcasting Protocol in VANETs

Existing 
Protocol Strength Weakness

IVG  1. Mitigates broadcast storm problem
 2. Efficient in fragmented networks
 3. Distributed algorithm

 1. Only functions in highway scenario
 2. Assumes homogeneous communication range
 3. Requires accurate GPS information
 4. Periodically rebroadcasts safety message

DRG  1. Distributed algorithm
 2. Mitigates broadcast storm problem

 1. Data dissemination may be slow because ZoF
 2. Mitigates network fragmentation periodically 

causing high reception overhead
 3. Assumes homogeneous communication range

DV-CAST  1. Distributed framework
 2. Mitigates broadcast storm problem 

and network fragmentation in a 
single framework

 3. Efficient for safety emergency 
applications

 1. Only functions in straight highways
 2. Highly dependent on the position and 

direction information of vehicles gathered 
from GPS

 3. Assumes homogeneous communication range

MobiCast  1. Mitigates broadcast storm problem 
 2. Efficient in fragmented network

 1. Only functions in highway scenario
 2. Complicated mechanism to select vehicles in 

ZoF and ZoR
 3. Assumes homogeneous communication range

SRD  1. Simplicity
 2. Mitigates broadcast storm problem 

and fragmented network problem 
simultaneously

 1. Only functions in highway scenario
 2. Not reliable for safety messages
 3. Assumes homogeneous communication range

EAEP  1. No beacon exchange
 2. Mitigates broadcast storm problem

 1. Only functions in highway scenario
 2. Assumes end to end connection between 

vehicles
 3. Assumes homogeneous communication range

UV-CAST  1. Mitigates broadcast storm problem 
and network fragmentation

 2. Considers two different levels for 
communication range which is a 
more realistic assumption

 1. High complexity because of gift-wrapping 
algorithm

 2. Only functions in urban scenario
 3. Assigns task of store carry forward to 

different vehicles
EDBww  1. Receiver-based decision  1. Only functions in highway scenario

 2. Fixed antenna direction with beam width of 
about 30 degree

Streetcast  1. By utilizing digital map, streetcast is 
a fast and accurate broadcast 
protocol

 1. Homogeneous communication range 
assumed

 2. No specific method for fragmented network 
condition

POCA  1. Eliminates broadcast storm problem 
and network fragmentation

 2. Functions in different network 
scenarios such as highway and urban

 1. Utilizes 2-hop neighbor information
 2. Assumes homogeneous communication range
 3. Very high reception overhead

DECA  1. Functions in different network 
scenarios such as highway and urban

 2. Mitigates broadcast storm problem 
and network fragmentation problem

 1. Selects relay vehicle based on random waiting 
time

 2. Assumes homogeneous communication range
 3. Requires knowledge of 2-hop neighbors

Ack-PBSM  1. Functions in different network 
scenarios such as highway and urban

 1. Data dissemination speed may be slow 
because of using CDs

 2. Not efficient for safety emergency messages
 3. Assumes homogeneous communication range
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8
Energy Management in OppNets

Itu Snigdh and K. Sridhar Patnaik

8.1  Introduction

With the proliferation of sensor networks and mobile ad hoc networks (MANETs), we 
have a plethora of intelligence-equipped smart devices that are heterogeneous in nature 
and need to communicate frequently over the network. This will increase the network 
capability requirements in the near future. With the spreading of innumerable hetero-
geneous devices, the quality of service will degrade due to the insufficient bandwidth 
coverage provisions of wired and wireless networks. Also, we cannot just rely on the wire-
less infrastructure unconditionally to service our demands. Moreover, with such devices, 

Opportunistic Networks Energy Management in OppNets

CONTENTS

8.1 Introduction ........................................................................................................................ 159
8.1.1 OMN Characteristics ............................................................................................. 160
8.1.2 Categories of OMNs .............................................................................................. 160

8.2 Comparison of OMNs with MANETs and WSNs ........................................................ 161
8.2.1 Mobility of Nodes .................................................................................................. 161
8.2.2 Energy Conservation ............................................................................................. 161
8.2.3 Density of Nodes.................................................................................................... 161

8.3 Energy Constraints ............................................................................................................ 162
8.3.1 Factors Affecting Energy Depletion .................................................................... 162

8.4 Energy Conservation Methodologies ............................................................................. 163
8.4.1 Existing Methodologies ........................................................................................ 163

8.4.1.1 Encounter Frequency .............................................................................. 163
8.4.1.2 Strength of Social Relationships between the Users ......................... 164
8.4.1.3 Regularity of Encounter ......................................................................... 164
8.4.1.4 Interest in the Type of Content .............................................................. 165
8.4.1.5 Intelligent Infrastructure-Based Energy Conservation ..................... 165

8.5 Customized Routing Protocols for Optimizing Energy Consumption ..................... 165
8.5.1 Forwarding-Based Approach ............................................................................... 166
8.5.2 Flooding-Based Approach .................................................................................... 167

8.6 Performance Analysis of Existing Routing Protocols in Context to 
Energy Consumption ........................................................................................................ 167

8.7 Existing Research and Milestones ................................................................................... 168
8.8 Ongoing Research Challenges ......................................................................................... 168
References ..................................................................................................................................... 169



160    Opportunistic Networks

the basic requirement is supporting mobility and ubiquitous computing. Opportunistic 
mobile (self-organizing) networking (Pelusi et al., 2006) may be considered a remarkable 
concept and the first step toward realizing these requirements.

8.1.1  OMN Characteristics

Opportunistic mobile networks (OMNs) generally invalidate the assumptions of general 
network architecture. Though there is no common definition to suffice its characteristics, 
it is essentially a typical wireless network that is based on the direct communication of 
nodes with each other. Sometimes it may require additional support from infrastructure, 
although primarily it is based purely on ad hoc connections. An OMN essentially consists 
of a source node that generates a message and forwards the message to its intermediate 
nodes. The forwarding decision may be random or intelligent, so as to choose a candidate 
intermediate node that ensures bringing the message closer to the destination node.

The protocol stack of OMNs considers an additional layer in the conventional TCP/IP 
architecture, commonly referred to as the bundle (Huang et al., 2008) layer. These net-
works use nodes as an entity to implement aggregation of data (Socolofsky and Kale, 1991). 
Since these networks are characterized by frequent disconnections, the nodes also need a 
buffer storage to store the message until the connection can be reestablished. The general 
OMN characteristics can be summarized as

• Mobility
• Resource constraints
• High heterogeneity
• Resource failures
• Dynamic contacts

8.1.2  Categories of OMNs

An OMN can be visualized as emerging out of the following special cases of network 
connections:

 1. Human-centered mobile phones: People carry smartphones that can be used to set up 
this type of network. Hence, such networks are called pocket switched networks 
(PSNs), that is, networks formed by mobile devices carried by people. A subset of 
opportunistic networks (OppNets) is therefore called PSNs (Lilien et al., 2006).

 2. VANETs: Vehicles are equipped with wireless connection–enabled devices and are 
thus ideal to connect to the other similar devices whenever possible. Vehicular 
ad hoc networks (VANETs) have wider application in OppNets as they can be 
coupled by infrastructure nodes at the roadside, mostly known as roadside units 
(RSUs), for 3G/2G cellular connectivity or serve as Wi-Fi access points to facili-
tate communication. Hence, an OppNet finds vivid applications in the VANET 
domain.

 3. Hybrid networks: Since networks today comprise heterogeneous devices like smart-
phones, Wi-Fi interface–enabled devices in vehicles, or Wi-Fi adapters, any combi-
nation of infrastructure-based or infrastructure-less wireless devices also form a 
type of OppNet connecting whenever possible for the necessary communication.
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8.2  Comparison of OMNs with MANETs and WSNs

OMNs are considered a subset of delay-tolerant networks (DTNs) and an interesting deriv-
ative of MANETs. Some literature also assumes that OppNets have emerged from the con-
cept of opportunistic sensor networks (Pelusi et al., 2006). Nodes in such networks are 
usually the handheld devices carried by people, which discover each other automatically, 
without user intervention, for the necessary communication.

The main concepts that differentiate an OppNet from a MANET are discussed below.

8.2.1  Mobility of Nodes

In the case of a MANET, the intermediary devices, if mobile, would incur battery wast-
age, an essential overhead, to enable communications between nodes. So, both MANETs 
and wireless sensor networks (WSNs) employ an almost fixed routing strategy that may 
or may not be updated when the nodes move. Thus, stable connectivity is compromised 
with the unpredicted mobility of nodes in these networks. Mobility is therefore treated as 
a constraint, and it needs to be controlled to a certain extent.

An OMN eliminates the prime concern of connectivity establishment of MANETs and 
WSNs, which is mobility. In fact, it uses mobility to establish a path for data transmission. 
It leverages the mobility of devices and takes it as an opportunity to carry the message 
while moving and forwarding data to the destination via whichever path and whenever 
it deems possible.

8.2.2  Energy Conservation

The main concept that differentiates an OppNet from a MANET is that in the case of a 
MANET, the intermediary devices incur battery wastage to enable communications between 
nodes. On the contrary, in the case of an OppNet, human mobility is exploited to move 
information rather than depending on connections to dedicated or ad hoc gateway nodes.

Energy efficiency in the implementation of routing protocols for MANETs is much 
needed to prolong the operational time of the network (Eu et al., 2010; Rodrigues et al., 
2011). Similarly, energy also constrains the operating of an OMN but affects it only in the 
sense that faster energy depletion requires frequent charging intervals. Since most of the 
mobile devices in OMN environments are usually equipped with an energy-limited bat-
tery, the energy-efficient protocols are an obligation in these networks too.

8.2.3  Density of Nodes

Internode or intercluster interference tends to increase with the increase in the number of 
nodes deployed or visiting an area. On the contrary, with the increase in the number of 
available mobile devices in an environment, contact opportunities greatly increase, which 
is very useful in establishing an OppNet. Thus, the adverse conditions are turned into 
advantages with OMNs.

An OMN is a challenged network, as it is characterized by long and variable delays, 
high latency, frequent disconnections, long queuing times, limited longevity, and limited 
resources (Dhurandher et al., 2013). In DTNs, too, applications report experiencing long or 
variable delays, high error rates, low reliability, security issues, and greatly heterogeneous 
scenarios.
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8.3  Energy Constraints

Energy is expedited in any ad hoc network when establishing and maintaining the proac-
tive or reactive network routing paths, transmitting and receiving messages, scheduling 
active and sleep cycles to reduce collisions, and in idle listening and overhearing. In addi-
tion, there is considerable loss in energy due to interference among the nodes. In the case 
of OMNs, the energy expenditure accounts for frequent SCAN and OFF cycles, in addition 
to the aforementioned factors. Energy is also wasted due to unnecessary or out-of-context 
forwarding and processing of information, which is a requisite of OMNs.

8.3.1  Factors Affecting Energy Depletion

• Neighbor discovery

 Since most of the devices are handheld or incessantly mobile, continuous or frequent 
scanning is required for establishing opportunistic encounters. Thus, neighbor 
discovery requires sending and receiving requests for association. For example, in 
Bluetooth-enabled OMNs (which are present in most smartphones sold today), the 
neighbor discovery procedure uses node discovery requests (NDREQs) and node dis-
covery replies (NDREPs). This drains the battery on existing personal mobile wire-
less devices. Furthermore, there is a great deal of uncertainty about when encounters 
between devices carried by humans will take place (Orlinski and Filer, 2015).

• Data forwarding and connectivity (routing)

 Connectivity in OppNets can be either human centric or data centric and is facili-
tated by either Bluetooth or Wi-Fi, the most popular. Communication happens 
only when the nodes are in reciprocal range of each other (Conti et al., 2010). 
Mobility is essential to identify the features that affect the data delivery schemes 
used in OMNs; for example, the intercontact time between the node or a certain 
pair of nodes can be studied or used to generate a pattern for exploiting in robust 
communication. Mobility information or knowledge is essential to estimate the 
delay that will be incurred, and hence the extent of buffer or cache that will be 
required by the devices. These in turn require evaluating the performance of the 
proposed protocols in the realistic domain.

• Speed of mobile nodes

 Node speed affects the probability of detecting encounters between mobile 
devices in OMNs. Due to the limitations of short communication ranges to save 
energy and avoid interference, rapid and unpredictable changes occur in the con-
nectivity due to unprecedented mobility patterns. Energy is also consumed due to 
burden of irregular cellular congestion. Highly mobile devices continuously scan 
for fluctuations in the wireless signals to initiate the neighbor discovery interval. 
This continuously probing and listening for wireless signals is a waste of energy 
in case no new devices are added.

• Data processing

 Irrespective of the other features, every node in an OMN is expected to accept a 
message and forward it to the most suitable candidate. Therefore, energy is expe-
dited in initial computations related to whether to accept the process and forward 
or to reject the packet received.
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8.4  Energy Conservation Methodologies

Energy conservation can be achieved by the following ways:

• Data reduction
• Protocol overhead reduction
• Energy-efficient routing
• Duty cycling
• Topology control

8.4.1  Existing Methodologies

OppNets can be formed using user mobility when there is a potentially exploitable regu-
larity in patterns. The basic ideology behind reducing energy is to limit the number 
of message copies that need to be generated in case of the usual flooding-based data 
delivery approaches. Thus, the existing methodologies focus on deciding when and how 
much to replicate messages. The decisions may solely be dependent on the speed at 
which the nodes move rather than the probability of successful packet delivery. The 
following section outlines some of the methodologies based on the following factors 
that are used to leverage the characteristics of nodes and their connections. They can be 
listed as

• Frequency at which the nodes are encountered
• Strength of social relationships that exist between the users
• Places regularly visited
• Type of content they are interested in
• Intelligent infrastructure

8.4.1.1  Encounter Frequency

This factor is used for optimizing the degree and extent to which data forwarding needs 
to be implemented. It can broadly be categorized as

• Human centric (Chaintreau et al., 2007; Perino and Varvello, 2011)
 For example, a human-centric approach would be data forwarding that happens 

between nodes A and B if they explicitly know each other’s identity and the condi-
tion is favorable. For example, if A wants to communicate with B, the end points 
are generated, and the route is established to carry on the communication.

• Group communication (Phuong et al., 2016)
 This is a data-centric approach where the knowledge of the nodes’ identity is not 

important, but rather the emission of the context reaching the destination is more 
important. In such cases, the content is generated by any user and is absorbed 
by other users that find interest in the data. It resembles the publish–subscribe 
architecture where information is pushed to users that belong to the same 
interest domain.
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8.4.1.2  Strength of Social Relationships between the Users

Many routing algorithms, rather than blindly forwarding packets to nodes encountered, 
incorporate intelligent decision-making strategies to choose the best candidate to ensure 
message delivery. These are usually coupled with a prior knowledge of contacts, or the 
history of last successful data delivery, or simply the mobility of the nodes. Thus, many 
routing algorithms use Markov-based approaches or Bayesian belief networks to estimate 
the success probability of each node, and then initiate communicating with them or for-
warding messages with the hope that the message would successfully be delivered. These 
approaches work similar to social networks where nodes compute and assign a confidence 
value to each node and decide accordingly. This method also reduces the total number 
of message replications as well as the energy expedited in the random scan operations. 
The data-forwarding schemes under this category may be classified as (Pelusi et al., 2006; 
Waltari and Kangasharju, 2016; Bulut and Szymanski, 2010;  Conti and Kumar, 2010).

 1. Social context oblivious: Also called randomized. In this case, a certain number of 
copies are generated and replicated with the hope that one of the replicas would 
reach the destination.

 2. Social content aware: Also called utility based. These try to estimate the probability 
of nodes entering the destination. This probability is computed on the basis of the 
frequency of contact, intercontact time, and the probability of successful delivery, 
which is the basis of choosing the most eligible candidate to forward the data. This 
usually is an inference-based scheme on the past encounters and experiences of 
the nodes. These schemes are more accurate in reaching the destination but have a 
larger requirement of storage of contextual information and are more delay prone.

8.4.1.3  Regularity of Encounter

For nodes that are frequently moving along the same region of interest as well as there is a 
probable fixed interval or duration associated to the place of visit, the contact time can be 
synchronized. The literature mentions adoption of symmetric and asymmetric neighbor 
discover intervals for the above. In addition to this, the symmetric discovery interval class 
can further be categorized as synchronous and asynchronous.

This can be understood by a simple example. If user A frequently boards a bus to reach 
office from the same location and meets approximately the same group of people destined 
to the same or different places, then their devices may use this regularity of meeting to 
transfer information to different locations where the device is being carried. In such cases, 
the message does not need to be redundantly broadcasted for delivery, and it would likely 
improve the probability of message reception with conservation of battery life. This con-
cept has been widely researched and adopted for guaranteed message delivery.

The adoption of synchronized symmetric neighbor discovery intervals would enable 
the personal mobile wireless devices to save their probable neighbors as well as discover 
other devices autonomously by initiating the symmetric neighbor discovery simultane-
ously on every device. For example, IMPALA (Liu and Martonosi, 2003) and CENWITS 
(Huang et al., 2005) use GPS-aided time calibration and a regular operation schedule to 
synchronize symmetric neighbor discovery intervals. So, they simultaneously turn on 
their receivers to initiate communication without the burden of scanning the network. The 
disadvantage, however, is that if two devices are in each other’s range, but their symmetric 
discovery interval does not overlap, their encounters will be missed completely.
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The other method used is the asynchronous–symmetric approach. These two approaches 
allow devices to choose the length of time between symmetric neighbor discovery inter-
vals. For example, STAR (Wang et al., 2009) and DWARF (Izumikawa et al., 2010) allow 
different participants to have different encounter patterns. Their discovery intervals are 
called interprobe time.

Likewise, autonomous neighbor discovery is altogether a different strategy where 
autonomous neighbor discovery devices keep their radio off for most of the time but can 
still guarantee that new encounters between devices will be discovered.

8.4.1.4  Interest in the Type of Content

Energy can also be saved by intelligent routing (Pelusi et al., 2006) based on the amount of 
knowledge about the context of users they connect to. Context may contain attributes like 
buffer size, density, remaining energy, and network bandwidth. Information traditionally 
pertaining to lower levels of the stack (such as link availability, contact opportunities, and 
communication costs) also becomes fundamental for the middleware operations, and lower 
layers can also benefit from context information managed by the middleware. Social-aware 
middleware is a content-sharing service that exploits user social relationships to optimize the 
distribution of data so as to maximize the probability of delivering content to interested users 
(Conti et al., 2010). This strategy looks for nodes that show an increasing match with known 
context attributes of the destination. A high match means high similarity between the node’s 
and destination’s contexts, and therefore high probability for the node to bring the message 
in the destination’s community. They also consider that people are not likely to move around 
randomly. Rather, they move in a predictable fashion based on repeating behavioral patterns at 
different timescales (day, week, and month). If a node has visited a place several times before, 
it is likely to visit this location again in the future (Boldrini et al., 2007, 2010). Middleware like 
CAMEO (Arnaboldi et al., 2014) extend the paradigm of online social networks with additional 
interaction opportunities generated by user mobility and opportunistic wireless communica-
tions among users who share interests, habits, and needs. The data-forwarding schemes under 
this category are context oblivious, partially context aware, and fully context aware.

8.4.1.5  Intelligent Infrastructure-Based Energy Conservation

Similar to exploiting node mobility and contact patterns, user mobility can also be used 
for packet transport, packet routing, and radio operation decisions, with the help of wire-
less hotspots, rather than depending solely on the cellular networks. Ideally, nodes extend 
their radio signal coverage to connect nodes and form links. The MANETs formed by these 
devices could be used for sending and routing latency-insensitive packets. This would 
provide mobile devices rich communication capabilities for longer periods of time, using 
low-power radios and thereby saving energy (Su et al., 2004).

8.5  Customized Routing Protocols for Optimizing Energy Consumption

As the nodes do all the computations for next hop selection in infrastructure-less OMNs, a lot 
of battery power gets consumed. which reduces the network lifetime (Lilien et al., 2006). Thus, 
a proper energy-efficient routing protocol should be selected for message passing in these 
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types of networks. The ad hoc nature of the links and participation of the nodes in commu-
nication impact the battery reserve of the nodes themselves. Existing algorithms force energy 
conservation through optimal routing schemes. Thereby routing protocols may be categorized 
on the basis of how they plan to achieve energy optimization. A number of routing protocols 
have been proposed to date to deal with the highly dynamic environment of opportunistic 
networking. The two main categories in which we can divide routing protocols are

• Forwarding-based approach
• Flooding-based approach

8.5.1  Forwarding-Based Approach

This scheme uses a single-copy approach in which only one copy of message is created 
and forwarded to destination node using intermediate nodes. In this approach, based on 
certain knowledge, nodes select the best route to send the packet to the destination node. 
The forwarding-based approach can be classified into three main categories: direct trans-
mission, location based, and knowledge based.

Direct transmission: Direct transmission (Spyropoulos et al., 2005) is one of the sim-
plest routing protocols. In this, a single copy of message is created and the source 
node forwards the packet only if it encounters the destination node. Hence, the 
delay latency is very high in this approach, but the buffer requirement gradually 
becomes much less.

Location-based approach: In this approach, the node chooses the neighbor that is closest 
to it and forwards the packet to the nearest neighborhood node. The motion vector 
of mobile nodes (MoVe) (LeBrun et al., 2005) uses the relative velocity of nodes to 
find the closest distance between the nodes to predict their future location. Based 
on the predicted future location, the message is forwarded to the node that is mov-
ing closest to the destination node. In this approach, the bandwidth requirement is 
less than that for epidemic routing, but the delivery latency is more.

Knowledge based: In the knowledge-based strategy, the source and intermediate nodes 
decide which node must forward the message and whether it should transmit the 
message immediately or hold the message until it meets a better node; this deci-
sion is based on certain knowledge about the network. Jain et al. (2004) proposed 
the knowledge-based routing strategy, where the basic idea is to apply the tradi-
tional shortest-path routing techniques to OMN by using the network knowledge.

Other routing strategies include the context-aware routing (CAR) strategy (Musolesi 
et al., 2005), where the delivery probability of a node is calculated and the message is 
forwarded to the node with a higher delivery probability. The delivery probabilities are 
exchanged periodically among nodes in order to compute the best carrier for each destina-
tion node. MaxProp (Boldrini et al., 2010; Burgess et al. 2006) is a routing protocol based on 
prioritizing the schedule of packets transmitted to other nodes, as well as scheduling the 
packets to be dropped when the buffer is full. Here, the scheduling of packets is based on 
the path likelihoods to peers according to historical data. The shortest-expected-path rout-
ing (SEPR) strategy (Tan et al., 2003) estimates the link-forwarding probability based on 
history data. It computes the effective path length (EPL) and updates the local EPL value if 
it receives a smaller EPL value whenever two nodes meet.
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8.5.2  Flooding-Based Approach

The flooding-based routing protocol is a multi-copy-based strategy. In this approach, the 
node holding the packet broadcasts its packet to all of its neighborhoods. This process 
continues until the packet is delivered to the destination node.

Epidemic routing (Vahdat and Becker, 2000) is used for forwarding data in an OMN 
where the connections are highly intermittent. Epidemic routing is similar to the flooding 
approach, as in this approach the message is broadcasted by the node to all its neighbor-
hoods, but with some limitations. In the dissemination process, each message generated 
is assigned a hop count and the buffer space of each node is bounded in order to achieve 
the limitations. Epidemic routing uses the epidemic algorithm (Rodrigues et al., 2011) pro-
posed for synchronizing duplicate databases.

Another similar technique, called spray and wait (Spyropoulos et al., 2004), is the vari-
ance of flooding approach, and it limits the level of flooding. Basically, it contains two 
phases: the spray phase and the wait phase. A number (N) of copies are generated by 
the node in the spray phase and are spread randomly to its neighbors present at one hop 
count distance. In the wait phase, if the destination is not found nodes perform direct 
transmission. The major limitation of this approach is that the intermediate nodes are 
selected randomly, and they fail to implement the social behavior of nodes. Hence, to 
enhance the performance of the routing strategy the future prediction of contacts plays 
a vital role.

The probabilistic routing protocol (PROPHET) uses the history of encounters and tran-
sitivity (Lindgren et al., 2003) for prediction. In this, nodes estimate the probability of each 
available route or existence of linked nodes to the destination and use this information to 
decide which node must transfer its message and whether it should store the packet and 
wait for a better chance to forward the message. The history-based opportunistic protocol 
(HiBOp) not only uses a predefined set of context information, but also uses any informa-
tion users want to provide to describe their current context (Boldrini et al., 2007). It entails 
that each node should automatically learn its current context and remember it. The context 
data would then feed algorithms to decide next hops toward eventual destinations.

8.6  Performance Analysis of Existing Routing Protocols 
in Context to Energy Consumption

All protocols have similar behavior for sparse networks: the delivery ratio decreases and 
the delay increases following the connectivity. The message delivery relies on a predicted 
sequence of communication opportunities, which is defined as a contact. Most protocols 
aim to maximize the data delivery and minimize the delay.

The major drawback of the forwarding-based approach is the latency delay and the 
low delivery ratio, but the buffer required is decreased as well as the traffic, and hence 
the bandwidth required is less than that of the flooding-based approach. Likewise, in 
the flooding-based approach, if the network traffic increases, the bandwidth require-
ment increases, and so does the requirement of the buffer space when compared with 
the forwarding-based approach. In contrast, the delivery latency decreases in the 
flooding-based approach as multiple copies of message are created and broadcasted 
to neighbors.



168    Opportunistic Networks

8.7  Existing Research and Milestones

Current research applications (Xi and Chuah, 2009) that are successfully employing 
OppNets can be summarized as 

• The ZebraNet system that has been implemented at the Mpala Research Centre 
and is currently under test.

• The Shared Wireless Infostation Model (SWIM), which is based on monitoring 
whales.

• The DakNet project in India. The OppNet is used to provide intermittent Internet 
connectivity to rural and developing areas and emerges as the only affordable 
way to help bridge the digital divide.

• The Saami Network Connectivity (SNC) project, which aims to provide net-
work connectivity to the nomadic Saami population of the reindeer herders who 
live across the Sápmi region (also known as Lapland) in the northwest part of 
Sweden, Norway, and Finland. Providing network connectivity to the Saami 
population enables them to continue to live according to their traditions and, at 
the same time, have economic sustenance through distance work and net-based 
businesses.

8.8  Ongoing Research Challenges

An OMN therefore considers almost all of the wireless network’s peculiarities, like 
mobility of the user, ad hoc node connections and links, frequent disconnections, net-
work partitions, and link instability, which have to date been dealt with in the wireless 
network scenario as “exceptions.” These peculiarities require specialized routing pro-
tocols, and energy management techniques. Though OppNets seem to be a viable solu-
tion to the incessant mobility-based communication, deploying an OppNet in the real 
environment poses several challenges. Some of the areas that are still under rigorous 
development are

• Security and privacy
• Data caching
• Content diffusion
• Context- and location-aware routing

Several models representing infrastructure requirements as well as optimal routing 
have been proposed, capturing different characteristics of node behavior in different 
kinds of OMNs. Yet, much remains to be done, to incorporate intelligent behavior in nodes 
as well as in leveraging the network and human-centric statistics to predict and optimize 
the network and routing requirements.
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9.1  Introduction

Network coding (NC) is a technique where network elements like routers, switches, etc. 
mingle the packets before putting it over the communication channel, which ultimately 
reduces the number of packet transmissions. The packets to be mixed at the node may 
belong to the same or different sources depending upon the immediate authoritative node. 
NC breaks the traditional network traffic assumption that information is separate but may 
share network resources. Rather, information mixing provides higher network through-
put, greater robustness to link failures as well as resilience to attacks and eavesdropping. 
NC is used to attain maximum possible information flow to approach the Shannon capac-
ity limit by dispersing and uniting information at intermediate nodes. It was first pro-
posed for wired networks, to deal with the bottleneck problem, but link diversity and 
broadcast nature make it more attractive in wireless networks.

On the other hand, Opportunistic Networks (OppNets) (Pelusi et al., 2006; Huang et al., 
2008; Rodriguez Aranguren, 2013) are based on spontaneous interaction and collabora-
tion among devices equipped with short-range wireless transmission technologies like 
Bluetooth and Wi-Fi. It takes advantage of mobile nodes whenever they are in communica-
tion range to discover and asynchronously exchange information with each other. Each 
node exploits any opportunity that brings data closer to the actual destination. OppNets 
are only suitable for delay tolerant networks due to the store-carry-and-forward paradigm. 
An individual node’s intention is to disseminate data at best possible next-hop among the 
neighborhoods, with the intention of successful delivery at the actual destination, where 
end-to-end paths between communicating nodes are rare or unpredictable if they exist. 
The link reliability among nodes in OppNets is unpredictable; therefore, each node keeps 
the data in a buffer during the nodes’ separation and resumes transmission when the con-
nection is reestablished. 

In such a highly dynamic network, mixing multiple packets and transmitting them as a 
single may better exploit nodes’ contact and coding opportunity, which in turn provides 
high throughput gain. Although coding schemes never wait for an additional codable 
packet to opportunistically overload each transmission if it is permitted (as the node may 
delay packet transmissions in OppNets), undoubtedly network performance will be lifted 
high. The application of NC changes the OppNets’ traditional store-carry-and-forward 
paradigm with the store-carry-code-and-forward model.

9.1.1  Traditional Routing vs. Network Coding

In the traditional packet transmission, the source node splits the message into packets and 
transmits it over the medium. The packets route along different paths, but they all must 
arrive at the destined node where the packets reassemble into the original message. The 
most common problem with the approach in a high traffic network was a bottleneck, caus-
ing a packet drop, delay, etc., which drastically drops network throughput. Moreover, very 
few routes and nodes between the communicating ends might be congested, and others 
remain under-utilized.

NC was first introduced by Yeung and Zheng in late 1999 as an alternative of routing 
among various mutually independent sources (Ahlswede, 2000). It is a transmission tech-
nique used to accumulate various packets at the source node and de-accumulate the received 
packet at the destination node. In NC, traditional routers and switches are equipped with 
a coder/decoder that makes it opportunistic to snoop on the communication medium and 
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encode multiple packets instead of just forwarding as it arrives. The merging of multiple 
packets depends on the coding opportunity at the node, which itself depends on its output 
buffer and the neighborhoods’ information at that moment. If the opportunity exists, the 
node encodes multiple data packets and transmits it to the downstream in a single trans-
mission for the actual recipients or the next-hops, i.e. closer to the actual recipients.

Let V denote the set of nodes that can function as an encoder and decoder and E rep-
resent the set of connections among the nodes, then graph G = (V, E) in Figure 9.1 illus-
trates a point-to-point communication network of noiseless information exchange. Each 
node in the graph can collect information from all the intensive and mutually independent 
sources, encode it and forward it to the output link (for wireless networks) or set of output 
links (for wired networks).

Node si represents the ith source station and di denotes the jth destination station of the 
sub-network. Nodes 1, 2, 3 and so on are the intermediate relay routers or switches capable 
of the encoding and decoding of outgoing and incoming packets respectively. The arrows 
are representing the data flow in the network, with the different bit rate capacity of each 
link. The information exchange between si’s and dj’s is accomplished with the relay nodes, 
which are in the communication range of both, and thus exploit the coding opportunity 
before putting it in the outgoing link.

The advantages of network coding can also be seen in Figure 9.2 with one source and 
two destination nodes in a single communication range; this is popularly known as but-
terfly network.

FIGURE 9.1
Graph representing flow network.
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In Figure 9.2 (a) packets p1 and p2 are intended for destinations d2 and d1 respectively. 
Nodes 3 and 4 are functioning as a relay for the packets p1 and p2. Without the coding 
scheme, nodes 3 and 4 will transmit both the packets in separate transmissions and, hence, 
take four transmission cycles collectively to accomplish, whereas in Figure 9.2 (b) with NC, 
nodes 3 and 4 will encode the packets before sending it out for the destinations. NC will 
take only two transmission cycles, i.e. one transmission at node 3 of the encoded packet 
b1 + b2 and another of the same encoded packet from node 4 for the same communication. 
Therefore, NC shows the opportunistic and intelligent behavior of mixing packets to 
defend 50% bandwidth in a small topology, compared to without coding. The ‘+’ denotes 
the NC operator which will be covered in the next section.

In recent years, as communication services become more relevant in real life, NC plays a 
significant role in efficient information exchange. OppNets provide short-range connectiv-
ity among highly mobile devices, and the NC alliance guarantees maximum data trans-
fer, as nodes are in close contact with each other. The prominent networks like cellular, 
Wi-Fi, Wireless Sensor and Mesh, Mobile Ad-hoc (MANETs), Vehicular Ad-hoc (VANETs), 
Wi-max, etc., are more influenced by coding-aware OppNets.

9.1.2  Classification of Network Coding

Figure 9.3 shows the classification of network coding schemes which depends on several 
parameters. The first category is based on the previous hop(s) of the incoming packets at 
the midway nodes. At any instant, multiple information flows exist among different com-
municating pairs in the network. The first category of NC is inter-session, which allows 
the mixing of packets from different sessions (sources). It solves the hindrance of bottle-
neck and cuts down the number of transmissions, which in turn raises network through-
put. However, intra-session is another category, which allows the fusion of packets from a 
single session (source). It contributes the reliable conversation between the communicating 
ends which, in contrast, consumes bandwidth in the form of a feedback mechanism in the 
conventional way of transmission.

FIGURE 9.2
Butterfly network (a) without and (b) with network coding.
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Another viewpoint from which to classify NC is the fusion of multiple packets (cod-
ing) and the separation of a packet into multiple packets (decoding). The mathematical 
operation-based random linear (RL) coding creates a complex coded packet of the form 

Σ
i

k

i ipaa  where the random coefficient ααi is chosen over a finite field and pi denotes the native 
or coded packets. In contrast, the binary operation-based exclusive-OR (XOR) coding exe-
cutes a logical exclusive exercise (⊕), which results in a simple coded packet.

From another aspect, we can classify the coding technique based on the processing 
of coded packet at midway hops of the source-to-destination route. While transmitting 
between the communicating nodes, the coded packet may be decoded at each intermedi-
ate hop or at the destination hop only, and depending on this the coding schemes belong 
either to local or global respectively. Indeed, binary XOR prefers hop-by-hop (local) encod-
ing and decoding while RL adopts the host-by-destination (global) coding scheme.

9.2  Inter‑Session Network Coding

Inter-session NC recognizes the broadcast nature of the wireless medium as an opportu-
nity if midway nodes adopt encoding and decoding capability. The nodes of long delay tol-
erant OppNets may afford more time to exploit the coding opportunity in a more profitable 
manner before relaying packets at intermediate hops. Some relevant techniques compatible 
with opportunistic networks will be discussed in this section along with its working con-
cept, implementation detail and performance analysis.

9.2.1  COPE

In the literature, the idea of an opportunistic wireless NC named COPE (Katabi et al., 
2006; Katti et al., 2006) was introduced, which bridges the theoretical and practical con-
cepts of bursty and unicast flow in multi-hop wireless mesh networks. Binary XOR-based 
COPE raises the information content of each transmission which largely increases network 
throughput from a few percent to several folds depending on the traffic pattern, degree of 
congestion and transport layer protocol. COPE inserts a coding shim between the Internet 
Protocol (IP) and Medium Access Control (MAC) layers, which identifies the coding oppor-
tunities at midway hops of the route and exploits them to forward multiple packets in a 
single transmission, which in turn leads to a large bandwidth saving (Figure 9.3).

9.2.1.1  Overview

To exploit coding opportunities in OppNets, COPE integrates a new layer in the network 
stack. It consolidates three main techniques:

 1. Opportunistic listening: Each node overhears the wireless channel and buffers the 
packets for a limited period of time (0.5 sec.), irrespective of whether or not they are 
destined for them. Owing to the broadcast characteristic of the wireless medium, 
immediate next-hops in the communication range can sense the data transmitted 
by the relay node and keep it in custody for further coding opportunity. Therefore, 
an OppNet’s node needs to snoop on the medium regularly.
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 2. Opportunistic coding: After sensing a new data packet from the medium, the node finds 
the opportunity to combine with the buffer packets before transmitting it into the air. 
If the opportunity does not exist, it transmits the packet alone to avoid packet delay.

 3. Learning neighbor’s state: The packet encoding depends on the degree of its decod-
ing at the intended destinations. Thus, each node explores its neighbor’s buffer 
pool. Indeed, the network elements convey the reception reports, i.e. knowledge of 
recently received packets, to its neighbors at regular intervals.

An essential prerequisite of network coding in opportunistic networks is to have at least 
three nodes in one communication range, as shown in Figure 9.4. It represents a small part 
of an OppNet and explains the functioning of opportunistic COPE. The nodes s1 and s2 
want to exchange data packets p1 and p2 to destination nodes d2 and d1 respectively. The 
wireless communication range can be clearly observed in the figure. Destination node d2 
is not in the range of s1 and, similarly, d1 is not in the transmission range of node s1 while 
all four nodes, i.e. communicating pairs s1, d2 and s2, d1 are in one radiocast range of node r.  
Hence, the communication between s1, d2 and s2, d1 can be relayed through node r, which 
sends forth the packet from respective source-destination pairs.

Further, the packet transmissions required to accomplish the communication without a 
network coding scheme are as follows:

 1. Source node s1 hands over packet p1 to relay node r (1st transmission).

 2. Source node s2 hands over packet p2 to relay node r (2nd transmission).

 3. Relay node r sends forth packet p1 to destination node d2 (3rd transmission).

 4. Relay node r sends forth packet p2 to destination node d1 (4th transmission).

Network Coding (NC)

Inter-session Local GlobalIntra-session

XOR RL

based on incoming packets from source(s) based on midway opera�ons

based on encoding/decoding opera�ons at intermediate node

FIGURE 9.3
Classification of network coding.

FIGURE 9.4
Understanding of COPE.
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The cumulative transmissions required in the exchange of packets p1 and p2 between 
source-destination pairs s1, d1 and s2, d2 are four. Rather, consider the same communication 
scenario with the opportunistic COPE scheme:

 1. Source node s1 unicasts packet p1 to relay node r, which can be opportunistically 
overheard by neighboring node, i.e. n2, n3 and d1 (1st transmission).

 2. Source node s2 unicasts packet p2 to relay node r, which can be opportunistically 
overheard by its surrounding neighborhoods, i.e. n1 and d2 (2nd transmission).

 3. Further, relay node r combines the received packets p1 and p2 using an XOR opera-
tion and broadcasts it over the communication medium, which can be heard by its 
immediate next-hops e.g. d1 and d2 (3rd transmission).

 4. Destination node d1 and d2 XOR the coded packet received from relay node r and 
the overheard packet from sources s1 and s2 to decode their respective packets p2 
and p1.

The above demonstration of COPE requires only three transmissions and, self-evidently, 
with a small overhead of XOR operation. In fact, COPE defends more bandwidth saving, 
as appears in the example that will be discussed later in the subsection. Because of this, 
the overhearing and buffering of neighbors’ transmissions for a short time span, as well as 
the updating of neighborhoods’ buffer’s knowledge, i.e. the capturing of reception reports 
regularly, makes opportunistic coding beneficial for OppNets.

9.2.1.2  Packet Coding

Some design issues have been taken care of in the COPE scheme to avoid its side effects 
while integrating with the existing network stack. First is the principle of transmit-
ting packets without any delay. COPE is intelligent enough to encode multiple packets 
before putting them in the air but simultaneously ensures packet delay, due to the 
encoding and decoding process before each transmission. In the absence of coding 
opportunity, the node transmits the packet alone rather than waiting for a codable 
matching packet.

Second, COPE priorly encodes packets of identical length. An XOR-ing of unequal-length 
packets increases the bandwidth consumption. In turn, an individual node maintains one 
first in, first out (FIFO) output queue for storing its own data packets and two virtual 
queues per neighbor for referencing neighborhoods’ packets: separate for small and long 
length. Whenever a coding opportunity exists, the node enquires the head of the virtual 
queue of matching packet length first. It is noted that unequal-sized packets can have zero 
padding to exploit COPE coding opportunity if equal-sized packets are not available, but 
that may cause underutilization of bandwidth.

Third, COPE never encodes packets together headed to the same next-hop. The encoding 
rule of native packets which can be decodable at the next-hop is:

To transmit n packets p1, p2, … pn, to next-hops r1, r2, … rn, a node can XOR n packets 
together only if each next-hop ri has all n-1 packets pj while j ≠ i.

Packet reordering is another concern for COPE while it decodes at the recipient. In prac-
tice, reordering is quite rare due to the fact that most data packets of Transmission Control 
Protocol (TCP) flow are large enough to be queued in a proper packet queue. But packet 
retransmission leading causes reordering and hence to manage such scenarios, COPE 
tunes with an ordering agent to ensure harmonious delivery of TCP packets at recipients. 
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Thus, the strong reasons for scanning head packets from the hop’s output and virtual 
queues during code fixing.

Finally, COPE ensures the packet decodability at the intended next-hops. The relay node 
estimates the probability of the buffer’s packets being previously heard by its immediate 
next-hops. This probability assessment depends on the neighbor’s reception report or the 
delivery probability between the packet’s previous hop and the neighbors captured by the 
routing protocol intermittently.

Precisely, COPE maintains the following data structures at each network node:

 1. Each node enriched with FIFO queue to buffer packets being forwarded, called 
output queue.

 2. Each node is equipped with two virtual queues per neighbor for small and large 
packets, which take in pointers of neighbors’ buffer packets. In COPE, a packet 
that is less than 100 bytes in size is considered to be small.

 3. The node also maintains packet info, a hash table that is keyed on the packet ID 
and represents the buffer packets’ probability of having it at neighborhoods.

9.2.1.3  Packet Decoding

Packet decoding performs a similar XOR operation as encoding. Each node maintains a 
log, i.e. a packet pool that keeps a copy of received and sent native packets. Whenever a 
node hears a coded packet, the scheduler scans the packet pool sequentially and retrieves 
the intended packet.

9.2.1.4  Packet Structure

The coding shim lies between the routing and the MAC header if the routing protocol 
comprises its own header; otherwise, it lies between the IP and the MAC header as shown 
in Figure 9.5.

FIGURE 9.5
COPE header format.
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The COPE header consolidates the following fields:

 1. Native packet information: The first segment of the COPE header stocks the infor-
mation about the native packets, the packets being encoded together. It assists in 
decoding at the recipient. The num_ENCODED_PKT holds the number of native 
packets being encoded at the node. The native packet’s identity is stored at pkt_ID, 
which is a 32-bit hash of the IP address of the packet’s origin and IP sequence num-
ber. next_HOP keeps the MAC address of packet’s next-hop.

 2. Reception report: The individual node shares ownership of its updated buffer infor-
mation with its neighbors in order to exploit opportunistic coding with minimal 
computational overhead. The center block of the XOR header starts with the num_
REC_RPRT; it contains a number of reports currently being shared. src_IP and 
last_PKT specify the source IP address and the most recently snooped packet from 
that source. The compact and robust bit_MAP field accommodates the binary 
sequence of bits that corresponds to the recently heard packets from the same 
source. For example, the report of the structure {128.0.16.28, 49, 10010001} is inter-
preted as the last packet heard from the source. 128.0.16.28 is sequenced as 49 and 
previously snooped packets are 41, 44 and 48. The duplicate report sending of a 
recently received packet guards against its dropping because of congestion and 
channel noise.

 3. Asynchronous acknowledgement: The last section of the COPE header is dedicated to 
the acknowledgment part of packet delivery at the destination node. It starts with 
the number of the acknowledgement being accommodated in the report. A 16-bit-
long counter is managed by each node for each neighbor, called neigh_count. The 
respective neighbor’s counter is incremented whenever a packet is transmitted 
to that neighbor, and its value is assigned to the packet as the local sequence 
number, i.e. num_LOCAL_PKT_SEQ, which is used to identify the packet at com-
municating pairs. Similar to the reception report, this section practices the cumu-
lative acknowledgement. Each acknowledgement contains the neighbor’s MAC 
address followed by the acknowledgement pointer of the last packet received suc-
cessfully. The ack_MAP field indicates the previously heard and missed packets. 
For example, an acknowledgement entry of {X, 25, 01111111} certifies packet 25, as 
well as the packet sequenced with 18–24. It also cites the loss of packet number 17. 
COPE retransmits the missing packet a few times (default is 2) and then gives up. 
If a packet is not acknowledged within a predefined time (Ta), which is slightly 
greater than the round-trip time of a single link, the packet is again inserted 
at the head of the output queue and retransmitted after exploiting the coding 
opportunity.

9.2.1.5  Performance

The benefits of COPE is measured by the coding gain, i.e. the number of transmissions 
saved against non-coded transmissions, which in turn leads to throughput gain.

As inferred from the following equation, the coding gain is greater than or equal to 1.

 Coding gain
Number of transmisions required by non-coded scheme
Nu

=
mmber of transmissions required with COPE scheme
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Throughput gain is the ratio of network throughputs with and without COPE. The 
throughput improvement relies on the opportunistic coding, which itself depends on the 
traffic pattern.

The single source-destination scenario in Figure 9.5 shows four transmissions using a 
non-coding scheme, whereas only three transmissions are needed with the COPE scheme. 
Thus, the coding gain is 4/3 = 1.33, which means 33%, i.e. COPE requires 33% fewer trans-
missions to accomplish communication. In practice, the coding gain exceeded greatly due 
to the beneficial side effect of the MAC layer and coding shim interaction known as cod-
ing + MAC gain. The reason for being so is the fairness MAC channel allocation. In the 
previous single source-destination example, MAC partitions the available bandwidth in 
three equal parts. COPE, rather, allows the relay node to transmit packets twice as fast as s1 
and s2 due to mixing before transmitting, i.e. exploiting the opportunity of coding, which 
in turn raises gain 2.

Similarly, other topologies shown in Figure 9.6 have greater coding + MAC gain. In all 
scenarios, the favorable effect of MAC demonstrates higher coding + MAC gain than theo-
retical coding gain given in Table 9.1.

It is well proved that the theoretical coding gain of the COPE scheme is upper bounded 
by 2. In a realistic scenario, the coding + MAC gain is lower bounded by 2 in the absence of 
opportunistic listening, and the maximum coding + MAC gain is unbounded. The energy 
consumption is upper bounded by 3 in unicast random networks (Liu et al., 2007).

FIGURE 9.6
Basic topologies to understand the concept of coding and coding + MAC gain: (a) chain topology; (b) X topology; 
(c) cross topology; and (d) wheel topology.

TABLE 9.1

‘Coding’ and ‘Coding + MAC’ Gains for basic topologies

Gain ↓/Topologies →
Single 

Source ‑ Dest X Cross
Infinite 
Chain

Infinite 
Wheel

Coding gain 1.33 1.33 1.6 2 2
Coding + MAC gain 2 2 4 2 ∞
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It does not show significant improvement in TCP traffic due to collision-related losses 
and claims an average gain of approx. 2%–3%, whereas high coding gain was achieved 
with the User Datagram Protocol (UDP) packets and the result of the average throughput 
gain was 3–4 fold.

COPE was designed for OppNets like wireless mesh networks with some constraints, 
like stationary network devices, sufficient memory for buffering overheard packets, an 
omni-directional antenna for better opportunistic listening and enough energy resources. 
COPE is an important step forward toward throughput gain beyond the traditional way. 
To satisfy the Quality of Service (QoS) requirement, a more efficient coding can be made 
possible with a few modifications in COPE architecture, such as a priority queue instead 
of FIFO, which assigns different weight to differentiate data packets, and introducing a 
fast scheduling algorithm to support the modified queuing system (Chi et al., 2009). Some 
research articles propose a virtual queue at the coding node to give higher priority to 
coded packets (Zhao & Médard, 2010).

9.2.2  BEND

Packet encoding in COPE can only be performed at the intersecting nodes of the path 
determined by the routing module, i.e. traffic concentration. Zhang et al. (2008, 2010) fig-
ured this problem out and in 2010 proposed BEND with the key foundation of scattering 
flows more evenly in the network, i.e. traffic separation, and thus minimizing the interfer-
ence to achieving network capacity limit. BEND is a practical network coding approach 
in multi-hop wireless networks; it makes use of packet redundancy with a low overhead. 
It proactively captures coding opportunities without relying on fixed forwarders. In the 
opportunistic networks, an individual node in the neighborhood coordinates their packet 
transmissions and functions as potential coder and forwarder.

The mixing of packets in COPE relies on the focal nodes of the path determined by the 
routing module, which restricts the coding opportunity, which in turn prevents actual 
possible throughput gain of the network. Thus, some nodes in the network are favored by 
the routing mechanism whereas the rest are discouraged. Further, more traffic diverted 
through the focal nodes increases coding opportunity but may cause of packet drop, end-
to-end delay, battery-power depletion etc.

9.2.2.1  Overview

BEND comes with the concept of splitting traffic among the forwarder nodes to achieve 
high throughput gain in opportunistic networks. It exploits over listening at the whole 
proximity of a node rather than only concentrating on the few joint nodes for a packet 
mixing opportunity as in COPE. Figure 9.7 depicts an example of two flows which are not 
intersecting each other, but are close enough to use the coding opportunity seized by the 
MAC layer.

In the figure, packets p1 and p2 correspond to network flows f1 and f2 for the communicat-
ing node pairs (A1, B1) and (A2, B2), which are two hops away and may accomplish trans-
mission via intermediate nodes M and N respectively. Packet p1 is broadcasted by node 
A1 and intended for the node M while overheard by node A2, X, Y and Z, as all are in the 
proximity of node A1. Similarly, packet p2 is broadcasted by node B2 and intended for N 
but snooped by B1, X, Y and Z, as they are a neighborhood of B2. These two flows are not 
intersecting each other, but crossing node M and N closely. In this scenario, COPE does 
not find any coding opportunity while BEND coordinates the coding and forwarding of 
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the packet queued at the neighborhoods, i.e. X, Y, Z. Instead of discarding these packets as 
in COPE, BEND stores them at the MAC layer and uses them to raise coding opportunities 
in the future. In the communication depicted in Figure 9.7, any one of nodes X, Y and Z 
that win the MAC layer medium contention encode packet p1 and p2 and transmit it in the 
medium. Further, destination nodes B1 and A2 can decode their intended native packets 
after receiving the encoded packet and its own buffer information.

BEND’s objective is to increase coding gain and, hence, throughput gain using the per-
packet and per-hop decision-making promoted by the MAC layer, i.e. the packets can be 
routed through distinct paths in order to find opportunistic coding with other packets of 
different flows in the network at various instances with different mixing nodes.

9.2.2.2  Packet Mixing and Queuing Strategy

BEND promotes the XOR operation to mingle multiple native packets in a single transmis-
sion. The coding condition ensures that the receiver of packet pi has pj (where i ≠ j) in its 
buffer so that it can XOR pj with coded packet to get the intended native packet.

Each node maintains two different FIFO queues i.e. Q1 to keep packets that are intended 
for it during transmission and Q2 to carry overheard transmission. The coding capable 
packets are shifted from Q1 and Q2 to a different queue, named mixing-Q. These three 
queues are responsible for packet matching for the mixing process, as follows.

When network layer passes a new packet p1 to the MAC layer, BEND traverses all three 
queues for the coding pair. It always starts the exploration with mixing-Q to satisfy the 
pair-wise matching condition. If no suitable packet is found for coding, it searches Q1 and 
Q2 in turn. It starts with the head packet of the queues and removes the first matching 
packet to enqueue at the tail of the mixing-Q along with the packet p1. If no match is found 
and the node is the intended forwarder of p1, it will be enqueued at the tail of either Q1 or 
Q2. Q1 and Q2 hold the packet until they are transmitted. Similar to COPE, the node trans-
mits the packet alone if coding is still unmatched till its scheduled turn.

BEND’s packet matching mechanism is slow and complex compared to COPE. Instead of 
concentrating only on the foremost packets in the virtual queue, the matching process of 
BEND cares for the packet’s next-hop receiver as well as the packet’s previous forwarders. 
Hence, BEND is hungry for memory space and requires a complicated queuing structure.

FIGURE 9.7
Conceptualization of BEND.
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BEND allocates higher priority to coded packet transmission in order to maximize the 
coding opportunity but simultaneously disallows starving non-coded packet transmis-
sions. The mixing-Q is assigned higher priority than Q1 and Q2. The scheduler generates 
a random uniform number between 0 and 1. If the number is greater than Wx, a pre-
defined threshold value called tunable weight, and mixing-Q is not empty, the node gener-
ates a coded transmission with a matching mechanism or else it schedules a non-coded 
transmission.

9.2.2.3  Packet Decoding

A node in the network has its own buffer to store packets that had either been forwarded 
or originated earlier or overheard from the medium. These packets service the node to 
extract the native packet from the received coded packet. When a coded packet arrives at 
any node, it checks whether the node’s MAC address is in the recipient list or not. If the 
node is the actual recipient, it determines the packet IDs from the header and looks up the 
recipient’s buffer to retrieve the intended packet by XOR-ing the required packets. Further, 
the packets can be mixed with other packets in the queue in accordance of coding oppor-
tunity. This process repeats until the packet is delivered to the destination node.

9.2.2.4  Packet Header

BEND is managed by the MAC layer, and therefore packets adopt 802.11 specifications 
(IEEE Computer Society LAN MAN Standards Committee, 1997) with a few modifica-
tions in the data and control headers, as shown in Figure 9.8 The data frame header has 
distinct field arrangement for the native data packet or the encoded data packet. The native 
data packet accommodates the source and destination IP address (source and destina-
tion) along with the IP address of the second next-hop of the packet. This field acquires 
an IP address of the packet’s second next-hop from routing protocols which is exploited 
by neighborhoods. Whenever a forwarder or neighborhood receives a native data packet, 
it checks the second next-hop field to identify the next intended node for that packet. The 
encoded packet contains the length of the encoded packet (code_len), i.e. the number 
of native packets in the encoded packet, all recipient lists (destinations) and the corre-
sponding list packet_ID. The recipient address is 6 bytes long in Adaptive Opportunistic 
Network Coding (AONC). Similar to COPE, the hash of the host’s IP address and the IP 
packet sequence number generates a 4-byte-long packet ID. The type and subtype bit of 
the frame control field corresponds to either the native packet, coded packet, acknowledge-
ment (ACK), negative acknowledgement (NACK) or other 802.11 frame. If a coded packet 
arrives at the receiver, it checks the packet decodability by traversing its own buffer’s pack-
ets. If the encoded packet is found to be decodable, the receiver sends either an ACK or a 

Frame control Dura�on des�na�on TA 2nd next-hopNATIVE_PKT_MAC
header

Frame control Dura�on code_len TA packet_ID
[code_len]

des�na�on
[code_len]

ENCODED_PKT_MAC
header

Frame control Dura�on source FCS packet_IDACK/NACK_PKT_MAC
header

FIGURE 9.8
Modified MAC header for BEND.
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NACK. This feedback frame accommodates the packet’s source IP address and the packet 
ID of the acknowledged and negative-acknowledged packet. As BEND generates packet 
duplication at multiple forwarders, the ACK frame is used to clear all replicas of delivered 
packets at the previous hops (Figure 9.8).

9.2.2.5  Performance

BEND figures out the dilemma of coding and diffusion gain, which cannot be achieved 
simultaneously by coding-aware routing and COPE. The link layer dynamically scatters 
the flows through numerous forwarders in multi-hop OppNets, which leads to benefits of 
coding opportunity. Such dispersing of flows is termed “diffusion gain”.

In a 3-tier network architecture, BEND has consistently higher-gain (approx. 55%–97%) 
over COPE by an increasing number of nodes at tier-2 level. The simulation results of 
BEND proved that the coding opportunity with more than two native packets is much 
higher than the existing COPE. BEND performance is highly appreciable with heavy 
multi-hop traffic flow, i.e. huge number of flows which pass multiple intermediate nodes 
in the network. Since BEND exploits packet redundancy in OppNets but packet duplica-
tion at UDP recipients is as identical as COPE.

9.2.3  AONC

Although COPE and BEND have demonstrated their capability of improving the network 
throughput gain, they cannot efficiently support video data communication. A bandwidth 
and energy efficient AONC (Shen et al., 2012) scheme was proposed for upgrading the 
transmission quality of the video stream in multimedia-based OppNets. The fundamen-
tal variation between traditional data transmission and real-time video data transmission 
inspired AONC. The traffic-aware data scheduling algorithm of AONC functions together 
with the special features of the existing network coding techniques.

9.2.3.1  Overview

AONC is motivated by COPE and performs a similar XOR operation for packet mixing, 
but in an asymmetric fashion. To realize the conceptual difference between and COPE 
and AONC, consider the simple example shown in Figure 9.9. The unequal-length 
packets buffered in the output queue are divided into three data sets, i.e. data 1, data 2 
and data 3. Let us assume that any two data sets match the coding criteria. Figure 9.9 
(b) shows the randomly encoded packets using the XOR operation in symmetric mode. 
Due to varying length, which is very common with video data traffic, packets are pad-
ded with zeros to match the largest-length packet, which, ultimately, is a wastage of 
the bandwidth medium. In this scenario, the node is required to transmit three times. 
Instead of symmetric mode coding, Asymmetric mode-based AONC apprehends the 
benefits of variable-length data packets, which leads to the effective utilization of 
bandwidth. In Figure 9.9 (c) video data packets of the same flow are spliced first and 
then combined with the packets of other flows according to the code matching condi-
tion. The Figure 9.9 (c) shows that only one transmission is required for the set of data 
shown in Figure 9.9 (a) while the traditional symmetrical coding method, COPE, has 
taken three.

AONC considers the dynamic priority assignment for the coded packets due to variable-
length video data packet while COPE priority tags coded transmissions as higher priority 
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in the scheduling. Another major difference between AONC and symmetric mode coding 
is the compression technique over the video data before transmission. The compressed 
video stream has very complex traffic characteristic and, hence, FIFO-based scheduling 
mechanism loses coding opportunities.

9.2.3.2  Protocol Mechanism

The traditional symmetric coding and data scheduling methods degrade the performance 
of OppNets due to the different data behavior of the video traffic over the network. Along 
with this, the priority assignment method of coded packets is also unreasonable. The fun-
damental mechanism of the AONC is comprised of the following:

 1. An asymmetric coding approach is used to enhance the data exchange gain. The 
data exchange gain is the number of transmissions reduced by successful encoded 
packet interchange.

 2. An opportunistic transmission strategy with dynamic priority is designed to 
improve network throughput.

 3. A traffic-aware data scheduling algorithm is used to reduce coding opportunity loss.

AONC is a flow-oriented coding mechanism, i.e. it groups the data packets of the single 
previous forwarder and the next-hop receiver into one flow and stores it in the dedicated 
output queue of that flow. A flow is termed as “coding flow” when it transmits through 
intermediate nodes and the packets of flow have coding opportunities during transmis-
sion. AONC selects data packets from each flow of the pre-decided group of coding flows 
and slices them. These slices of data packets mingle in a single transmission, and therefore 
increase the information content per transmission.

The opportunistic coding-based forwarding strategy of AONC is based on dynamic pri-
ority assignment. The dynamic priority-setting of coded packets depends on data exchange 
gain and space utilization. Space utilization is a metric used in AONC to estimate the 

FIGURE 9.9
Comparisons of traditional coding scheme i.e. COPE vs. AONC.
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amount of actual data handled by an encoded packet. Unlike BEND, where higher priority 
is assigned to the encoded packets, AONC uses dynamic priority to indicate the degree of 
importance of the encoded packets. In this way, the coded packet with higher space uti-
lization is transmitted with higher priority. Thus, we conclude that the node with coding 
opportunity and better space utilization can have a high probability to capture communi-
cation media.

Along with the above improvement over BEND, a traffic prediction mechanism is also 
used to predict the volume of incoming traffic at the intermediate nodes. AONC consid-
erably enhances the transmission quality of video packets and attains a notable gain in 
bandwidth utilization and energy consumption.

9.2.3.3  Packet Header

AONC performs packet encoding/decoding and tagging at the MAC layer. It implements 
IEEE 802.11 with some modification in the DATA and ACK frame headers to provide real-
time video transmission. Figure 9.10 shows the modified header fields of AONC.

The destination[CFN] contains the receiver addresses of the native packets, where CFN 
is the coding flows of coded packet. The NUM_packet[CFN] represents the number of 
original packets belonging to that corresponding coded flow. The INFO_packet[CFN]
[NUM_packet[CFN]] records the list of the native packet IDs and lengths in the encoded 
packet. The packet IDs are computed similarly to COPE. The ACK frame is modified with 
a new field, i.e. INFO_packet[NUM_packet] for the efficient feedback of multiple slicing 
units at a time.

9.2.3.4  Performance

Compared to BEND and COPE, the dynamic nature of AONC provides enhancement 
in network throughput as well as stability in video transmission. The average peak 
signal-to-noise ratio (PSNR) value of AONC is higher than any of the other strategies 
like BEND, COPE or 802.11 that concludes its higher reliability and quality of video 
transmission. The video quality of AONC is close to the original sequence of non-
encoded transmission, which is an almost error-free transmission. The coding mech-
anism and data scheduling scheme of AONC provides better network bandwidth 
utilization than the BEND and COPE that avoids packet loss problem in the com-
munication medium. It delivers interrupt-free video signals at the recipient station in 
cross, 3-tier and mess network topologies. The enhancement in data exchange gain 
reduces energy consumption in data transmission. Since a wireless node consumes 
more energy in packet transmission and reception, AONC is more energy efficient 
than BEND and COPE.

NATIVE_PKT_MAC
header

Frame control Dura�on des�na�on TA

ENCODED_PKT_MAC
header

Frame control Dura�on CFN TA INFO_packet[CFN]
[NUM_packet[CFN]

des�na�on
[CFN]

Frame control Dura�on source FCS INFO_packet
[NUM_packet]

ACK/NACK_PKT_MAC
header

NUM_packet

FIGURE 9.10
Modified MAC header for AONC.
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9.3  Intra‑Session Network Coding

The discussed coding techniques in the previous section were based on inter-session 
while ExOR (Biswas & Morris, 2005), MORE (Chachulski et al., 2007), MIXIT (Katti et al., 
2008), Coding in Opportunistic Routing (CodeOR) (Lin et al., 2008) and SlideOR (Lin et al., 
2010) are intra-session-based network coding techniques. Opportunistic routing improves 
the unicast network throughput of OppNets by exploiting the shared wireless broadcast 
medium. But, on the other hand it has the challenging issue of the unnecessary forward-
ing of duplicate packets by multiple intermediate nodes and overloading of one forward-
ing path between sources to destination. The packet duplicity can be avoided by the large 
number of control packets and the complex packet scheduling algorithm used in ExOR. 
However, a more feasible and practical approach referred to as MORE uses random net-
work coding and stop-and-wait protocol in its sending window. Its successor MIXIT has 
attained better throughput in lossy wireless medium but uses the same stop-and-wait 
mechanism, and, therefore, shares the same drawbacks in large-scale networks.

The following sub-sections will present CodeOR and SlideOR encoding techniques, 
which are especially appropriate for unicast real-time multimedia data traffic in wireless 
mesh networks.

9.3.1  CodeOR

The computational complexity of random network coding increases as the number of data 
packets are increased. The constraints of computation complexity and bad utilization of 
bandwidth enlightens the CodeOR; this is a segmented network coding scheme in which 
the data stream is divided into segments and packet encoding is performed in the same 
segment. CodeOR allows the transmitting node to broadcast a sliding window of multiple 
segments using opportunistic routing protocol.

9.3.1.1  Overview

CodeOR improves network throughput for real-time multimedia traffic by using flow 
control in opportunistic routing and segmented network coding that partitions the data 
stream into multiple segments. The multiple small segments are transmitted concurrently, 
but in a sequential manner. CodeOR decreases the decoding delay and increases through-
put by varying the segment size and the window size. It combines the benefits of opportu-
nistic routing and segmented network coding.

9.3.1.2  Protocol Mechanism

CodeOR is inspired by MORE protocol. The protocol mechanism is described in Figure 9.11. 
The part of the network shown in the figure has (k-1)th, kth, and (k+1)th segments are in 
flight simultaneously. The detailed working of CodeOR is presented in the subsequent 
sections.

9.3.1.3  CodeOR Motivation

In MORE, nodes keep on transmitting irrespective of destination and obtain a sufficient 
number of coded packets to decode the segment and hence it starts transmitting next 
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segment much later. A motivation to CodeOR is to stop transmitting a segment as soon 
as the destination receives the required number of packets to decode that segment and to 
start transmitting the next segment much sooner than the CodeOR. MORE protocol trans-
mits one segment and waits for its acknowledgment whereas CodeOR allows multiple seg-
ments in the air. The working of CodeOR is presented in Figure 9.11 where (k-1)th, kth, and 
(k+1)th segments are “in flight” simultaneously for the communication between source 
node s and destination node t. The segments of data stream from source s are broadcasted 
and received by 1-hop downstream, neighboring nodes a, d and i for further transmission 
to their downstream neighbors. As the neighbors obtained a sufficient number of coded 
packets to decode the segment, the source s will start to transmit the next segment while 
the previous segment is “in flight”.

9.3.1.4  Sending Window and Acknowledgment

In multi-hop communication, where the bandwidth of links is different, it needs to know 
the number of packets being forwarded by a node so that the recipient node does not get 
overwhelmed. The recipient node may drop a packet due to buffer overflow if its upstream 
neighbor sends packets at higher rate than the recipient’s sending to its downstream neigh-
bors. The sending window limits the number of segments buffered at the source that can 
be transmitted at any instant.

Since multiple packets are in the air concurrently, CodeOR implemented two acknowl-
edgements. The first is end-to-end acknowledgement (E-ACK) sent by the destination to the 
source via the shortest path to notify that the segment of data packet has been received at the 
destination. The second is hop-to-hop acknowledgement (H-ACK) and is used by intermedi-
ate nodes to indicate to upstream nodes that the sufficient number of encoded packets have 
been received in a current segment, so move on to next segment. In the Figure 9.11, as 1-hop 
neighbors a, d and i of source s obtain the sufficient coded packets of current segment, they 
will send the H-ACK packet to notify upstream node, i.e. s, to start transmitting next segment.

9.3.1.5  Performance

It has been observed that CodeOR achieves higher throughput gain than its predeces-
sor MORE due to simultaneous segment transmission. As the number of hops increases 

FIGURE 9.11
Working of CodeOR: concurrent but sequential transmission of segment k-1, k, and k+1.
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between source and destination MORE becomes inefficient whereas CodeOR exploits all 
network resources to allow concurrent data transmission. Ideally, the sending window 
size should be equal to the delay-bandwidth product between source and destination. 
CodeOR increases as the window size increases until it reaches up to 6 for the long path 
whereas for the short path it is unchanged with window sizes.

9.3.2  SlideOR

MORE provides a stop-and-wait mechanism to reflect an extreme trade-off between 
the overhearing of duplicate packets at intermediate nodes and the deficiency of the 
path between source and destination if very few nodes forward the packet. It has an 
open challenge to move on to the next node when a source node stops transmitting the 
coded packets of a particular segment. Moreover, CodeOR partially addresses this open 
problem by transmitting multiple segments in a pipeline fashion, but it is exceptionally 
challenging in CodeOR to decide the optimal time to move the transmissions of new 
segment.

9.3.2.1  Overview

SlideOR addresses this problem by encoding source packets in overlapping sliding win-
dows. Further, SlideOR is inspired by online network coding and, contrary to segmented 
network coding where the encoded packet of one segment is incapable of decoding the 
next segment, the coded packets of different overlapping sliding windows can be advan-
tageous to each other in SlideOR protocol. The implementation is based on the following 
two critical issues:

 1. How far, i.e. fast/slow to advance the sliding window.
 2. The next-hop may re-encode the received packet with a different sliding window 

position, which may boost encoding-decoding complexity.

9.3.2.2  Encoding and Decoding Mechanism

The data stream at the transmitting node is divided into packets and allocated a 
sequence number as an identity of that packet. At any instant, when the source node 
wins the contention of transmission slot and the MAC layer allows for transmission, 
the source node randomly encodes some consecutive packets of output buffer which is 
referred to as sliding window size. Hence, the encoding algorithm produces the coded 
packet x as:

 x =
=

+

∑
i k

k W

i iEα  

where k is the sequence number of next packet E and α is a randomly chosen coefficient 
from Galois field such as GF (28).

The decoding of a received packet at any node is similar to solving a linear equation 
system as every coded packet is a linear equation of source packets at the previous hop. 
Every node needs to transmit the coding coefficient along with the coded packet for fur-
ther decoding process.
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9.3.2.3  Sliding Window Process

A feedback mechanism is executed after the successful reception of new coded packet. 
The assumption used in SlideOR is the reliable transmission of the ACK packet between 
communicating nodes. The destination node sends ACK to the source node via shortest 
path between source and destination that carries the sequence number of next expected 
packet. This sequence number is used to advance the window at the source station. Hence, 
it is straightforward that in sequential packet transmission, the source will enhance the 
window by one from [k, k + W − 1] to [k + 1, k + W] after receiving the ACK frame.

9.3.2.4  Performance

Sliding-window-based opportunistic routing is much simpler and substantially easier to 
implement. It reduces the complicacy of the scheduling mechanism of multiple segment 
transmission concurrently by just introducing the window advancement. The literature 
shows the throughput gain is higher than the MORE as well as CodeOR protocol when 
the window size is increased. SlideOR can transmit the coded packet concurrently during 
ACK propagation.

9.4  Research Aspects

In recent years, network coding is more popular in software-defined networks. Many indus-
tries like hp, Cisco, D-link etc. are incorporating network coding techniques to enhance the 
network throughput, and reduce packet delay and communication bandwidth. Network 
coding-based access point are available in the market for Wi-Fi signal distribution.

Software-Defined Networks (SDN) has the potential to virtualize the services like buffer-
ing, scheduling and routing over the internet. The literature (Hansen et al., 2015; Krigslund 
et al., 2015; Liu & Hua, 2014; Zhu et al., 2015) gives the view of network-coding-enabled 
SDN to promote the high speed 5G connectivity. Network coding techniques exploit the 
centralized control architecture of OpenFlow (SDN) to create fertile ground for a secure 
and more efficient network.
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10.1  Introduction

Although we can characterize traditional computer networks by allowing communication 
between a source and a destination using a direct routing path, other network archi-
tectures propose the use of algorithms that allow nodes be able to communicate even if 
there is no direct path between them. The opportunistic network belongs to a category 
of wireless networks that make use of various techniques for message transmission, 
such as direct transmission, flooding, prediction based, context based, and location 
based.

Normally, the nodes of opportunistic networks need to exchange messages with each 
other to obtain knowledge of their local neighborhood and be able to create a possible path 
to forward a message. From these concepts, some attackers can create new approaches 
to cause damage to the network or gain some benefit, such as generating false neighbor-
hood messages to disrupt the connections or not forwarding packets, among other types 
of attacks.

Computer networks have always suffered from security attacks. In the context of oppor-
tunistic networks, attackers may abuse the method of packet forwarding to obtain impor-
tant information from nodes or infiltrate the network as a legitimate node. These attacks 
can affect various network security threats, such as authentication, availability, privacy, 
and data integrity (Figure 10.1).

This chapter discusses several security attacks that exist on computer networks that 
might directly or indirectly affect all kinds of opportunistic networks. We classify the 
types of attacks according to the damage applied to the security attributes. We also show 
various research work proposing mechanisms to protect and mitigate these security issues.

We organized this chapter as follows: Section 10.2 details the classification of the entities 
that might act as an attacker on opportunistic networks and our possible goals. Section 
10.3 presents the security attributes needed to deploy a secure opportunistic network. 
Section 10.4 shows the classification of authentication schemes that helps ensure the secu-
rity attributes in many network contexts. Section 10.5 describes several security attacks, 
how they are executed, and the existing methods of mitigation and protection proposed 
in academia. Finally, Section 10.6 concludes the chapter, presenting the taxonomy of the 
attacks and their security attributes.

FIGURE 10.1
Communication between nodes compromised by an attacker reading the content.
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10.2  Classification of Attackers

Several entities are potential attackers of an opportunistic network, such as coordinated 
groups, adversary companies, government agencies, or any individual who has a specific 
interest. The reasons for the attack may be monetary gain, political reasons, or even intel-
lectual challenges.

We consider the entities that generate the security attacks as attacker nodes. According 
to their behavior and the type of attack they want to perform, we classify them differently. 
We organize the classification as follows.

10.2.1  Insider versus Outsider Attackers

Insiders are attacker nodes authenticated on the network, capable of exchanging mes-
sages normally without bringing attention to them. We consider the security attacks per-
formed by these nodes very dangerous because the other nodes on the network trust them. 
However, outsiders are not able to conduct communication within the network because 
they are not properly connected, and their attacks are potentially less dangerous.

10.2.2  Active versus Passive Attackers

Active attackers perform actions within the network, acting directly on the communica-
tions, sending false messages or not forwarding messages, for instance. On the other hand, 
passive attackers are limited to just listening to the communication channel to get some 
kind of information from the nodes or just generating noise.

10.2.3  Malicious versus Rational Attackers

Malicious attackers aim to disrupt network connectivity even without any personal ben-
efit or objective. However, rational attackers have their goals set before performing their 
security attacks.

10.3  Security Attributes in Opportunistic Networks

Opportunistic networks have important security requirements in order to provide safety 
communications. The following items present the main security attributes for a safe and 
reliable network (Raya and Hubaux, 2005).

10.3.1  Authentication

A node inside the network can only exchange messages with another legitimate node. The 
authentication of the nodes has an important role in the security of the network. In some 
applications, there is a key management infrastructure to ensure the authenticity.

10.3.2  Nonrepudiation

Nonrepudiation is a security mechanism, which means that whenever a message request 
is required, the sender and the receiver cannot deny it. The network needs to guarantee 
that all nodes follow this attribute.
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10.3.3  Availability

The channels on the bandwidth reserved for the communications must be available for 
all nodes to use, even if it is under some security attack. New nodes may arrive with new 
security messages, and the communication channel must be prepared to receive them. In 
this case, the network must have an operation policy, for instance.

10.3.4  Data Integrity

Data integrity is the preservation and assurance of the accuracy and consistency of data 
throughout the lifecycle of messages on the network. This term is broad in scope and can 
have widely different meanings, depending on the context.

10.3.5  Privacy

This attribute is similar to data integrity. However, the problem relies on whether other 
nodes accessed the packet-sensitive data. The network must prevent unauthorized access 
to the content. Networks may apply some encryption approaches, like public-key cryptog-
raphy, for this attribute.

10.4  Authentication Schemes in Opportunistic Networks

In this section, we introduce the types of authentication schemes used in various types of 
computer systems and that can be adapted to opportunistic networks. Besides the fact that 
there are many proposals for the detection and defense of specific attacks in mobile ad 
hoc networks (MANETs) and wireless sensor networks (WSNs), there are authentication 
schemes that provide both detection and defense of various types of security attacks at 
the same time, ensuring the security requirements discussed earlier. Manvi and Tangade 
(2017) classify some authentication schemes as follows.

10.4.1  Signature-Based Schemes

Using a digital signature in an opportunistic network guarantees the requirements of 
authentication, data integrity, and nonrepudiation. However, digital signature schemes do 
not guarantee the privacy attribute. We can classify these schemes as single-user signature 
schemes or group signature.

10.4.2  Verification-Based Schemes

Verification is an essential element for schemes that also work with signatures. There are 
proposals made by researchers to verify message authentication codes (MACs) coopera-
tively; in other words, the nodes belonging to the network authenticate a fixed number of 
messages, reducing the overhead and time required for the calculations. We can classify 
these schemes as batch verification schemes or cooperative message authentication schemes.

10.4.3  Cryptography-Based Schemes

Public-key cryptography, which is a well-known Internet communication protocol, can 
also be used to authenticate messages in opportunistic networks. However, it is necessary 
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to consider the computational cost of calculating the results. The symmetric approach, 
consisting of only a private key between the two points, is simple to perform the calcula-
tions but does not guarantee nonrepudiation, and if someone discovers the private key, the 
network might become unsafe. These schemes can be categorized as asymmetric cryptog-
raphy schemes, public-key infrastructure certificate schemes, elliptic curve cryptography 
schemes, asymmetric cryptography schemes, MAC schemes, and hash function schemes, 
among others.

10.5  Security Attacks

In this section, we present the main security threats existing in the literature. These attacks 
affect nearly all previously discussed security attributes. However, security attacks in 
opportunistic networks are not limited only to those listed below.

10.5.1  Sybil Attack

The Sybil attack happens when an attacker uses their own equipment to simulate false 
nodes around it using another identity, called Sybil nodes. Thus, the Sybil nodes perform 
another type of security attack using their identity while the attacker node is behaving 
normally. Depending on the network security level, these identities can be

Generated IDs: The network allows the insider nodes to generate valid identities to 
exchange messages and does not have strict control over who uses them.

Stolen IDs: The attacker must find a way to get real identities from other nodes in 
order to deploy a Sybil node capable of message exchange in the network.

Figure 10.2 shows a scenario during a Sybil attack. The attacker node B is generating 
two Sybil nodes, C and E, that can actually communicate with other legitimate nodes and 
perform other security attacks without compromising node B.

The distributed approach for vehicular ad hoc networks (VANETs) proposed by Grover 
et al. (2010) uses each roadside unit (RSU) to calculate and store different parameter val-
ues about the nodes passing by them, during a given observation period. After that, the 

Attacker Node Sybil Node

B C

SybilNode

A E G

D F

FIGURE 10.2
Sybil attack.
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algorithm combines the values of the distance between the vehicle and the RSU, the signal 
strength, and the angle between the nodes and the RSU. If some nodes have same values 
for the parameters, the algorithm classifies these as Sybil nodes. However, they performed 
the simulations on a straight road with no curves, due to the calculations with the angles 
between the vehicles and the RSU.

In another approach, Grover et al. (2011) suggest that each node exchange groups of 
its neighboring nodes periodically and perform the intersection of these groups. If some 
nodes observe that they have similar neighbors for a significant duration of time, the algo-
rithm classifies these similar neighbors as Sybil nodes. In this case, they evaluate the pro-
posed approach on the realistic traffic scenario. The approach proposed by Kumar and 
Maheshwari (2014) uses an algorithm called priority batch verification algorithm (PBVA) 
to classify the requests obtained from multiple nodes and perform an immediate response 
to emergency nodes with less time delay. At the same time, the system also prevents Sybil 
attackers by restricting timestamps provided by RSUs.

10.5.2  Black Hole and Selective Forwarding Attack

An attacker node that drops any packets received characterizes the black hole attack. The 
attacker keeps broadcasting best routes for forwarding the packets to its direct neighbors 
to change the routes to it. However, the node drops all packets immediately, compromising 
network availability.

There are many variations of the execution of this security attack, divided into main 
three strategies:

Black hole attack: A single node performs the attack in the network, dropping all pack-
ets that arrived.

Cooperative black hole attack: Multiple nodes perform the attack at the same time. This 
is commonly the most used strategy.

Gray hole attack: Multiple nodes also perform the attack at the same time. However, 
the attacker chooses strategically which packets will be dropped.

Figure 10.3 illustrates the behavior of a cooperative black hole or gray hole if nodes B 
and E are connected, in some way, to switch to the attack mode. The nodes behind them 
do not receive the messages because the black hole nodes dropped them.

B C

Black Hole Nodes

A E G

D F

FIGURE 10.3
Cooperative black hole attack.
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The approach presented by Alheeti et al. (2015a) suggests an intrusion detection system 
that uses artificial neural networks (ANNs) and fuzzed data to detect black hole attacks on 
the network. Their approach also uses the features extracted from the trace file as audit-
able data to detect the attack.

To avoid this attack, the approach proposed by Almutairi et al. (2014) suggests using a 
trusted table on each node, in order to evaluate the reliability of neighboring nodes during 
each step of the simulation. To evaluate their approach, they perform simulations using 
VANET Car Mobility Manager (VaCaMobil). However, this approach works only for a 
single black hole attack.

Based on an earlier approach, Alheeti et al. (2015b) used neural network concepts again 
to detect nodes that now are behaving as gray holes. The algorithm defined the output of 
the neural network in two possible results: normal or abnormal behavior. They used the 
Network Simulator 3 (NS-3) and Simulator of Urban MObility (SUMO) for the mobility 
models. The results obtained with this neural network were very promising with a low 
error rate.

10.5.3  Sinkhole Attack

The sinkhole attack is characterized by falsifying the quality of the route according to the 
routing algorithm to force the neighbors to forward their packets through it, and thus tak-
ing control of the packet flow of a certain network area. After achieving the desired packet 
flow control, the attacker node can start other types of network security attacks, such as 
selective forwarding (Section 10.5.2) or jellyfish (Section 10.5.5).

In Figure 10.4, we have an example of an opportunistic network using optimized link 
state routing protocol (OLSR) as the routing algorithm. The attacker node E sends HELLO 
messages stating that the quality of its route is the maximum possible (255), and because of 
that, its neighbors choose the attacker as their new multipoint relay (MPR).

In VANETs with position-based routing (PBR), Alsharif et al. (2011) proposed an algo-
rithm that performs plausibility checks, that is, checks related to the distance traveled, cur-
rent speed and density of the network, communication range, and current map location, 
in order to verify any abnormal behavior of vehicles. In addition, there are checks regard-
ing the content of the message and the timestamp of the packet, and the communication 
channel is listened to to verify that the requested node actually forwarded the message. 
Called PBR-PC, the algorithm can completely mitigate the sinkhole attack in high-density 

FIGURE 10.4
Sinkhole attack.
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networks. In addition, they also simulated other attack approaches, such as routing loop, 
smart sinkhole, and wormhole (Section 10.5.4), and generated similar results.

10.5.4  Wormhole Attack

The wormhole attack is a variation of the sinkhole attack, although it uses two or more 
attackers to create packet tunnels to decrease the number of hops to reach distant nodes. 
This behavior causes neighbors to use the wormhole path to route their packets, allowing 
attackers to have control of the packet flow of a specific area of the network.

Hu et al. (2006) introduced a new wormhole detection protocol called TIK, which imple-
ments “leashes” on the network. Leashes are series of temporal rules to ensure the integ-
rity of the network. For instance, a temporal leash characterizes a packet arriving at a 
destination earlier than expected. Using the leash information, the TIK protocol is able to 
authenticate communication between nodes and, at the same time, detect wormholes.

In Figure 10.5, node B wants to communicate with node F in an opportunistic network 
that uses the ad hoc on-demand distance vector (AODV) as the routing algorithm. When 
node B sends a RREQ message, the message passing through the wormhole first arrives at 
node F and the RREP message follows the same path, causing new packet routes to pass 
through the wormhole, and the attackers have control of part of the network.

10.5.5  Jellyfish Attack

The jellyfish attack on opportunistic networks is characterized by one or more attackers 
delaying and reordering the packets purposely, causing a decrease in quality of service on 
the network, especially in existing security services.

Chen et al. (2006) proposed an approach called throughput-feedback routing (TUF). 
First, the algorithm estimates and uses an approximate throughput value as the threshold 
to detect that a route has abnormal behavior. Even with the detection of false positives, 
the algorithm avoids attackers by creating new routes for these connections with low-
throughput values, mitigating the effect of the attack. The results of the simulations show 
that in addition to mitigating jellyfish attacks, other availability attacks were avoided, such 
as rushing (Section 10.5.11) and denial of service (DoS) attacks (Section 10.5.9).

In Figure 10.6, node A sends a message informing something about the network situa-
tion. Upon receiving the message, the attacker node D purposely delays the forwarding for 

FIGURE 10.5
Wormhole attack.
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5 seconds. This delay may have already invalidated the message content, causing the node 
behind not to receive the correct information regarding the network situation.

10.5.6  GPS Spoofing Attack

GPS spoofing fools the GPS receivers present on nodes with false signals, and times dif-
fer from their actual physical locations and exact times (Larcom and Liu, 2013). Spoofing 
might be one of the most dangerous attacks in opportunistic networks because the set of 
mechanisms to detect this kind of attack must be very precise.

Figure 10.7 demonstrates the behavior of an attacker node on the network. The strong 
GPS signal generated by the antenna overlaps the satellite signal, allowing the attacker 
node E to send wrong locations to the legitimate nodes. Some nodes may still receive the 
signal from the satellites, but it implicates data integrity issues because they are receiving 
incoherent data at the same time.

The approach presented by Zhang et al. (2012) shows that an algorithm using a second 
receiver connected to a monopole antenna could help to detect fake signals of GPS and 
also detect the duration of the attack. The results demonstrated a quick detection com-
pared with related work.

Using a base station equipped with multiple antennas, the approach proposed by Yan 
et al. (2015) utilizes channel observations to identify malicious nodes, also equipped with 

FIGURE 10.6
Jellyfish attack.

FIGURE 10.7
GPS spoofing attack.
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multiple antennas, which spoof the GPS signal in their location. The analysis shows how 
the performance of a location spoofing detection system increases as the Rician K-factor of 
the channel between the base station and legitimate nodes increases.

Tippenhauer et al. (2011) identify from which locations and with what precision the 
attacker needs to generate its signals in order to spoof the receivers successfully. They also 
investigate the practical aspects of a satellite-lock takeover, when a victim node receives 
spoofed signals after first being locked from legitimate GPS signals.

10.5.7  Impersonation Attack

Whenever an attacker node on the network broadcasts security messages for their advan-
tage or steals IDs from genuine nodes, this is an impersonation attack. It is important to 
have a trusted authentication system on the network to avoid this kind of attack.

The proposed scheme for VANETs made by Chhatwal and Sharma (2015) floods the 
beacon packets into the network to discover the presence of neighboring nodes and their 
accurate position. They manage the authentication scheme through VANET content frag-
ile watermarking, which is a technique for hiding the information, as it prevents illegal 
manipulation of the content. They evaluate their proposal using simulations and analyz-
ing the beaconing overhead, routing stretch, and node load.

An approach by Prathima et al. (2015) uses RSUs to take responsibility for checking for 
message integrity and authenticating the users who reduce the burden of individual nodes 
from authenticating each other. However, the approach does not guarantee the total detec-
tion of attackers with other identities. Using SUMO, they evaluate their scheme simulating 
various scenarios.

Ying and Nayak (2014) proposed an approach using an efficient authentication protocol 
(EAF), which employs smart cards based on the password of nodes and uses the dynamic 
login; the authors provide the anonymity of authentication. Figure 10.8 shows how the 
attacker node B would launch the attack. Sending messages to other nodes, the attacker 
pretends to be another node to get sensitive information.

10.5.8  Bogus Information Attack

The bogus information attack occurs when an attacker broadcasts multiple messages on 
the network to cause confusion in the system or damage other network nodes. The most 
viable solution is to check the occurrence of malicious data transmitted on the network 

FIGURE 10.8
Impersonation attack.
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to detect which node is performing the attack. Therefore, many approaches propose the 
use of MAC attached to the packets to validate their content, and that the attacker cannot 
generate false data without being authenticated in the network.

Figure 10.9 shows the behavior of an attacker node E performing a bogus information 
attack. According to its choices, it may send specific messages to the other nodes to obtain 
some benefit or just to cause damage.

The approach presented by Golle et al. (2014) suggests that every node present in the 
network must search for possible explanations for the data it has collected based on the 
fact that malicious nodes may be present. However, there is a cost involved in analyzing 
and characterizing the packet data, and there are privacy issues while having access to the 
packet data.

10.5.9  Distributed Denial of Service

The DoS attack in distributed form is very similar to attacks on websites nowadays, but 
in the case of opportunistic networks, the victim is a specific node that receives a huge 
amount of false data.

Pathre et al. (2013) proposed an approach that works similarly to the methods for the 
detection of bogus information attacks. Verify if the nodes of the network are receiving 
many packets with false information, in this case with the assistance of RSUs. With the 
effective detection of the attackers, they are marked for not participating more in the rout-
ing algorithm through a broadcast message done by the RSUs, losing authorization of 
belonging to the network.

A closer approach to practical application, Biswas et al. (2012) made a deeper analysis of 
the consequences of a distributed denial of service (DDoS) attack on the MAC layer of IEEE 
802.11p (Han et al., 2012). Through simulations, they analyze the synchronization-based 
DDoS attack by a small group of attackers and present different mitigation techniques to 
avoid this attack.

The dissertation of Naik (2012) proposed a new offensive measure for the detection, 
mitigation, and prevention of this attack. It showed an authentication scheme using SYN 
and ACK messages to detect a DDoS attack based on the exchange messages between the 
nodes. The algorithm detects the DoS attack by modifying the characteristics of SYN mes-
sages during a TCP connection and analyzing when there is a flood of SYN messages and 
the storage structure is populated. To perform simulations, he used OMNeT++ for network 
simulation and SUMO for traffic simulation.

FIGURE 10.9
Bogus information attack.
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Figure 10.10 shows an example of a DDoS attack. Several nodes belonging to the same 
attacker unite to perform the distributed attack on the victim node E. Upon receiving 
numerous security messages, the victim may make wrong decisions when dealing with 
these messages.

10.5.10  Man-in-the-Middle Attack

The man-in-the-middle attack happens when an attacker is able to change the data in 
a packet that is going through without corrupting the packet. With this capability, the 
attacker may create false scenarios inside the network without exposing their identity. 
Usually, the attacker is not aiming to harm the network directly, but is trying to get some 
benefit from the communication.

Figure 10.11 shows a simple scenario of an attack. An attacker node E receives a security 
message that makes claims about the network situation, but it changes the contents of the 
message by sending wrong information.

The approach presented by Ravi (2014) suggests that to protect the privacy of nodes 
and avoid this attack, one solution is to hide the identities of the nodes with the use of 
pseudonym keys, and whenever a node needs to communicate, it uses its pseudonym key 
to communicate with other nodes. They used Network Simulator 2 (NS-2) to perform the 
simulations with the proposed protocol.

FIGURE 10.10
DDoS attack.

FIGURE 10.11
Man-in-the-middle attack.
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The proposed scheme for vehicular networks by Zhang et al. (2008) is based on the 
premise that the RSUs are responsible for verifying the authenticity of the messages sent 
from vehicles and for notifying the results for every node while protecting the identity of 
users by preventing attackers from intercepting messages without being noticed.

Mejri et al. (2016) propose an approach for secure communication between vehicle pla-
toons, using a private key shared with group members previously and a variation of the 
Diffie-Hellman algorithm to mitigate the attack of man in the middle. To evaluate their 
approach, they used NS-3 in conjunction with SUMO. The simulations varied the number 
of nodes belonging to the group and their speeds.

10.5.11  Rushing Attack

In on-demand routing protocol networks, a source node must flood nearby neighbors to 
find a valid route to the destination. Attackers can take advantage of this behavior and 
start their flooding discovery to get a valid route for this connection and so be able to initi-
ate other types of attacks.

In Figure 10.12, node A wants to send a message to node G and starts flooding for 
path finding. When the attacker node B receives the message, it initiates its flood to get 
the packet route between the nodes and can execute other attacks. Upon receiving the 
legitimate message, node G drops the message because it has already received from the 
attacker.

An approach presented by Zapata and Asokan (2002) shows the SAODVs, which are two 
security mechanisms for the authentication of message exchanges of the routing algorithm 
AODV. The first one implements a digital signature to authenticate the nonmutable fields 
of the messages and uses hash chains to handle the hop count of the messages. These 
hash chains ensure that every node on the network is able to verify if an attacker has not 
changed the hop count.

Rushing attack prevention (RAP) is a defense method presented by Hu et al. (2003) that 
claims to protect the network nodes against rushing attacks. Several defense mechanisms 
are used together, such as secure neighbor detection, secure route delegation, and ran-
domized “route request” forwarding.

The discovery of neighbors happens with a message handshake, in order to verify if 
the neighboring node is within a transmission range for communication. To validate the 
RAP, they perform the simulations to verify the packet delivery ratio by varying the attack 
models employed.

FIGURE 10.12
Rushing attack.
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10.5.12  Colluding Misrelay Attack

In networks using OLSR as a routing algorithm, two attackers collude to disrupt the con-
nection of a victim node. The first attacker informs the victim node whose path is closest 
to the communication, making it their new MPR. However, the second node can perform 
modifications in the packet, such as dropping them, modifying their content, and sending 
new TC messages to disrupt the communication.

A study by Kannhavong et al. (2007) shows the impact of a colluding misrelay attack on a 
mobile node network using OLSR as the routing algorithm. For the simulations, they used 
NS-2 in an environment with attackers sending false advertisements of two-hop neighbors 
while the second attacker drops TC messages. There has been a significant drop in the 
delivery ratio of messages in the environment without any mitigation method against this 
attack, which makes it a very important issue for future work.

In Figure 10.13, nodes A and G are initiating a connection, but the attackers are within 
the route chosen by the algorithm and can perform modifications and drop packets from 
the connection.

10.5.13  Link Spoofing Attack

In networks with OLSR as the routing algorithm, the HELLO and TC messages allow com-
munication between the nodes, divulging to their near nodes their neighborhood state 
information. However, an attacker can generate HELLO and TC messages with false data, 
creating a different connection scenario and disrupting current communications, creating 
a link spoofing attack.

In Figure 10.14, the attacker node F informs by a TC message to nodes D, E, and G that 
node A is an active neighbor, but it is incorrect information and aims to disrupt the com-
munications destined to node A.

An approach to mitigating the link spoofing attack proposed by Jeon et al. (2012) is to 
perform some modifications to the OLSR algorithm. The first modification is the range of 
HELLO messages, allowing them to be sent to the two-hop neighbors as well. All nodes 
have a trust table with their two-hop neighbors to manage the “trust flag” between these 
nodes for possible new MPRs. With these mechanisms, the method is able to mitigate 
attacks, such as adding nonexistent nodes and deleting node neighbor information.

However, we have another approach that does not imply making modifications to the 
OLSR algorithm, working based only on logs provided by the nodes according to the 

FIGURE 10.13
Colluding misrelay attack.
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behavior of the network. Alattar et al. (2012) created a signature for a link spoofing attack 
so that the generated logs could detect it. A detection algorithm is presented with a series 
of rules for checking, using a cooperative trust system, and confidence levels. They vali-
dated the results using network simulations where attackers start the link spoofing attack. 
At the end of the rounds, the attackers obtained very low confidence values and the algo-
rithm was able to detect them.

10.5.14  Snare Attack

The snare attack is a very specific attack where a group of nodes may contain impor-
tant information coming from a node considered very important on the network (VIN). 
Attackers attempt to obtain the security information from any node of this network to 
become insiders to obtain the routing information to the VIN.

To combat this specific type of attack, a protocol called ASRPAKE was presented by 
Lin et al. (2007), providing anonymity for the route between the source and destination 
nodes and integrating a key exchange mechanism for the routing algorithm. In addition, 
they applied the DECOY mechanism to detect compromised nodes, while the VIN is not 
affected during network operation. For the anonymous route protocol, they use a ring sig-
nature scheme based on the elliptic curves cryptosystem (ECC).

In this scheme, any of the members can check if one of the members of the group has 
signed a given message, but this scheme has serious consequences on overhead issues. 
The DECOY engine allows the VIN to choose a number of nodes as a decoy, and they all 
share a cryptographic key with the VIN. Whenever the VIN receives a route request, VIN 
randomly chooses one of its decoys to respond to the request, protecting the node from 
possible security attacks.

In Figure 10.15, a compromised node A is used by the attackers as an insider to find the 
routing path to the VIN, making the entire network compromised.

10.5.15  Blackmail Attack

In opportunistic networks implementing trusted tables, it is possible for a group of 
attackers present on the network to inform neighboring nodes that a particular node is 
an intruder on the network in order to change the trust table of neighboring neighbors 
and thus deny connectivity to the victim. This security attack is known as a blackmail 
attack.

FIGURE 10.14
Link spoofing attack.
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Perrig et al. (2002) propose a series of new protocols for the security of sensors networks, 
including the simple NDEF exchange protocol, used for data confidentiality, authentica-
tion, integrity, and freshness, and µTESLA, providing authenticated broadcast.

In Figure 10.16, two attackers send to their neighbors one message stating that the victim 
node is in their blacklists, even though they did not have any communication before. This 
behavior transforms into a cascading effect that denies the network service to node E.

10.5.16  Node Replication Attack

In authenticated opportunistic networks, there is the possibility of a compromised node 
and all its security data, such as cryptographic keys and identity, being lost. Attackers 
might create clone nodes in the network using this data, and the clones can normally com-
municate even on an authenticated network.

In Figure 10.17, node A was compromised and its security data leaked. Attackers with 
this information can create clones of node A and communicate with the other nodes within 
the authenticated network.

Because it is a very common attack on WSNs, many works have implemented mitiga-
tion methods for this scenario. Parno et al. (2005) present a centralized proposal where the 
base station verifies the location of all the nodes of the network to find clones. After that, 
the nodes use several distributed methods using broadcast, deterministic multicast, and 
random multicast to send advertisement messages.

FIGURE 10.15
Snare attack.

FIGURE 10.16
Blackmail attack.
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10.5.17  Desynchronization Attack

In a desynchronization attack, the attacker is on the route of communication between the 
nodes and performs modifications in the transport layer, forging the sequence number 
of the packets and changing control flags. Trying to retransmit their messages, the nodes 
cannot exchange useful messages and have their connection completely interrupted.

In Figure 10.18, nodes B and G attempt to create a connection between them, although 
the attacker node C keeps changing the sequence number of the packets, disrupting the 
communication.

10.6  Conclusion

In this chapter, we presented a taxonomy of security attacks in opportunistic networks. 
We presented the security attributes, and several attacks have also been discussed with 
approaches to prevent them. In Table 10.1, the security attacks are presented according to 
the security attribute that is affected.

Several research works are growing on this subject. Possible future work will be the 
inclusion of environment context analysis to help infer and detect attackers of any type, 

FIGURE 10.17
Node replication attack.

FIGURE 10.18
Desynchronization attack.



210    Opportunistic Networks

choosing the appropriate metrics where the context-aware methods might work better in 
different scenarios.

Researchers are suggesting other types of architectures to avoid certain security attacks, 
such as applying software-defined network concepts, centralizing the control of data flow 
but resulting in an increase of data overhead through the network.
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Pervasive Trust Foundation for Security and Privacy 
in Opportunistic Resource Utilization Networks

Ahmed Al‑Gburi, Abduljaleel Al‑Hasnawi, Raed Salih, and Leszek Lilien

11.1  Introduction

Coexisting heterogeneous computing systems too often are unable to collaborate, wasting 
resources of underutilized systems while encountering resource limits in busy systems. 
This is particularly visible when an overburdened system is a neighbor of an underuti-
lized system, and the latter is unable to “help” the former.

To deal with this situation, the paradigm and technology of opportunistic resource utiliza-
tion networks (oppnets) was introduced by Lilien et al. (2006a). The distinctive feature of 
oppnets is their use of “helpers” that assist in reaching the goals of oppnets. With help-
ers, oppnets expand in an opportunistic and ad hoc manner by acquiring more needed 
resources of any kind; these are resources from, among others, underutilized neighbors.

Other kinds of opportunistic networks known in the literature are a proper subset of 
oppnets, since opportunism in them is usually limited to a subset of oppnet capabilities (such 
as only opportunistic communication capabilities or opportunistic message forwarding). The 
following characteristics taken together distinguish oppnets from other opportunistic and 
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collaborative systems: (1) support for the helper paradigm—oppnet growth and expansion 
based on the idea of finding helpers that can assist in reaching the goals of the oppnets; 
(2) opportunistic use of all kinds of computing resources—not limited, for example, to communi-
cation resources; (3) ad hoc operation—for most of the oppnet lifetime (as described below, pre-
ceded by predefined operation—as a seed oppnet—at the beginning of the oppnet lifetime); 
(4) universality of the helper nodes—regardless of the system or device make or function, and 
through any communication media, protocols, and so forth; and (5) lack of third-party media-
tors—since interactions among oppnets and their helpers can take place without third parties.

Security and privacy, the major challenges in any distributed or pervasive system, are 
critical in oppnets due to their highly heterogeneous nature. oppnets can be viewed as 
middleware for generalized ad hoc networks, so they inherit all security and privacy 
issues of ad hoc networks. In addition, oppnets introduce their own specific problems. 
We believe that trust should underlie all security and privacy controls (solutions)—if uti-
lized effectively and efficiently. We use the paradigm of the pervasive trust foundation (PTF) 
(Lilien et al., 2009, 2010a), which was proposed, among others, for pervasive computing 
systems and next-generation networks (such as the Internet of Things).

We outline a new architecture for oppnets called PTF-based oppnet architecture (POA). 
POA integrates PTF into the oppnet structure and operations, placing PTF under the con-
trol of oppnet’s supervisor, called decentralized oppnet controller (DOC). PTF provides to 
oppnet all security and privacy services during the entire oppnet lifetime. Among others, 
PTF enforces secure and privacy-preserving handling of data transmitted between oppnet 
entities and verifies that a helper joining the oppnet is not malicious.

In this chapter, we propose using trust (in the form of the PTF paradigm) as a basis for 
assuring security and privacy in oppnets. The chapter is organized as follows. Section 11.2 
provides background information on oppnets, including a discussion of the security and pri-
vacy challenges in oppnets. Section 11.3 overviews PTF. Section 11.4 discusses related work, 
including solutions related to oppnets and using trust as a security and privacy foundation. 
Section 11.5 describes the structure and operations of POA. Section 11.6 concludes the chapter.

11.2  Background Information on Oppnets

Opportunistic resource utilization networks (oppnets) are a paradigm for a special kind of 
networks that grows by discovering foreign entities (systems or devices that are not a part 
of the current oppnet) that possess desired resources and integrating them into oppnets as 
helpers (Lilien et al., 2006a). This expansion by finding helpers in an opportunistic and ad 
hoc way is the most distinctive feature of oppnets.

A potential helper is a foreign entity that is oppnet-enabled, that is, has enough commu-
nication capabilities to be contacted by an oppnet searching for helpers. Once invited by 
the oppnet, it can join the oppnet as an (actual) helper and, due to the possession of certain 
resources, help the oppnet in its job (Lilien et al., 2006a, 2007).

11.2.1  Oppnet Structure and Operations

This section shows the basic oppnet structure and its activities and operations.

Oppnet Structure: oppnet consists of three major types of components or nodes (Lilien 
et al., 2007, 2010b; Kamal et al., 2008), as shown in Figure 11.1.
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 1. Seed nodes: A set of oppnet nodes constituting the seed oppnet, employed together at 
the time of the initial oppnet deployment. It might be very small—in the extreme, 
a single node.

 2. Control center (CC) nodes: A subset of oppnet nodes together implementing a dis-
tributed CC, responsible for managing all interactions and processing, includ-
ing oppnet growth and shrinking (e.g., when removing malicious nodes from an 
oppnet).

 3. Helper nodes: Nodes that were originally foreign but became integrated into an 
oppnet to assist it in reaching its desired goals. For example, the expanded oppnet in 
Figure 11.1b admitted the following helpers (counterclockwise from bottom left): 
(a) a computer network, wired to the Internet; (b) a cellphone infrastructure (repre-
sented by the cellphone tower), contacted via the oppnet’s cellphone peripheral; (c) 
a satellite, contacted via a direct satellite link; (d) a home area network, contacted 
via an intelligent appliance (e.g., a refrigerator) with a wireless link; (e) a microwave 
network, contacted via a microwave relay; and (f) body area networks (BANs) of the 
occupants of an overturned car, contacted via OnStar (Lilien et al., 2007).

Basic Oppnet Operations: The CC manages growth of a seed oppnet (Figure 11.1a) into 
an expanded oppnet (Figure 11.1b). The process involves looking for useful foreign entities 
and admitting them to help in the realization of the oppnet goals. An entity that accepts 
an invitation to help makes an obligation to keep on helping as long as the oppnet needs it, 
and becomes a helper. When a helper completes its tasks, it is released from its obligation 
by the oppnet and is free to return to its original duties (Lilien et al., 2010b).

The basic sequence of oppnet operations is summarized in Figure 11.2 (Lilien et al., 
2010b). A distributed CC (a.k.a decentralized command center) supervises the operations 
of its oppnet throughout the entire oppnet’s life. If an oppnet needs more resources to 
achieve its goals, the cycle of oppnet growth (including discovering, evaluating, admitting, 
and integrating candidate helpers) is repeated. Once the goals of an oppnet are achieved, 
the oppnet assists the helpers in restoring the state they were in before joining the oppnet 
and releases them (Lilien et al., 2006a, 2007, 2010b).

FIGURE 11.1
Oppnet growth from (a) a seed oppnet into (b) an expanded oppnet. (From Lilien, L., et al., Opportunistic 
networks for emergency applications and their standard implementation framework, in IEEE International 
Performance, Computing, and Communications Conference (IPCCC), New Orleans, LA, 2007, 588–593.)
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11.2.2  Oppnet Helpers and Their Categories

An entity that is sufficiently capable of downloading and installing a minimal subset of 
oppnet middleware modules necessary to contact oppnets becomes oppnet-enabled. Any 
oppnet-enabled entity is a potential helper (Lilien et al., 2010b). A helper can possess diverse 
capabilities and “skills” potentially useful for the oppnets, such as specialized software, com-
munication, computing, storing, sensing, or actuating capabilities. Oppnet helpers generally 
can be classified into three main categories (Lilien et al., 2010b; Alduailij and Lilien, 2015):

 1. Potential helpers: A set of oppnet-enabled devices within the reach of an oppnet, 
which may serve it as future helpers.

FIGURE 11.2
Basic oppnet operations (cf. Lilien et al., 2010b).
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 2. Candidate helpers: A subset of potential helpers that meet the needs of an oppnet 
duty, which are asked or ordered to join an oppnet (in ordinary or critical situa-
tions, respectively).

 3. Actual helpers: A subset of the candidate helpers selected and admitted by an 
oppnet. Actual helpers (usually referred to simply as helpers) include two subcat-
egories (Lilien et al., 2006a, 2007; Alduailij and Lilien, 2015): 

 a. Regular helpers: Can discover, invite, and admit other helpers; they provide sig-
nificant resources to the oppnet that admitted them.

 b. Lightweight helpers (a.k.a lites): Have very limited resources, including very 
restricted communication capabilities (usually due to their weak native hard-
ware/software capabilities).

11.2.3  Oppnet Security and Privacy Challenges

Providing controls for security and privacy challenges is crucial for oppnets, oppnet-
enabled applications, and their users. In fact, Lilien et al. (2006b, 2010b) have gone as far as 
referring to the security and privacy challenges as the “make it or break it” issue. oppnets, 
like most other nontrivial technologies, can be malevolent—deployed to harm humans, 
their artifacts, and their technical infrastructures.

Oppnets can be viewed as middleware for generalization of ad hoc networks or systems, 
and, therefore, they inherit all security and privacy challenges of ad hoc networks. Lilien 
et al. (2006a) presented six security and privacy challenges that must be investigated to 
ensure security and privacy for oppnets and their sensitive data. These challenges are: 
(1) increasing trust and secure routing, (2) helper privacy and oppnet privacy, (3) protect-
ing data privacy, (4) ensuring data integrity, (5) identifying the most dangerous attacks and 
sketching solutions, and (6) intrusion detection.

We concentrate on protecting the security and privacy of data in oppnets. We consider 
various kinds of threats and attacks, including both outsider attacks, from the outside of an 
oppnet, and insider attacks, from within an oppnet. Attacks include denial of service (DoS), 
eavesdropping, information leakage, ID spoofing, man in the middle (MITM) attacks, 
black hole and packet dropping (gray hole) attacks, and wormholes (Lilien et al., 2006a, 
2006b). For instance, MITM may occur when a node sends a help request to rescuers and a 
malicious node alters this help message.

An oppnet should also prevent a malicious entity from joining as a helper. In addition, 
any foreign or oppnet entity may either maliciously or inadvertently reveal or destroy 
sensitive data. Since motivations of attackers cannot be known for sure, even inadver-
tent disclosures of sensitive data—for example, not malicious but just selfish (Buttyan and 
Hubaux, 2007)—must be treated as an attack.

11.3  Background Information on Pervasive Trust Foundation (PTF)

The PTF paradigm (Lilien et al., 2009, 2010a) uses trust as the basis for security and privacy 
in computing systems. PTF involves two major principles. First, trust should be used as a 
foundation for security and privacy (as well as many other services not considered in this 



218    Opportunistic Networks

chapter, such as collaboration or routing). Second, trust should be considered as pervasive 
in computing systems, and must be considered either explicitly, in large or open systems 
(such as oppnets), or implicitly, in small or closed systems.

A PTF module processes trust information for its oppnet. The trust value that Entity O 
(e.g., oppnet’s CC) currently has for Entity H (e.g., an actual helper) determines the set of 
actions that Entity H is authorized by Entity O to perform. Entity O calculates the trust 
value for Entity H based on Entity O’s direct experience with Entity H and reputation 
information (indirect experience) obtained by Entity O about Entity H from other entities.

The trust level for an oppnet entity must be reevaluated with an appropriate frequency 
since it changes dynamically over time.

11.4  Literature Review

This section discusses concepts related to oppnets, work that considers trust a foundation 
for security and privacy, and other related work.

11.4.1  Concepts Related to Oppnets

Pelusi et al. (2006) and Conti et al. (2010) consider opportunistic networks as one of the 
most interesting evolutions of mobile ad hoc networks (MANETs), characterized by self-
organizing networking and the store-carry-and-forward paradigm. In opportunistic 
networks, mobile nodes are enabled to communicate with each other even if a route con-
necting them never exists. Specifically, node mobility is exploited as an opportunity to 
deliver data among disconnected parts of a network. Therefore, routes are established 
dynamically. Messages are routed between a sender and destinations, and any potential 
intermediate node can be used opportunistically as the next hop, provided it is likely to 
bring the message closer to the final destination. The authors indicate that node mobility 
plays a crucial role as it permits the bridging of disconnected clouds of nodes, and ulti-
mately enables end-to-end communications despite connectivity weakness. They envision 
employing opportunistic networks in the next-generation Internet.

Alajeely et al. (2016) define opportunistic networks (referring to them as “OppNets”) as 
an evolution of MANETs in which many wireless nodes communicate opportunistically 
with each other by means of store-carry-and-forward. A variety of wireless technologies 
can be used to transfer data, including WiFi, WiMAX, and Bluetooth. No end-to-end con-
nection is established between the source and the destination nodes before sending mes-
sages; the nodes usually have high mobility, low density, limited power, and short radio 
ranges. Due to these features, OppNets face serious security and privacy issues, such as 
challenges for node authentication and access control; data confidentiality, integrity and 
availability; and routing, security, privacy, and trust management.

Overall, we believe that oppnets—as defined earlier (Lilien et al., 2006a)—are signifi-
cantly different from opportunistic networks—as defined above by other researchers, such 
as Pelusi et al. (2006), Conti et al. (2010), Alajeely et al. (2016). Most importantly, oppnets 
enable not only opportunistic communications but also opportunistic use of all kinds of 
resources, services, or capabilities (including hardware, software, and human skills) pos-
sessed by foreign entities that happen to be within the oppnet’s reach. Another distinctive 
feature is that an oppnet starts as a relatively small predefined network (a seed oppnet) 
that grows into an expanded oppnet.
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11.4.2  Pervasive Trust Foundation for Security and Privacy

Bhargava et al. (2004) introduce the concept of pervasive trust. They recognize that using 
trust in computing systems is already common. Trust is and should be pervasive in many 
interactions between people, organizations, animals, and even artifacts. Hence, pervasive 
trust should also be considered in computing environments. The authors argue that trust 
can support security and privacy, facilitating solutions.

Lilien et al. (2009, 2010a) propose the PTF paradigm for next-generation networks, includ-
ing the Future Internet. They claim that trust can also be used to support many other func-
tions, for example, routing, data aggregation, time synchronization, and even stimulating 
cooperation in autonomous wireless networks. The authors claim that: (1) security without 
trust (not based on trust) is more difficult to achieve than security with trust (based on 
trust); (2) confusing narrowly defined trust with broadly defined trust leads to denying the 
need for a pervasive trust foundation; (3) ignoring trust leads to high risks; (4) trust can be 
used implicitly only after making a conscious decision that there is a sufficient trust level; 
and (5) using broadly defined trust is necessary for comprehensive and consistent consid-
eration of trust by any security service serving any network layer.

11.4.3  Other Related Work

Network Function Virtualization (NFV): The NFV paradigm separates software imple-
mentation of network functions from the underlying hardware by leveraging virtual-
ization technologies and programmable hardware. Networks using NFV improve the 
flexibility of network services by provisioning and reducing the time to market for new 
services (Han et al., 2015).

NFV opens the door to over-the-top (OTT) services, in which networks may appear 
substantially different to their users from their underlying infrastructure. For example, 
a network provider can provide a single global network view with consistent security 
policies, even though it does not have a presence in all countries; it is done by virtual-
izing local networks and clouds for those countries. Incorporation of computing and 
storage resources in the guts of the network itself enables rethinking what constitutes 
a network interface, namely, going beyond a “bit pipe” (Joshi and Benson, 2016); this 
results in considering flexible service chains, store-and-forward content distribution ser-
vices, network-based Big Data analytics, and sensory data aggregation services (Joshi 
and Benson, 2016).

We believe that the solutions outlined in this chapter can be extended to NFVs. As an 
example, the idea of oppnet-enabled entities could be used in NFVs.

Software‑Defined Networks (SDN): A SDN is a network virtualization paradigm that 
separates network software from the underlying hardware. The separation of the con-
trol logic from data forwarders can be realized by means of a well-defined programming 
interface between the switches and the SDN controller. With SDN, network switches 
become simple forwarding devices and the control logic is implemented by a centralized 
controller (Kreutz et al., 2015). The controller exercises direct supervision over the states 
of data-forwarding elements via a well-defined application programming interface (API). 
An example of such an API is OpenFlow (McKeown et al., 2008); depending on the rules 
installed by a controller on an OpenFlow switch, the switch can be instructed to behave 
like a router, switch, or firewall, or perform other roles (e.g., be a load balancer or traffic 
shaper).
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We believe that oppnets can take advantage of the SDN technology to implement their 
middleware, called Oppnet Virtual Machine (OVM) (Alduailij and Lilien, 2015). On the other 
hand, the so-called “primitives” used in OVM can benefit the SDN technology (e.g., by 
developing an SDN analogy to making entities oppnet-enabled).

11.5  Proposed Solution: PTF‑Based Oppnet Architecture (POA)

The proposed security and privacy architecture for oppnets, called PTF-based oppnet archi-
tecture (POA), is based on the state diagram for a single oppnet helper (Al-Gburi, 2017), 
shown in Figure 11.3.

POA integrates PTF into the oppnet structure and operations, placing it under the con-
trol of oppnet’s supervisor, previously called the decentralized CC and now renamed 
decentralized oppnet controller or DOC (Al-Gburi, 2017). PTF underlies all security and 
privacy services in its oppnet performed during its entire lifetime. Among others, PTF-
based services ensure secure data transmissions among oppnet entities and verify that a 
helper joining an oppnet is not malicious.

FIGURE 11.3
The state diagram for an oppnet helper. (From Al-Gburi, A., Protecting interaction security and data privacy 
in oppnets using pervasive trust foundation and active data bundles, PhD proposal, Department of Computer 
Science, Western Michigan University, Kalamazoo, November 2017.)
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11.5.1  POA Structure

The POA structure for a seed oppnet and for an expanded oppnet is shown in Figure 11.4.* 
The PTF is integrated into the oppnet structure and operations to ensure security and 
privacy-preserving oppnet’s interactions (Al-Gburi, 2017). The DOC and PTF are briefly 
described below.

Decentralized Oppnet Controller (DOC): It is a decentralized software that controls all 
oppnet’s interactions and activities. DOC has the following beneficial properties for oppnets:

 1. Controls all oppnet operations.
 2. Makes decisions to grow its oppnet by admitting other new nodes, or to shrink its 

oppnet by releasing or removing nodes (expelling malicious nodes).
 3. Monitors collaborative processing.
 4. Supervises and monitors PTF processing.
 5. Detects suspicious behaviors of oppnet entities based on the feedback from collab-

orative and PTF processing. DOC constitutes the second line of defense in detect-
ing insider attacks.

Pervasive Trust Foundation (PTF): The PTF implements the trust foundation for security 
and privacy in oppnets. It is envisioned as a basis for all interactions among oppnet entities. 
Whenever an entity interacts with other entities, trust is considered either explicitly (in large-
scale or open oppnet applications) or implicitly (in small-scale and closed oppnet applications).

Trust processing in PTF requires a decentralized approach to process (calculate, update, 
and store) trust values for a multitude of heterogeneous oppnet or oppnet-enabled entities. 
In addition, PTF adds the following benefits to oppnets:

 1. Supports security and privacy services that constitute the first line of defense 
against insider/outsider attacks.

 2. Supports security and privacy services that perform helper verification (including 
authentication, authorization, and checking for a sufficient trust level) to ensure 
that a helper joining an oppnet is not malicious.

* Some components (identified as “Other Components” in Figure 11.4) are not shown in detail due to not being 
critical for understanding the POA structure.

a) Seed Oppnet b) Expanded Oppnet 

SN 1

Seed Oppnet Expanded Oppnet 

SN 2 SN n SN 1 SN 1 SN 1 H1 H2 H m

Decentralized Oppnet Controller (DOC) Decentralized Oppnet Controller (DOC)

Other Components

Pervasive Trust Foundation (PTF) 

Other Components

Pervasive Trust Foundation (PTF) 

FIGURE 11.4
Basic POA structure: (a) seed oppnet and (b) expanded oppnet. (cf. Al-Gburi, 2017).
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 3. Supports secure interactions among oppnet entities during a continuous expansion.
 4. Supports security and privacy services that ensure secure and privacy-preserving 

data transmissions among oppnet entities.
 5. Provides support for boosting DOC performance.

11.5.2  POA Operations

The basic POA operations are shown in Figure 11.5. The solid-line arrows indicate con-
trol flow between architecture blocks, and the broken-line arrows indicate data flow. 
Additionally, the uppercase letters (A–H) indicate the current helper state (as identified 
in Figure 11.3) for helpers being processed. For example, before entering the Discover 
Candidate Helpers block, a helper is in State A (Potential Helper in Figure 11.3); when a helper 
leaves this block, it is in State B (Discovered Helper).

DOC controls every single block in Figure 11.5, but control interactions by DOC are not 
shown to avoid overcrowding this figure with lines and arrows. The four major activities 
controlled by DOC are (1) oppnet growth, (2) collaborative processing, (3) PTF processing, 
and (4) terminating oppnet work. These activities are described in turn.

Oppnet Growth: When an oppnet needs to grow into a bigger one, it initiates the oppnet 
growth process, which ensures security by admitting helpers only after verifying them by 
security services (e.g., authentication) supported by PTF.

The growth process (cf. the oppnet Growth block in Figure 11.5) includes the following 
major steps:

 1. Discover candidate helpers: This step performs two major functions. First, it scans 
within its range for potential helpers. Second, it identifies a subset of potential 
helpers that it wishes to invite. These helpers become candidate helpers.

 2. Invite candidate helpers: Oppnet invites (or orders in some situations, e.g., life-or-
death circumstances) selected candidate helpers to join oppnet to help it in a spe-
cific job. An invited candidate helper replies to this invitation with either Accept 
or Reject. A candidate helper that replies Accept expresses an obligation to keep on 
helping the inviting oppnet as long as the oppnet needs it. (An invited candidate 
helper can reply Reject for any reason; a candidate helper ordered to join is obliged 
to keep helping the inviting oppnet until released by it.)

 3. Verify candidate helpers: DOC performs a series of security and privacy verifica-
tions. These verifications include authentication, authorization, access control, and 
checking integrity. In performing all verifications, DOC relies on security and pri-
vacy services supported by PTF. The candidate helpers that pass all verifications 
become verified helpers.

 4. Accept helpers: DOC selects from the set of verified helpers the ones possessing the 
best capabilities for the tasks to be given to them by the oppnet. The selected veri-
fied helpers become accepted helpers.

 5. Enough evaluated helpers? DOC decides whether its oppnet has a sufficient number 
of helpers (including just accepted helpers and the ones accepted in earlier growth 
iterations). Note that in Figure 11.3 there is no state corresponding to the Enough 
Evaluated Helpers? block. The reason is that this block is related to a set of helpers, 
while the helper state diagram is for a single helper.
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 6. Admit selected helpers: All accepted helpers are admitted into oppnet, becoming 
admitted helpers.

 7. Assign tasks to helpers: All newly admitted helpers receive their tasks, in this 
way helping their oppnet (in the process integrating their resources with other 
resources of their oppnet). They become busy helpers.

 8. Keep idle helper: A helper completing its tasks becomes an idle helper. It can be 
released by DOC or—if it might be needed for executing other tasks—returned to 
the pool also holding newly admitted helpers.

Collaborative Processing: All admitted helpers perform their assigned tasks in a col-
laborative manner. DOC manages helpers’ statuses, monitors their behavior and per-
formance, and provides to the PTF its trust-related feedback about them. DOC makes 
decisions whether to release a given helper or return it to the pool of admitted helpers (to 
use them for more tasks in the future).

If during oppnet job execution any oppnet node expresses a need for inviting more help-
ers, DOC performs another iteration of the Oppnet Growth procedure. When oppnet com-
pletes its entire job, DOC releases all helpers.

PTF Processing: As indicated in Figure 11.5, PTF gets from cooperative processing 
a feedback about the performance of admitted helpers (busy and idle). It uses this feedback 
to calculate trust values for each helper. PTF consists of the following components, shown 
in Figure 11.5:

 1. (Initial) trust calculation: We have two subcases here. First, when there is neither 
direct nor indirect (reputation) evidence available for an oppnet Entity E (e.g., 
a helper was just admitted and no oppnet entity has any trust information 
about it), PTF assigns a default initial trust value for Entity E. Second, when 
there is only indirect (reputation) evidence available for an oppnet Entity E 
(e.g., a helper was just admitted but DOC happens to have reputation informa-
tion about it), PTF calculates an initial trust value for Entity E based on indirect 
evidence.

 2. Trust update: Any oppnet entity must possess a trust value before it can interact 
with any other entity. If it does not, it receives an initial trust value as explained 
above. The current (starting with the initial) trust value for Entity E evolves over 
time as new evidence is collected during interactions of other oppnet entities with 
Entity E. The new evidence (both direct and indirect) is used to update the trust 
value for Entity E.

 3. Trust database: Trust database stores all trust values for all oppnet entities. It also 
stores at least one previous trust value for each entity (if useful for analysis, it 
might even store the whole history of trust changes). We propose using a rela-
tional database with tuples, including attributes such as entity ID, its trust value, 
and the identification of tasks that affected the current trust value.

Terminating Oppnet Work: When the whole oppnet job is completed, DOC releases all 
helpers. Instead of purging from the trust database all information about released help-
ers, DOC might keep some or all of it for a possible future use (in case the same entity is a 
potential helper for future runs of the oppnet).
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11.6  Conclusions

Opportunistic resource utilization networks face many security and privacy challenges 
that need to be addressed. In our view, the common key to improving both security and 
privacy in oppnets is using trust.

We exploit the Pervasive Trust Foundation (PTF) paradigm, in which trust is the basis for 
security and privacy. We describe a new architecture for oppnets called PTF-based oppnet 
architecture (POA), which is an expanded version of the original oppnet architecture enhanced 
with PTF. POA integrates PTF into the oppnet structure and operations, so PTF can serve 
oppnet for all security and privacy services performed during the entire oppnet lifetime.

We expect that POA and its future extensions will significantly decrease the security 
and privacy risks in oppnets. In particular, POA can significantly decrease the security 
and privacy risks associated with interactions of entities within oppnet, as well as interac-
tions of oppnets with potential helpers.

We are currently working on the evaluation of the POA solution via simulation experi-
ments implemented in Java and SimJava.

Key Terminology and Definitions

Opportunistic resource utilization networks (oppnets): Oppnets are a generalization of 
ad hoc networks, and grow by discovering and integrating as their helpers foreign 
devices or systems that possess desired resources. The basic idea is that helpers 
can improve or speed up the applications run by an oppnet. The range of helper-
related oppnet actions includes the following: scan and discover candidate help-
ers, invite candidate helpers, verify candidate helpers, accept the best verified 
helpers, admit selected accepted helpers, assign tasks to admitted helpers, and 
release idle helpers when no longer needed.

Helper: This is an entity that can assist an oppnet in its activities and accepts an invitation 
to help the oppnet. Before it joins an oppnet, a future helper is a candidate helper; 
a candidate helper can possess diverse capabilities and skills potentially useful 
for the oppnet (such as specialized software, communication, computing, storing, 
sensing, or actuating capabilities). A helper, selected from among (potentially a 
broad set of) candidate helpers and integrated into an oppnet, becomes an actual 
helper (or, using a more precise categorization, an admitted helper).

Oppnet security and privacy: Security in oppnets involves ensuring secure interactions 
among oppnet entities, which are communicating to collaborate on achieving 
specific tasks. This requires many verification processes, such as authentication, 
authorization, and checking integrity. Privacy in oppnets protects sensitive infor-
mation of the interacting entities and ensures that this information stays confiden-
tial; that is, it is not disclosed to unauthorized parties.

Pervasive trust foundation: A paradigm that involves two major principles. First, trust 
should be used as a foundation for security and privacy (as well as many other 
services not considered in this chapter, such as collaboration or routing). Second, 
trust should be considered pervasive in computing systems, and must be consid-
ered either explicitly, in large or open systems (such as oppnets), or implicitly, in 
small or closed systems. 
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12
Future Networks Inspired by Opportunistic Networks

Anshul Verma, Mahatim Singh, K. K. Pattanaik, and B. K. Singh

12.1  Introduction

An opportunistic network is an evolution of the classic mobile ad hoc network (MANET). 
A MANET is characterized by infrastructure-less, autonomous, and mobile nodes. Nodes 
communicate directly when they are within communication range of each other. Every 
node can play two roles: end nodes (source node or destination node) and intermediate 
node (relay node or router). In a MANET, end-to-end connection between the source and 
destination is necessary for eventual transmission of any message. However, when nodes 
are highly mobile, the connection opportunity between nodes may become intermittent. 
As a result, traditional MANET routing protocols are not able to perform eventual trans-
mission due to lack of an end-to-end path between the source and destination (Borgia et al., 
2005). Therefore, several properties of traditional MANETs, such as the disconnection of 
nodes, mobility of users, network partitions, and link instability, are treated as drawbacks. 
This makes the communication between nodes significantly more difficult. The aim of the 
opportunistic network is to exploit such intermittent connectivity to provide communica-
tion between nodes and to design applications for such an environment.

Opportunistic networks are formed out of portable mobile devices carried by people 
without the assumption of any preexisting network infrastructure (Pelusi et al., 2006; 
Verma and Srivastava, 2011). They provide connection opportunities between mobile 
devices by exploiting their mobility while removing the physical end-to-end connection 
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requirement. Disconnections, partitions, mobility, and so forth, are treated as features 
instead of drawbacks (Conti and Kumar, 2010; Verma et al., 2013). The eventual transmis-
sion is achieved by using the store-carry-forward approach, in which intermediate nodes 
are used to store messages during the nonavailability of a forwarding opportunity toward 
the destination, and any future contact opportunity with other mobile devices is exploited 
to bring the messages closest to the destination. In the literature, opportunistic networks 
are also known as intermittently connected mobile networks (ICMNs).

An opportunistic network is similar to a delay-tolerant network (DTN) (Fall, 2003), 
which is defined by the DTN IRTF Research Group (https://irtf.org/concluded/dtnrg). 
A DTN consists of a disconnected group of networks, and nodes within each network are 
well connected through predefined topology, but communication between independent 
networks is established through a DTN overlay. In general, the point (node) in each net-
work that connects with DTN overlay is already known. In order to achieve end-to-end 
connectivity, the DTN overlay exploits occasional communication opportunities among 
the networks, which might be either scheduled over time or unscheduled. No prior knowl-
edge is assumed about the possible points of disconnections in opportunistic networks, 
and the existence of separate well-connected subnetworks is not assumed. Therefore, 
despite the various similarities between DTNs and opportunistic networks, the routing 
approaches between both are quite different.

Indeed, despite the fact that opportunistic network research is still in its early stages, the 
opportunistic networking concept is nowadays exploited in a number of concrete applica-
tions. Various applications have been developed using opportunistic networks to analyze 
human mobility and social interaction patterns and, on the basis of that, to build efficient 
message routing models that incur minimum message delays (Jain et al., 2004; Verma 
and Pattanaik, 2017). Opportunistic networks are also applied to interdisciplinary proj-
ects focusing on wildlife monitoring to perform novel studies of animal migrations and 
interspecies interactions. The use of opportunistic networks to bring Internet connectivity 
to rural areas is also a trend. Opportunistic networks represent an easy-to-deploy and 
extremely cheap solution to bring Internet connectivity to rural areas (Boldrini et al., 2008; 
Conti and Giordano, 2007a, 2007b).

This chapter describes various existing real-life applications and case studies of oppor-
tunistic networks. Mainly objectives, motivations, limitations, and implementation 
approaches are discussed in depth about each application. The rest of the chapter is orga-
nized as follows. Sections 12.2 through 12.11 extensively describe real-life applications of 
opportunistic networks. Finally, the chapter is concluded in Section 12.12.

12.2  Bio‑Inspired Next‑Generation Networks

The new emerging pervasive environments are producing a huge amount of information. 
This is not manageable by the current Internet protocol because it was developed almost 
40 years ago and was not planned to work in these emerging pervasive environments. The 
communication rules imposed by this protocol on the low-cast devices, such as sensors 
or tags, directly restrict the fundamental goals of such environments. Because pervasive 
and ubiquitous computing are expected to be a key enabler for all intelligent systems in 
the near future, there is a need to develop a totally different approach to provide com-
munication in these environments that can fulfill their requirements. Working principles 

https://irtf.org/concluded/dtnrg
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of biological systems can be exploited to completely redefine the working principles, such 
as structure, control, function, and communication, of the emerging pervasive environ-
ments. On the basis of this phenomenon, biological genetics and their evolution mecha-
nisms are combined with pervasive computing concepts and lead to the autonomous and 
autonomously self-adaptive systems, such as service-oriented communication systems. 
Bio-inspired next-generation networks (BIONETS) works on the same phenomenon and 
considers an omnipresent low-cost pervasive environment as a randomly self-organizing 
by-product of a collection of self-optimizing services (Carreras et al., 2004).

In BIONETS, a service is defined by chromosomes and many services are associated 
with living organisms. Due to the presence of chromosomes, a service evolves and adapts 
to the environment constantly and autonomously. Chromosomes consist of genes that are 
the smallest data unit of service and define all the functional characteristics of an organ-
ism and service. Similar to the biological systems, a complete life cycle can be defined 
for the organisms and services. The life cycle starts from the birth of an organism, goes 
through the reproduction, and ends with the death. All these stages are clearly described 
in Carreras et al. (2004). Reproduction and evolution processes are influenced and inher-
ited from the natural phenomenon.

The fitness of the organism’s genetic information is measured by determining its suit-
ability with the surrounding environment and the exchange of the genetic information 
with the environment. Therefore, information is locally exchanged between mating organ-
isms on demand instead of end-to-end communication. The organisms are evaluated for 
natural selection by the corresponding environment on the basis of their fitness. As a con-
sequence, best organisms (services) come out.

In this way, BIONETS describes a novel idea to exchange information in ubiquitous net-
works. The main aim is exchanging information on demand between movable users and 
disseminating information instead of forwarding data packets. Genetics models are used 
to evaluate and select a population of services suitable for a set of user nodes. The suit-
ability of these services leads their growth on the user nodes; otherwise, they are declined. 
Along with the growth of populations, services are also evaluated by using mutations and 
selection of the fittest (Altman et al., 2010).

In order to justify the correctness of the developed model in a realistic scenario, a park-
ing lot scenario is considered in which a city is divided into blocks and each gene repre-
sents the occupancy status (free or occupied) of the parking spot. The service continuously 
suggests the nearest available parking slot to the user and updates the suggestion accord-
ing to the user’s movement. Initial simulation results have proven the correctness of the 
model; however, the model should be extended to accommodate more realistic user behav-
iors and dynamic scenarios (Carreras et al., 2007).

12.3  Mobile Ubiquitous LAN Extensions

The Internet is the main tool of communication, and it is adapting to the ubiquitous nature 
day by day, but its arbitrary installation is limited by costly and tedious infrastructure. 
A network model and a data acquisition system have been proposed for the sporadic 
networks with an aim to enhance the networking competence. Previously, some similar 
network protocols have been developed, but those are more concerned with the higher-
frequency networks that interact randomly between the nodes. In this proposed network 
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model, the nodes are placed highly distant to interact directly and only wish to communi-
cate unidirectionally with a single server. To exhibit the utility of the proposed model for 
other research areas where small sensors are dispersed over a wide sporadic area and for 
a case study, a traffic analysis mechanism is developed to help with traffic administration 
and city planning (Shah et al., 2003).

In the specified wide sporadic network area, the quantity and position of the motes are 
taken randomly and Berkeley Mica-Motes is used to collect the data and use it in required 
systems. The modest quantity and low cost of the motes allow them to be dispersed and 
move everywhere with ease, and also to be settled at the proper position and then buried.

In the implementation, Intel personal servers are serially connected with a single mote, 
known as a mobile ubiquitous LAN extension (MULE). These MULEs are linked with a 
host that moves through the region where motes are placed, and as per the system spec-
ification, the host does not necessitate any proceeding for the system to function. This 
implies that personal servers are free to take random paths. The hosts form the network 
framework with no knowledge and hence act as uninformed agents, as their quantity is 
not stated and can be changed. A host can be anything—a vehicle, a human, or anything 
that can carry a personal server.

The personal server is installed on the vehicles (specially four-wheelers and above) in 
the proposed model for data acquisition from the motes dispersed on the streets, and to 
aggregate the gathered data, the central server is installed at vehicle stations. Like most 
data acquisition mechanisms, our model is up and operational within weeks.

When a MULE bypasses or returns to a central server, it clears out its data to the data 
server with the help of the Bluetooth radio protocol. The main control catalogs the data 
and mentions the lacking items. The MULE is then offloaded with acknowledgments, gen-
erated by it, for delivery to every mote it can potentially assist (Gao et al., 2007).

Since mote data is devised to be enduring, it is not allowed to clear its data unless it has 
no free space or it receives a confirmation for the data it has sent already. To make the com-
munication more flexible, the mote field can be divided into different groups, and when a 
MULE acquires its data, the data server assigns a group number to the MULE. Based on 
its group assignment entry, the MULE will attempt to interact only with motes present in 
the assignment.

As far as the security and efficiency of the model are concerned, some mechanism is 
introduced. For the data integrity, encryption is performed on the collected data. In the 
encryption, a major part of the computation will be performed at the personal server so 
that motes have to perform little work to conserve power. To prevent unauthorized access, 
an authorization protocol is applied to the sporadic ad hoc network, the personal server, 
and the motes; this protocol limits unauthorized access and hence increase the mote bat-
tery life.

Limited space and power is the major concern of the model; the motes have less mem-
ory and power life than personal servers, whereas personal servers have less memory 
and power life than the main servers. For this reason, major parts of the mote’s work are 
pushed to the personal server and major parts of the personal server’s work are pushed to 
the main server as well. The data server has no such limitation of space and power.

MULEs, along with low implementation and configuration of the model, will intro-
duce a new system for researchers, government and private organizations, and others 
who require the ability to collect data from a sporadic distributed network in a cheap and 
dependable way. The main aim of the model is to automate the data gathering to the maxi-
mum limit (Kazemeyni et al., 2012).
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12.4  Shared Wireless Infostation Model

Capacity and delay are two major concerns of wireless ad hoc networks. Eventually, a 
trade-off occurs between these two for certain analysis, particularly focusing on two 
extremes: either minimize the delay or maximize the capacity. However, during these 
extremes, the same trade-off is instantiated by different strategies to a numerous extent. 
Infostation network methodology is such an example that facilitates increasing the capac-
ity of a mobile network at the cost of delay, and it provides a geographical intermittent 
coverage at an excessive rate. In an extension to the infostation approach, a network model 
is defined, known as shared wireless infostation model (SWIM), with an integration of ad 
hoc networking (Small and Haas, 2003). The SWIM model with a moderate hike in storage 
need enables further enhancement of the capacity–delay trade-off.

An ad hoc network setup has been defined in a biological information collection system 
where nodes are represented by whales tagged with a radio device to show that SWIM can 
be applied to deal with practical problems. With the introduction of multitiered operation, 
SWIM can be enhanced and realized by representing seabirds as mobile data acquisi-
tion nodes. An analytical formula was developed for distribution of end-to-end delays 
that helps in calculating the storage requirements. The biologic system consists of random 
delays. The system may consider that old data is as useful as the latest data since the ani-
mals’ behavior remained unchanged over the years and data is time dependent on any 
timescale. The derived analytical formula can be used to numerically evaluate the system 
model on certain measures, which helps to analyze the impact of these measures on sys-
tem performance. It also authorizes close inspection of the capacity–delay trade-off.

A research group at WINLAB2 first proposed the infostation architecture (http://www.
winlab.rutgers.edu/docs/focus/Infostations.html). The architecture includes low-power 
base stations and should be adapted in such applications where substantial delays can be 
tolerated. Infostation offers very high data speed to users in a small geographical region, 
as it has a firm radio signal quality. Infostation has the absence of continuous coverage; 
hence, to supply data at high speed, it has to bear the cost of intermittent connections. High 
delays occur often when a node wants to transmit data that is out of the range of the infos-
tation for an excess amount of time and should always directly transmit to an infostation. 
The infostation exploits the mobility of a node to trade connectivity for capacity, and when 
a node returns to the range of the infostation, it transmits with a high data rate (Small and 
Haas, 2003).

As discussed above, SWIM extends the capacity–delay trade-off, which enables infor-
mation to reach the infostation by replicating and defusing (sharing) itself in the network. 
Information takes the service of mobile nodes as physical carriers to propagate, which 
somehow overcomes the limitation of the infostation model, where a node should be pres-
ent in the neighborhood of an infostation to communicate. When a node carrying the 
information arrives at any of the infostations, the information is offloaded to the network 
and removed from the node. The whole methodology of SWIM replicates the concept of 
disease expansion, as harmful bacteria of the disease move from an infected body (a node 
in the network) to a normal body by sharing (information transmission), and when the 
infected carrier reaches any healing center (infostation), harmful bacteria are removed 
(information offload). The carrier stores the identity of the packets offloaded to the infesta-
tion, and that information will help in discarding all such packets in the future; it resem-
bles the event of developing immunity to a disease.

http://www.winlab.rutgers.edu/docs/focus/Infostations.html
http://www.winlab.rutgers.edu/docs/focus/Infostations.html
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One of the main advantages of SWIM, the delay until one of the replicas reaches the 
infostation, is fairly reduced by distributing the packets throughout the mobile nodes. 
However, this distribution drains the network capacity comparatively fast. This implies 
that a capacity–delay trade-off still persists. A solution has been developed to control this 
trade-off by controlling the parameters of the distribution, for example, limiting the prob-
ability of packet transmission between two consecutive nodes (as the probability of infec-
tion in the disease expansion model), the transmission area of each node (infection gap), 
or the quantity and circulation of infostations (quantity and position of healing centers). 
SWIM also enables analysis of the bulk of storage needed to understand an appropriate 
occurrence of this trade-off (Small and Haas, 2003).

12.5  Vehicular Delay‑Tolerant Networks

The promising applications of the vehicular ad hoc network have been receiving more 
attention in recent years because of some of the network’s special features compared with 
traditional networks. The range of its applications covers road safety, traffic management, 
and driving assistance, as well as providing connectivity in isolated regions and building 
a network for rescuer teams in the case of disaster. Its features include that it is sporadic 
and intermittent, no end-to-end connectivity is required, and it has random delays, high 
latency, and excessive erroneous and irregular data rates.

A bundle protocol related to the architecture and communication of DTNs has been pro-
posed by the DTN Research Group (https://irtf.org/concluded/dtnrg). DTN is the basis of 
the vehicular delay-tolerant network (VDTN), which is a breakthrough-based approach to 
enable vehicular communication that aims to overcome the limitations of lengthy delays 
and random networks (Isento et al., 2013). In the circumstance of high round-trip delays, 
all the needed information of a transaction is “bundled” together, which reduces the 
round-trip exchange quantity. A bundle is basically a large-sized packet of aggregated 
datagrams under the network layer adapting an IP approach, and it consists of an origi-
nating timestamp, convenient life signifier, service assignment class, and length signifier. 
A bundle layer in a DTN is a message-intended overlay layer, below the application layer, 
that combines the application data units into one or more data units known as bundles. To 
maintain transmission of the data between disconnected parts of the DTN-based network, 
the substantial movement of the vehicles and the opportunistic contacts between them 
are utilized.

The store-carry-forward approach of DTNs is used by VDTN, in which bundles are for-
warded to reach the target asynchronously by hopping over the moving vehicles equipped 
with short-range Wi-Fi devices. The main issues of VDTNs, related to their layered architec-
ture, aggregation and de-aggregation strategies, routing protocols, fragmentation, sched-
uling and dropping methodologies, and performance assessment tools, are extensively 
described in Isento et al. (2013). The bundle layer uses store-carry-forward bundle-switch-
ing methodology instead of traditional end-to-end communication methodology. It accu-
mulates and forwards bundles between nodes. Following a path that is eventually directed 
to the target node, messages are forwarded from one node to another node by hopping.

The applications and methodologies of DTNs are used in an underwater network that 
enables communication for contamination tracking, navigation assistance, and disaster 

https://irtf.org/concluded/dtnrg
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prediction, and it has been used by biologists to track and monitor the behavior of wildlife 
species over an extensive region (Ahmed et al., 2015).

The VDTN’s consideration of two planes for out-of-band signaling, that is, the control 
plane and the data plane, is used for connection setup between two successive nodes and 
the transfer of bundles, respectively. In the proposed VDTN, three kinds of nodes are 
defined: terminal nodes, mobile nodes, and relay nodes. Terminal nodes enable connection 
to the user, mobile nodes lift bundles between nodes (fixed and mobile), and relay nodes 
have the responsibility of enhancing network connectivity and analogous bundle delivery, 
and they are located at crossroads as fixed nodes.

To evaluate the performance of the proposed VDTN, a laboratory test bed (VDTN@Lab) 
and a real test bed (developed by FIAT, Brazil) are used. To provide and enhance the bun-
dle delivery ratio and delivery wait, different routing protocols have been defined. Buffers 
at VDTN nodes are managed by scheduling and dropping techniques, while fragmenta-
tion reduces the retransmission of the same bundle, which upgrades the overall network 
performance. A simple network management protocol–based administration is defined to 
assist the monitoring of VDTN nodes and trace the inconsistency (Isento et al., 2013).

12.6  Social Networking for Pervasive Adaptation

With continuous technology improvement, the world is witnessing rapid growth in small 
mobile devices with capacity for storage, processing, and information broadcasting in our 
daily life. Though this offers a medium to produce, gather, and transmit new insights 
and information in the distinct facet of human life, it also raises certain challenges for 
its accomplishment. It requires advancement in flexibility, adaptation, and dynamicity as 
the existing end-to-end network methodology is irrelevant. The Social Networking for 
Pervasive Adaptation (SOCIALNETS) project (http://www.social-nets.eu/) of EU Future 
and Emerging Technologies (FET) desires to beat these challenges and assists humans in 
acclimating and illustrating agility beyond other species, by understanding, represent-
ing, and utilizing crucial attributes (Allen et al., 2008). It is expected that highly efficient 
pervasive communication and content arrangement can be facilitated by establishing the 
competence for devices to socially network.

Communication is essential for information and knowledge exchange in human society, 
but the existing network design and artificially developed content arrangement methods 
limit human communication to strictly adopt engineering paradigms to assist the trans-
mission. The inclusion of such engineering paradigms in the wireless network might be 
the main reason impeding the evolution of technology like MANETs or sensor networks. 
It can be observed and justified that recent human-centric techniques are inspired by basic 
features of human nature and self-organization. Projects like SOCIALNETS are required 
for human centricity.

The basis of the SOCIALNETS project is to adopt the framework of human affairs and 
cooperation to present a solution to the concerns of the pervasive network, and this is ideal 
for conditions and circumstances and constantly persists in human culture. As the name 
suggests, it is closely related to the end users of the technology and combines the design 
and concepts of sociology, complex systems, computer science, and network engineering. 
Human social association covers varied disciplines, with the growth of natural analogies 

http://www.social-nets.eu/
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used to assist self-organization, like the autonomic nervous system and biological conven-
tions (Allen et al., 2008).

The SOCIALNETS encompasses both online social networks and opportunistic wireless 
networks. The project investigates in what way the social network can be implemented for 
data delivery and gathering with security and assurance. It is a comprehensive assump-
tion that implementation of the basic features of human nature, of extremely efficient and 
dynamic mutual affairs, along with the social network will lead to an immensely efficient, 
progressive, reliable, versatile, and human-centric pervasive communication system. The 
project has the following major findings: 

• Understanding the fundamentals of human behavior through social aspects and 
physical mechanisms for circulation, which include the movement of information 
in intranetworks and internetworks through processes like gossip and biological 
transmission.

• Evolution of a flexible social framework for the transmission of data in unicast and 
broadcast schemes. It includes community discovery and defining protocols to 
allow data transmission through human social organization using opportunistic 
networking methodology.

• Behavioral content handling methods, such as (1) the social arrangement of com-
modities with human social design to obtain efficiency for access, (2) a social plan 
to encourage coordinated conduct and mutual interchange, and (3) social tech-
niques for rational pushing.

• Development of generalized social protection to deal with random faith and coor-
dination using trust bonding within a decentralized framework. It enables us 
to acquire confidence in data storage functionalities, secrecy in data access and 
exchange, and coordination among decentralized nodes.

• Complete architectural design to demonstrate how different components of the 
SOCIALNETS can be integrated to assist each other through a social network layer.

• Determination of a potential imminent application and a way to implement it 
through the wireless framework. Concerned applications could be social network 
blogging without the availability of the Internet, opportunistic networking, and 
enabling of communication in developing areas.

The aim of SOCIALNETS is to exploit the key features of human social interaction to 
develop new methodologies for communication and information distribution in large, 
heterogeneous, and reliable pervasive networks. The successful implementation of this 
concept demands collaboration and cooperation among the diverse fields of sociology, 
complex systems, network engineering, and computer science (Allen et al., 2008).

12.7  Service Platform for Social‑Aware Mobile and Pervasive Computing

Empowering the smart devices of a mobile user with the ability to search and use the 
available resources of the surroundings conveniently leads them to construct and access 
a rich set of services, and such services can enhance the serviceability of a mobile phone 
beyond limits. Particularly, a distributed task execution will be needed for using the 
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different resources, like raw computational power, social networking connections, or 
readings of sensors across a set of different devices. To provide distributed task execution 
in opportunistic pervasive networks, the Social-Aware Mobile and Pervasive Computing 
(SCAMPI) framework has been proposed (Pitkänen et al., 2012). This architecture supports 
effective opportunistic communication between diversified sensors, individual commu-
nication devices, and resources submerged in the surroundings by implementing influ-
encing human social behaviors. SCAMPI facilitates the composition of a wide range of 
applications that can utilize a bundle of service components present in the neighborhood 
by abstracting resources as service ingredients following a service-oriented scheme.

The motive of the SCAMPI project was to empower the end user of smart devices 
to use their own resources and opportunistically utilize the resources available in 
their surroundings in a secure and reliable way. The project exploits all the available 
resources of the surroundings that could be fixed equipment, such as a Wi-Fi router, 
CCTV, and resources available on other devices, opportunistically and on-demand. 
SCAMPI investigates new direction aspects analogous to traditional service-oriented 
schemes, and its applications facilitate a personal and isolated device with an addi-
tional wide range of functionalities. Services in SCAMPI abstract the resources of per-
sonal devices with the resources of the surroundings and deliberately granted by the 
users. Its networking framework is considered highly unstable in comparison with the 
traditional Internet model, and hence requires a complete redesign of the technical 
solutions (Pitkänen et al., 2012).

The features of service-oriented human pervasive networks combine the features of both 
conventional pervasive networks and opportunistic networks. It is assumed that in perva-
sive networks mobile users are dispersed in a region with the majority of devices capable 
of sharing networking and computing resources. An opportunistic network is considered 
highly dynamic with unstable topology, and hence to maintain continuity in network-
ing and computing tasks, it is necessary to use opportunities to establish a connection 
with other devices. This technique integrates access to the infrastructure in the complete 
service-centric design. Infrastructure access that is considered a service, such as granting 
support for accessing traditional Internet infrastructure, will be seen as an opportunistic 
service; such access can be composed of attaining a required target, for example, deliver-
ing a segment of content to a user outside of the physical neighborhood.

Pervasive and opportunistic networking methodologies are the base of the SCAMPI 
project. To understand this, one should examine the meaning and deployment of a service-
centric platform for mobile and pervasive networking and shift from absolute networking 
issues. Accordingly, the project focuses on the collaborative mechanism to provide shared 
services using the available software and hardware resources of the user’s device, instead 
of filling pure networking concerns. The technical approach will be focused on human 
factors. One side of the technical solution established inside the project examines the cre-
ative example of social-centric services provided by SCAMPI explanations, while the other 
side focuses on knowledge about the social nature of the users, which will be utilized as 
root contextual information. SCAMPI uses a wide variety of resources, whether physical 
resources, such as processing units, digital cameras, Wi-Fi routers, and sensors, or soft 
resources, such as programs and files, as serving items (Pitkänen et al., 2012).

SCAMPI can provide services over an opportunistic network that make it different from 
others. SCAMPI is an autonomous and infrastructure-less system that forms a network 
using its mobile devices automatically. Hence, its implementation for any service appears 
as one of the complex and challenging tasks. Without any fundamental infrastructure and 
infrastructure assistance, SCAMPI is capable of adopting pure opportunistic networks. 
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The main goal of SCAMPI is to focus on an infrastructure-less computing environment 
that is useful for users in the wide area of applications and can also be useful in extreme 
circumstances, such as disaster and emergency situations.

Several research outcomes support the SCAMPI framework as an approach to opportu-
nistic computing, and it can provide a computing platform in one the toughest environ-
ments that have been discussed above. The whole analysis explains how the association of 
analytical modeling, low-level techniques, and artificial learning by experiments in social 
networks helps to build a service-rich infrastructure for mobile users. It is considered 
that such architecture can provide various emerging social- and context-aware applica-
tions that will enable adaptable application development with up-to-date smart devices 
(Pitkänen et al., 2012).

12.8  ZebraNet

Wireless communication and mobile computing are essential techniques for implementing 
several new computing applications on mobile devices. The essential areas of the wire-
less sensor networks are applications involving the independent utilization of computing, 
sensing, and wireless networking devices for both commercial and scientific means. The 
ZebraNet system is a mobile sensor network based on wireless peer-to-peer networking 
methodology, proposed basically for wildlife tracking and monitoring purposes (Juang et 
al., 2002). In the ZebraNet system, an electronic tracking collar (node) consists of a GPS chip, 
nonvolatile flash memory, wireless radio transceiver, and tiny user-programmable CPU, 
attached to the animal roaming across a broad forest area. These collars behave as a peer-to-
peer network and forward the stored information to the base station. Usually, such wildlife 
regions do not have the facility of cellular networks or broadcast services; hence, ad hoc or 
peer-to-peer networking is the only way to provide communication. Since the research-
ers themselves are moving and base stations are also not stable, additional challenges are 
raised despite there being several ad hoc protocols available. The main design objectives of 
ZebraNet are to minimize the utilization of energy, storage, and other resources, preserving 
the reliability of the system with the high success rate of “data homing.” It is quite obvious 
that the developed domain-oriented protocol and its energy trade-off will have common 
adaptability in other wireless and sensor-based applications (Liu et al., 2004).

A ZebraNet system with 30 nodes is implemented in Mpala Research Centre of central 
Kenya to investigate the behavior of zebras in their natural habitat. The ZebraNet project 
was basically proposed to work in remote locations, such as wildlife sanctuaries, where it 
is assumed that no fundamental infrastructure of networking and communication is avail-
able. As a consequence, ZebraNet uses peer-to-peer communication to transmit the data. 
The researchers gather the collected data from the animals roaming within their commu-
nication range with the help of handheld mobile devices. In literature, a wide discussion 
of ad hoc sensor networks is available, whereas very little has been discussed regarding 
mobile sensor networks with a movable base station, and even less on implementing real 
systems (Zhang et al., 2004). The ZebraNet project offers some exclusive contributions:

• This project considers itself to be the first to exercise protocols for a mobile sen-
sor network with mobile base stations. It assumes that the base stations will be 
available occasionally only when the researchers are moving for data-gathering 
purposes, and researchers will upload the data while passing through the region.
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• The ultimate goals of this project are to track the mobility patterns of zebras, which 
are quite unknown, and to determine why, when, and how zebras commence 
long-term migrations, which is also a critical biological question. It is intended to 
bootstrap the mobility pattern with recent, little well-processed biological data to 
develop the initial protocols, which later can be processed and adapted as the first 
deployed system that enables learners to study in detail the movements of zebras, 
especially their long-term migrations.

• The ZebraNet data acquisition system follows the same communication model as 
the other sensor networks in which data is collectively sent toward the base sta-
tions. The developed protocol of ZebraNet is optimized for this data acquisition 
communication scheme and to avoid a high degree of latency in this application 
domain.

• With the help of the real system, energy measurement and energy trade-off will be 
measured for the operational ZebraNet prototype hardware.

As discussed earlier, ZebraNet uses the peer-to-peer networking scheme to deliver 
information to researchers’ mobile base stations without the presence of any cellular or 
telecommunication networks. After a successful experiment, the system will analyze some 
points, like the effect of the battery, weight limits on energy, storage for the system, and its 
protocols, for further improvements (Juang et al., 2002).

12.9  FreeNet

FreeNet is an application based on the peer-to-peer networking strategy, and it allows 
data to be displayed, replicated, and accessed while preserving the identities of both the 
producer and consumer (Clarke et al., 2001). It functions as a network of similar nodes that 
pool their storage area together to keep the data items, and it assists the path request to the 
most probable physical location of the data. It does not have broadcast search or common 
file indexing facilities; hence, the files are accessed in a location-free mode. The requested 
files are dynamically replicated in the neighborhood of the applicant and removed when 
and where they are not required. It is very difficult to find the actual source and destina-
tion of a file passing through the network, and a node administrator cannot easily deter-
mine or control the files of its own node.

Networked computer systems are widely being adapted to store and transmit infor-
mation. However, this provides less security to users and stores data files in some 
predefined or fixed location, creating a prime breakdown point. A system should 
implement high-security and -reliability measures to satisfy the demand of an individ-
ual to preserve their privacy, and also protect the prime breakdown point from com-
plete data loss or flooding attack. FreeNet is a distributed data storage and retrieval 
system developed to focus on privacy and availability issues. The system runs around 
many personal computers as a location-independent distributed file system, and 
grants data input, storage, and access in an unidentified way. Its major design goals 
are (Clarke et al., 2001)

• Anonymity for both producers and consumers of information
• Deniability for storers of information
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• Resistance to attempts by third parties to deny access to information
• Efficient dynamic storage and routing of information
• Decentralization of all network functions

The system is developed to react adaptively to usage sequence, transparent movement, 
replication, and the clearing of files needed to enable efficient services without relying on 
broadcast searches and integrated file indexing schemes. Permanent file storage cannot 
be ensured even though a large number of nodes with enough memory space will join in 
the near future. The system runs at the application layer with the assumption of a secured 
transport layer without relying on it. The system requires anonymity only for FreeNet file 
operations, not for general network utilization.

FreeNet is in its developing stage as a freeware software project, and its introductory 
implementation can be downloaded from its official website (www.freenetproject.org). It is 
extending day by day and was originally developed at the University of Edinburgh.

Nodes in FreeNet interact with each other to store and access the data files, whose names 
are defined by location-independent keys. Every node has a specific local storage dedi-
cated to the network for reading and writing purposes, and it also has a dynamic routing 
table containing the addresses of other nodes and their keys. It is assumed that the major-
ity of the users of the system will run the nodes to increase the security measures, as well 
as the total storage capacity of the network (Clarke, 1999).

This system can be considered a cooperative distributed file system, having location 
independence and transparent slow replication. Like distributed.net, which allows gen-
eral users to share unutilized CPU cycles on their computing device, FreeNet allows them 
to share unutilized disk spaces; however, distributed.net preserves this facility for itself. 
The requests for keys are passed from node to node through a sequence of proxy net-
works, where each node locally decides the next forwarder. Routes vary according to the 
requested key. The routing algorithms for data storage and access are proposed to adap-
tively adapt the routes over time for efficient system performance using only local knowl-
edge. This is highly required because a node only has access to its immediate upstream 
and downstream nodes in the proxy sequence, to manage privacy.

Analogous to IP’s time-to-live (TTL), every request in FreeNet is assigned hop-to-
live bounds, which decrement at every node to avoid infinite chaining. It also has a 
unique pseudorandom identifier to avoid the loops caused by duplicate requests; the 
preceding node simply rejects it when it occurs and forwards it to a different node. 
This process runs until the request either is successfully processed or exceeds its hop-
to-live bound, according to the output; the result is forwarded back to the origin node 
through the same sequence of chain. There is no hierarchy among the nodes; hence, a 
central breakdown point persists. If a new node wants to join the network, it first dis-
covers the address of one or more nodes and then starts sending the request to them 
(Clarke, 1999).

The FreeNet networks offer an effective and anonymous information storage and 
access mechanism, with the help of cooperative nodes dispersed over many processing 
devices. In addition to the effective routing algorithms, it maintains the secrecy and 
availability of information while preserving high scalability. The initial implementation 
of a test version has shown good results, with a huge amount of downloaded and cir-
culated copies. Due to the property of the anonymous system, it is not possible to count 
how many are using it and how well its mechanisms perform, but factual results are 
very satisfactory (Clarke et al., 2001).

http://www.freenetproject.org
http://distributed.net
http://distributed.net
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12.10  DakNet

Despite the fact that establishment of communication has become very convenient in differ-
ent parts of the world, residents of remote regions still have to cover a long distance to con-
nect with others or get required documents, which residents of developed areas accomplish 
in a fraction of seconds. With an inappropriate assumption, the government established a 
copper-wired telephone connection in the villages, which later appeared to be more costly 
than the broadband wireless Internet connection with the advent of wireless technology. 
A wireless technology–based ad hoc network known as DakNet is used to enable digital 
connectivity with the help of the existing transportation and communication infrastruc-
ture. DakNet is derived from the Hindi word Dak, a word related the postal service, and 
integrates physical transportation and wireless data delivery to expand the Internet con-
nectivity that an uplink, post office, or a cyber cafe provides (Pentland et al., 2004).

Real-time applications require huge capital investment, and therefore to compensate the 
receiver cost, it needs a high level of user adoption. The average urban populations are 
unable to afford personal communication equipment such as cell phones and comput-
ers, and to bear its cost, they need to share the communication framework. In such areas 
establishing a non-real-time framework and applications like voice messaging, e-mail, and 
bulletin boards, MMS and similar could be more convenient than the real-time telephonic 
or cellular services. Studies support the fact that the present infrastructure requires more 
manageability and underlying interactivity than does non-real-time connectivity for effi-
cient rural information and communication technology (ICT) services (Hasson et al., 2003). 
Distressed with poor transportation, immoral pricing, and corruption, villagers are eager 
and ready to pay for digital facilities. A cost-effective communication technology like 
asynchronous or store and forward can be used without sacrificing the delivery of valu-
able user services, and can also build a local information repository that society members 
can add to and monitor with a capability to enable services like e-mail and voice messages.

DakNet, a wireless-based ad hoc network, was developed in the MIT Media Lab to 
enable asynchronous digital connectivity, proving that a combination of wireless and 
asynchronous technology can be presented as a roadmap to universal broadband con-
nectivity (Hasson et al., 2003). In some of remote regions of India and Cambodia, DakNet 
has been implemented successfully with a significantly lower cost than the traditional 
landline infrastructure. It enables villagers to use an affordable Internet service.

As discussed above, DakNet uses the currently available facility of communication 
and transportation to enable digital connectivity in regions where it does not exist. In an 
approach to cost-effectiveness and power saving, DakNet transmits data over the short 
point-to-point connection between kiosks and portable storage devices, known as mobile 
access points (MAPs). A MAP is installed and powered by a vehicle with a generator; it 
delivers the data among kiosks and personal communication equipment (like an intranet) 
or hub connected through the Internet (for no real-time Internet access). Data stored in 
MAPs is transferred automatically with inexpensive Wi-Fi radio transceivers for every 
point-to-point connection at high bandwidth.

DakNet has two basic operational steps (Pentland et al., 2004):

• When a MAP-installed vehicle reaches inside the territory of a rural Wi-Fi-enabled 
kiosk, it uploads and downloads a significant amount of data.

• When it reaches any Internet access point or the hub, it automatically synchronizes 
all the collected data from the rural kiosks.



242    Opportunistic Networks

With every MAP-installed vehicle, these steps are performed repeatedly, which results 
in an economical wireless and continuous communication infrastructure.

It can be sufficient to enable regular information service with a single passing 
vehicle through rural areas with high connection quality. Though DakNet does not 
facilitate on-demand data delivery, it can transfer a huge amount of data (typically 
20 MB) in each direction, and it can provide high data throughput in comparison to 
low-bandwidth technologies like telephone modem. The villages can utilize the same 
infrastructure to enjoy on-demand information access with an additional installation 
of wireless towers and antennas that will be entirely transparent to them, as they do 
not require new skills to use. With these additional installations, some new and more 
sophisticated services, like voice-over IP, which permits general real-time telephony, 
can be enabled. Asynchronous wireless broadband communication provides a founda-
tion and migration path to a constantly on, broadband framework, and end-user utili-
ties (Pentland et al., 2004).

Villagers in India and northern Cambodia are using electronic services like e-mail and 
voicemail with the help of DakNet connections. An e-governance project in India, Bhoomi, 
deployed the concept of DakNet as a tool for affordable rural connectivity, and it was 
also installed in remote regions of Cambodia in September 2003 for 15 solar-enabled rural 
schools, telemedicine centers, and a governor’s office.

India’s Bhoomi initiative: It was pioneered by Karnataka’s state government to digitalize 
the land records and was deployed successfully at every district headquarters across 
the state to perfectly replace the paper-based record system (Chawla and Bhatnagar, 
2004). Bhoomi’s database is available to the villages of Daddaballapur up to 40 km away 
from Bhoomi’s district headquarters, Taluka. In the deployment, a government bus 
equipped with DakNet MAP is used to deliver land record requests from every village 
kiosk to the Taluka servers. These servers handle the requests and produce the land 
records; further, these records are transported to every village kiosk by bus, where they 
are printed after giving a nominal charge to the kiosk manager. The bus travels three 
round-trips per day by passing through the hub and each village, and enables villagers 
to access Bhoomi’s database. It provides several benefits to the villagers in terms of cost 
and ease of access.

E-mail facility to Cambodian schools: Almost 225 rural schools in Cambodia are managed 
by cambodiaschools.com with the intention to facilitate Internet access by enabling asyn-
chronous connectivity to a backbone or hub (equipped with a satellite antenna in the pro-
vincial capital of Ban Lung), which consists of 256 Kbps links (Chea et al., 2009). This 
project is funded by some individual donors and the World Bank. Unlike the Bhoomi proj-
ect, here the MAPs are installed on a Honda motorcycle or ox cart (few locations) because 
of the sophisticated territory in northern Cambodia. The outcome of this project has also 
been very satisfying, as has provided Internet facilities to the students of Cambodia for 
the first time.

Encouraged by the overwhelming response and low-cost implementation of DakNet, 
researchers are extending its reach to other countries, including Nigeria, Jordan, and the 
remaining part of Cambodia. Researchers are also trying to provide a key solution that 
will enable users to implement DakNet by themselves. A project like this should enable the 
first possibility of digital connectivity to the residents of isolated areas, as the study shows 
that increasing connectivity boosts economic growth. The main goal of such a project is 
to replace wired Internet connectivity with wireless techniques, but it can only be imple-
mented after certain bureaucratic assessments, which include user satisfaction, economic 

http://cambodiaschools.com
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growth, and system reliability. Governments can provide Internet facility to poor people 
of the world’s remote areas only after successfully competing with the discussed bureau-
cratic assessments.

12.11  Haggle

Haggle is the recent networking approach to provide communication in a sporadic con-
nectivity atmosphere (Nordström et al., 2012). In sporadic connectivity, there is no fixed 
network connectivity, whether it is Bluetooth, 802.11 WLAN, Ethernet, or others. It is 
intended for a radical exit from the current TCP/IP suite by utilizing application layer for-
warding rather than the network layer. Haggle uses context awareness for message trans-
mission between pervasive mobile devices even in sporadic connectivity. Opportunistic 
forwarding, authentication, privacy, reliability, and encouragement to cooperate are the 
major properties of Haggle. Some researchers have deployed this communication model 
to examine it based on a large-scale (around 500–800 nodes) experimentation, including 
issues like security, reliability, and information aging, and have communicated with soci-
ologists to analyze its significance to Internet users. Haggle code can be downloaded from 
https://code.google.com/archive/p/haggle/.

Haggle has empowered a new group of applications with an excess of spatial locality 
and referred to this domain of networking as communities, and also enabled specific sup-
port for community forming and administration. Communities within Haggle make it 
easy to conclude and control the transmission of information (Scott et al., 2006). Haggle can 
be used as a technique for ad hoc content sharing with an aim to leverage the search for 
context-aware circulation. In pursuance of the importance to the users, Haggle prioritizes 
the contents and permits content that is high in demand to transmit more quickly than 
content that is not, even when the quantity of desired candidates is small; that is, interested 
candidates have a strong desire even though the content is not so popular. Unlike Haggle, 
earlier mobile content-sharing techniques were focused on maximizing the delivery ration 
and minimizing the delays regardless of importance to the users, but Haggle can dis-
hearten the transmission of less desired contents so that energy, storage, and bandwidth 
can be saved and the dissemination of junk can be minimized (Odiyo, 2010).

PhotoShare enables users to share images captured with a smartphone’s camera. MobiClique 
(Pietiläinen et al., 2009) and Opportunistic Twitter (Ristanovic et al., 2012) allow use of Facebook 
and Twitter in an ad hoc manner. MailProxy facilitates e-mailing with no infrastructure. 
Haggle-ETT (Martín-Campillo et al., 2010) grants an electronic triage tag for calamity regions; 
these are some prominent applications constructed on the top of Haggle. Haggle enables these 
applications to apparently share and transmit the contents over ad hoc networks and cur-
rent LANs without the support of any mediate service provider. Neighboring devices share 
their interests and push the common contents in order of priority, and the received contents 
are stored locally until a new transmitting occasion appears. This implies that contents move 
according to their relative priority, without the requirement of end-host identity or address.

In comparison with related systems like DTN (Fall, 2003), PodNet (Lenders et al., 2007), 
and existing pub/sub systems (Eugster et al., 2003), one of the major contributions of Haggle 
is the implementation of push-based search dissemination as the fundamental technique 
for content sharing. Other contributions are the advanced approach to use forwarding 

https://code.google.com/archive/p/haggle/
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algorithms to estimate content representatives, accounting for the correct abstractions and 
basics, and how it can be combined together to build a system. Haggle enables smartphone 
users to share contents according to importance and prioritize them when node contacts 
are bounded by time.

12.12  Conclusion

Communication and computing mechanisms of opportunistic networks provide an emerg-
ing computing paradigm for pervasive and intermittent networks, having tremendous 
opportunities in the future. By seeing the current growth and utilization of ubiquitous 
devices in our daily life, it seems that opportunistic networking will become an important 
part of our daily life in the near future. Therefore, despite having too many existing appli-
cations on opportunistic networking, there is a need to develop more efficient solutions 
to the many unaddressed issues still remaining in this fascinating computing domain. To 
make this paradigm more popular, secure, reliable, and fault-tolerant software architec-
tures are needed that are compatible with the highly dynamic, distributed, and intermit-
tent networks. Along with all these properties, architectures should also have immense 
flexibility, scalability, adoptability, and user friendliness for successful acceptance by 
users. Opportunistic computing can be used to address the issues of many challenging 
application areas. The main critical application areas of opportunistic networking include 
disaster and crisis management systems, info-mobility services and intelligent transpor-
tation systems, pervasive healthcare systems, and social- and context-aware computing 
systems. This chapter presented many suitable existing frameworks, case studies, and 
experiments of the prominent application areas of the opportunistic networking domain. 
It also focused on several challenges and issues that an application designer faces while 
developing applications for opportunistic networks. Each existing application is explored 
by looking more in depth at some of the critical issues, including security, legacy system 
support, and user interfaces. The chapter presented an in-depth study of 10 existing appli-
cations that have shown different aspects of opportunistic networking.
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13
Time and Data-Driven Triggering to Emulate 
Cross-Layer Feedback in Opportunistic Networks

Rintu Nath

13.1  Introduction

The performance of a network can be evaluated by simulation, emulation, and live experi-
ments. However, experiments in an emulated environment provide several advantages 
in the case of opportunistic networks. Multi-hop mobile communication often suffers 
from connectivity breaks and low node density. Traditional network communication 
protocols may not be able to guarantee end-to-end connectivity in such cases. Delay-
tolerant networking (DTN) is a communication networking paradigm that ensures reli-
able node-to-node communication where end-to-end connections may not be guaranteed 
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and intermittent data come at different intervals. Simulators in such cases may provide 
results that are far from reality. Real-time experiments are ideal for assessing system per-
formance before actual deployment. However, real-time systems have time and financial 
constraints. Moreover, systems that are designed to be deployed during disaster manage-
ment or emergency conditions cannot be evaluated before the event. Network emulation 
is ideal in such cases. A number of emulators are available to evaluate protocols designed 
for opportunistic networks.

In this book chapter, I will deliberate upon time-driven triggering to emulate opportu-
nistic networks, emulation design aspects, and different emulation abstraction techniques. 
Research directions in cross-layer information exchange emulation for an opportunistic 
network are discussed.

13.2  Introduction to Emulation in an Opportunistic Network

13.2.1  Network Emulation Basics

The rapidly growing distributed computing architecture and functionalities need ade-
quate testing to meet quality of service (QoS) requirements (Esmailpour, 2016). Emulation 
platforms are ideally suited in such cases as it enables us to use the real implementation of 
protocols and applications without deploying the actual network and devices.

A network emulator is expected to measure the throughput and responsiveness of a net-
work. It may also be used for troubleshooting for a real network. Network emulators are 
able to mimic a client/server configuration without the need for a router or even live traffic  
(Jin et al., 2014). Emulators are available as hardware or software solutions.

13.2.2  Simulation, Emulation, and Real World Experiments

Both practically and semantically, a network emulator is different from a network simula-
tor. An emulator is used to test the performance of a real network. In a network emulator, 
end-systems such as a node can be attached to the emulator. A network emulator mirrors 
the network, which connects end-systems (Hahn et al., 2011).

A network simulator, on the other hand, is a mathematical modeling that creates a vir-
tual network. A simulator is programmed to mimic an actual network under different load 
configurations with variable node and latency. OPNET, NetSim, and ns (open source) are 
examples of a few simulators.

The Common Open Research Emulator (CORE) is a network emulator for hybrid topolo-
gies (Ahrenholz, 2010). In real time, CORE builds a representation of a computer network. 
It was developed by a network technology research group, a part of the Boeing Research 
and Technology division. The emulator can be connected to physical networks and rout-
ers (Figure 13.1). It provides an environment for running real applications and protocols. 
CORE is used for the evaluation of networking scenarios and protocol testing. Scalability 
of a network may also be tested using CORE.

The backend of CORE is the CORE daemon, which manages emulation sessions. The 
graphical user interface (GUI) and the daemon communicate using a socket-based appli-
cation programming interface known as the CORE API. The nodes and networks come 
together via interfaces installed on nodes. The emulator allows the running of different 
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network components through socket-based API. The CORE daemon can also manage 
sessions of virtual nodes and networks. A CORE node is more lightweight than a full 
virtual machine. Tens of nodes can be created on a standard computer. Networking 
stacks can be re-used in CORE framework. The source code is available and easy to 
understand and modify.

CORE emulates networks using the virtual network stacks of operating systems. In 
order to emulate, CORE needs to run on commodity computers. CORE itself is not an 
instantiation of hardware or a testbed.

ns-3 is a network simulator used to simulate networking and routing protocols. It is a 
discrete-event-based simulator and is able to test routing and queuing algorithms and run 
multicast protocols and IP protocols, such as the User Datagram Protocol (UDP) or the 
Transmission Control Protocol (TCP), over wired and wireless networks. The ns-3 simula-
tion core supports both IP- and non-IP-based networks (Figure 13.2).

ns-3 is built as a system of software libraries that work together. User programs can be 
written that links with these libraries. To deploy ns3, the target system should build the 
libraries first, then build the user program.

13.2.3  Advantages of Emulation in an Opportunistic Network

A large-scale opportunistic network requires extensive evaluation before actual deploy-
ment. Testbeds usually include tests over large networks that have multiple switches and 
nodes. Hence, network emulation can be a cost-effective solution before real deployment. 
A real client/server application service can be deployed in an emulated network. Scaling 
up is possible by increasing the number of clients on a single machine.

13.2.4  Challenges

Computing nodes in an opportunistic network are often mobile devices that have limited 
resources. One of the scenarios in configuring emulators is to consider nodes outside the 
emulator machine. UDP tunnels are created to transport Ethernet frames between the 
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emulator and each application. Therefore, the distribution is transparent to the emulator. 
Such an environment may be hard to configure. Moreover, network scenarios may vary 
from simple topologies to complicated designs. Thus, configuration should be automated 
as much as possible.

13.3  Emulation Design Aspects for an Opportunistic Network

13.3.1  Pervasive Computing

Pervasive computing is the evolution of distributed computing where computing devices 
are integrated for information processing. It is also referred to as ubiquitous computing. 
It enables computation and exchange of information in a distributed platform whenever 
and wherever needed. Computing devices interact and communicate with each other over 
wireless networks.

In wireless networks, mobile devices are equipped to directly share resources without 
relying on any centralized servers or infrastructure support. The unavailability of a uni-
versal trust mechanism, the dynamic population of participating nodes, and the limited 
resources of computing nodes are some of the challenges of pervasive computing.

13.3.2  Delay-Tolerant Network (DTN) Architecture

A mobile ad hoc network like terrestrial mobile networks, sensor networks, or satellite commu-
nication often experience high latency, disconnection, and long queuing times. Other require-
ments like interoperability considerations and low power of computing devices make the 
task of reliable communication even more challenging. Delay-tolerant networking provides 
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a network architecture that is independent of messaging service. DTN operates above the 
transport layer for various network architectures and provides store and forward function-
ality for dissimilar and special networks (Li et al., 2015). DTN is required to store messages 
in non-volatile memory when reliable delivery is required and provides name-mapping via 
globally unique tuples. The structure of a DTN scheduler is given in Figure 13.3.

A message transferred to a DTN node, which has large amounts of non-volatile storage, 
is classified as persistent. It can hold the message until the next communication opportu-
nity. In DTN, an end-to-end routing path cannot be assumed. Instead, routes are classified 
as a cascade of time-dependent contacts called communication opportunities, character-
ized by start and end times, latency, direction, and capacity.

13.3.3  Bundle Protocols for Overlay Network

In DTN, a bundle is defined as a data unit. Multiple instances of the same bundle may 
exist in different parts of a network. However, different instances may have different rep-
resentations. One of the instances may be in the local memory of a bundle node, whereas 
another instance may be in the transit. A bundle payload, or simply “payload”, is the data 
to be transmitted to the bundle destination. If entire data is being carried, it is called nomi-
nal payload. Payload can be fragmented, for example the first N bytes of an M byte length 
data, where N<M. The destination address is provided as one of the parameters during 
bundle transmission. The node in a DTN that send or receives bundles is called a bundle 
node. A bundle node may be a process running on a general-purpose computer. However, 
a general bundle node has three components: (i) a bundle protocol agent; (ii) convergence 
layer adapters; and (iii) an application agent.

The bundle protocol agent of a node is a component that executes the procedures of the 
bundle protocol. A convergence layer adapter sends and receives bundles on behalf of the 
bundle protocol agent. The application agent of a node is the node component that utilizes 
the bundle protocol (BP) services (Figure 13.4).

BP is useful in networks that have intermittent connectivity, high probability of bit 
errors, and variable delay. BP is implemented at the application layer forming a store and 
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forward network. BP is characterized by its ability to take advantage of opportunistic net-
works by late binding of overlay network.

13.3.4  Security: Authentication and Privacy

An opportunistic network uses open networks to transmit data. Intermediate nodes may 
be malicious (attack the proper network operations without considering their own gains) 
or selfish (intend to maximize their own gains while minimizing their contributions to it). 
In DTNs, bundles may traverse over underlying heterogeneous networks. The modifica-
tion of messages (or bundles) in transit for malicious purposes is a big security threat. 
Due to the resource-scarcity characteristics of DTNs, unauthorized access and use of DTN 
resources can be a serious concern. Lack of end-to-end connectivity not only brings chal-
lenges to routing but also makes the existing security solutions unsuitable.

The Bundle Security Protocol Specification defines three types of security blocks that 
may be included in a bundle: i) the Bundle Authentication Block (BAB); ii) the Payload 
Integrity Block (PIB); and iii) The Payload Confidentiality Block (PCB).

13.4  Emulator Testbeds

13.4.1  Overview

Emulation provides fully controlled and reproducible environments where applications 
can be co-located in a local lab to develop and debug (Beuran et al., 2012). It is easy to repro-
duce an emulated network. It is cost-effective and scalable.

A testbed is a framework for testing protocols in the real world. The testbed consists 
of four elements: i) components (hardware and software); ii) monitoring architecture; iii) 
database; and iv) GUI for storing and analyzing results.

13.4.2  Quality Observation and Mobility Experiment Tools (QOMET)

It is possible to create a scalable wired-network infrastructure to perform wireless network 
emulation. QOMET is a wireless local area network (WLAN) emulator with two-stage 
scenario-driven emulation. In the first stage, the user provides a scenario representing 
a real world. The output of the first stage is a description of the network states at successive 
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moments of time. Based on this, wireless environment conditions are produced in the 
second stage.

The scenario-driven architecture has two stages. In the first stage, from real-world sce-
nario representation network quality degradation (∆Q) description is created which cor-
responds to the real-world events (Figure 13.5). The change in network service quality 
between two points is called quality degradation and is denoted as ΔQ. In the second 
stage, emulator configuration is done using ΔQ description calculated in the first stage.

It is essential to calculate signal attenuation due to the distance for emulator configuration. 
Attenuation is modeled as large-scale path loss and small-scale fading component. If γ is 
the path loss exponent of the channel, the large-scale path loss over distance d is expressed 
as dγ. Fading represents the deviation of signal from estimated attenuation (Figure 13.6).

Received power at a distance d from a reference point is expressed as:

 U d U 0 2.3 log d XR R( ) ( ) − ( ) −= γ
σ  

where:
 UR(0)  is the power of a reference point
dγ    is the path loss
Xσ    is Gaussian distributed random variable representing fading component

Frame error rate (FER) is a function of received power UR(d) and is represented as:

 FER FER ,1 s
S UR= −( )eγ  

where:
 FERs  is adapter specific frame error rate
 FER1  is equal to FERs when UR(d) is equal to threshold value S
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Two-stage scenario-driven approach to WLAN emulation.
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There is another issue with the emulator – it is the ability to discern signal from noise. 
Bit error rate (BER) can be represented as a function of signal-to-noise ratio (SNR) and 
received power UR(d).

The next step is to introduce delay D. Delay is calculated as the weighted average of the 
delays due to retransmission. UR(d), FER, BER, and D are the emulator parameters for the 
data link layer. The next step is to compute network layer parameters. The packet loss rate 
(PLR) and perceived bandwidth (BW) are the two parameters need to be modeled. PLR is 
a function of FER.

13.4.3  QOMB Testbed

QOMB is a testbed designed for the evaluation of wireless network systems, protocols, 
and applications. The testbed uses the wireless network emulation set of tools, Quality 
Observation and Mobility Experiment Tools (QOMET). Corresponding to a given scenario, 
the testbed reproduces real-time wireless network conditions (Beuran, 2012).

Depending on traffic conditions, QOMB testbed supports multi-hop routing protocols 
such as Optimized Link State Routing Protocol (OLSR), and dynamic communication con-
dition computation. Real implementation of routing protocols can also be carried out.

Corresponding to real-world events, QOMET uses a scenario representation to compute 
the point-to-point network quality degradation (ΔQ). ΔQ description is applied in real time 
using a dynamic library routine in the kernel module. Thus, the user-defined scenario of 
wireless conditions is recreated on the wired network testbed. Several processing steps are 
done in QOMB in order to realize traffic conditions and support multi-hop routing. Using the 
QOMB testbed, it is possible to implement routine protocols in different network scenarios.

13.5  Time and Data‑Driven Triggering to Emulate Cross‑
Layer Feedback in Opportunistic Networks

Opportunistic networking protocols, apart from the exchange of packets, need to react to 
the dynamics of the underlying network. In order to support IP-level emulation of appli-
cations and protocols that react to lower layer events, emulation triggers may be imple-
mented. Emulation triggers can be synchronized with other emulation effects and can 
emulate arbitrary cross-layer feedback.

The chapter focuses on the KauNet emulation system. The system offers emulation-
based experiments with a greater control and flexibility. It is possible to reproduce the 
origin of patterns through collected traces and analytical expressions.

KauNet is designed based on a well-known emulator, Dummynet. Dummynet is a live 
network emulation tool, originally designed for testing networking protocols. It is also 
used for bandwidth management and the implementation of various scheduling algo-
rithms. Dummynet has been in use for several years and provides a stable codebase. 
Dummynet can emulate packet loss, incorporate delay, and apply bandwidth restrictions. 
KauNet extends Dummynet by its ability to introduce bit errors. KauNet allows bit errors, 
packet losses, delay, and bandwidth changes on a per-packet or per-millisecond basis.

KauNet uses patterns that describe the desired changes. At the beginning of emulation, 
patterns are inserted into the kernel of KauNet. It allows exact control when conditions 
change, thus ensuring fine-grained control. Command line tools are used to incorporate 
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dynamic events. Common usages of KauNet emulator are the verification of the transport 
layer protocol, performance evaluations of the transport layer and the application layer, 
and the emulation of hand-over scenarios.

Two modes of operation of KauNet are time-driven and data-driven. In the time-driven 
mode, the index advances every millisecond irrespective of any data is transferred or not. 
In case of data-driven mode, the index advances for each packet. The maximum resolution 
of a trigger pattern is, therefore, one millisecond or one packet. However, in case of a bit 
error pattern, the index advances according to the number of bits.

13.5.1  Pattern Generation

Initially, patterns are created and saved in kernel space. During emulation, emulator 
behavior is controlled by these patterns. It is possible to specify different flows to be sent 
to different pipes. This allows multiple connections between multiple hosts to be emulated 
using many different patterns. The ipfw command can be used to create multiple rules. 
A new pattern may be specified which will be used after the completion of the current pat-
tern. The default setting is wrap-around and starts from the beginning after the comple-
tion of one pattern cycle.

In addition to the kernel-based pattern management, a command line tool patt_gen is 
also available to create and manage patterns. It is also capable of importing uncompressed 
pattern descriptions from simple text files. These text files can be generated by off-line 
simulators or trace collection equipment. In addition to command line tool, a GUI-based 
tool pg_gui is also available.

13.5.2  Pattern and Scenario Files

For each aspect, like packet losses, bit errors, delay, variable bandwidth, etc., a separate 
pattern file is required. Experiments require the simultaneous variation of more than one 
aspect – hence multiple patterns need to be managed at emulation runtime. The pattern 
files are stored and imported into the kernel using the patt_gen utility.

To simplify the management of pattern files, a scenario file format is defined. A scenario 
file consists of several pattern files with an additional header. Scenario files are also cre-
ated using the patt_gen utility. The scenario file header includes a scenario ID (SID) and a 
textual description of the scenario. The emulator is configured to accept SIDs that have the 
correct checksum digit.

13.5.3  KauNet Triggering

The information-passing functionality is called triggers in KauNet. Triggers convey 
position control information during runtime. Trigger patterns can be either data- or 
time-driven. KauNet triggering is more prevalent in scenarios involving opportunistic 
networking. Cross-layer information like intermittent connectivity, inherent in an oppor-
tunistic network, can be emulated by triggering (Pérennou et al., 2011).

Consider a scenario with intermittent connectivity and availability of bandwidth dur-
ing the period of connection changes. In such a case, the bandwidth variations that occur 
during the connectivity period can be modeled. The bandwidth variation model is com-
bined with trigger patterns that generate the upward flowing connectivity information. 
The bandwidth and trigger patterns are synchronized with each other to form a consistent 
emulation scenario.
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Figure 13.7 shows a general view of an emulation setup using triggers. In this setup, two 
hosts are connected using a KauNet-enabled host. The KauNet host emulates the condi-
tions of the particular link or network. Emulation is carried out for bandwidth variability, 
delay, bit error, and packet loss. The trigger pattern is located at the KauNet host. Trigger 
patterns are created using the patt_gen utility.

In order to extend the trigger functionality of KauNet to external processes, a mecha-
nism to transfer the trigger value of a fired trigger to a receiver is needed. This functional-
ity is implemented by the trigger communication module. This module enables receiving 
triggers from a certain pipe using the UDP interface. The recipient of a trigger should be 
able to reside in either user space or kernel space, locally or on another host.

To conclude, opportunistic communication that depends on cross-layer information can 
be emulated by the pattern-driven triggers of the KauNet emulation system. The triggers 
can be controlled and synchronized with other emulation effects. The triggers are distrib-
uted to local and remote processes by the trigger communication module. The emulator 
allows fine-grained and repeatable control of bit errors, packet losses, and packet delays.

13.6  Research Directions

Efficient pattern handling inside the kernel of KauNet will improve the throughput of the 
emulator. The reduction in computation overhead to emulate delay, bit error, and variable 
bandwidth for an opportunistic network requires further research. Patterns are stored in 
the kernel using a compressed format and decompression occurs stepwise as the pattern 
information is consumed. Future research may be carried out to evolve better compression 
and decompression techniques.

Key Terminology & Definitions

Dynamic Source Routing (DSR): A routing protocol used in multi-hop wireless ad hoc 
networks of mobile nodes. DSR allows the network to be completely self-organiz-
ing and self-configuring, without the need for any existing network infrastructure 
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FIGURE 13.7
Time-driven emulation triggering.
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or administration conditions. DSR forms a route only when a transmitting node 
requests one. However, it uses source routing instead of relying on the routing 
table at each intermediate device.

Network emulation: Experimental techniques that evaluate networking performance 
from the execution point of view. It provides different levels of abstractions and 
controls over the experiment along with a range of experimental conditions that 
can be reproduced. Emulation is done in real time and allows dynamic condition 
change options. Hence, network emulation can be done in a wide range of con-
ditions depending on constraints like cost, time, etc. Performance evaluation for 
DTN using emulation is more effective.

Optimized Link State Routing (OLSR): An IP routing protocol optimized for mobile 
ad hoc networks, which can also be used on other wireless ad hoc networks. 
A  few selected nodes called multi-point relays (MPRs) forward broadcast mes-
sages during the flooding process. This technique substantially reduces the mes-
sage overhead as compared to a classical flooding mechanism, where every node 
retransmits each message when it receives the first copy of the message. Link state 
information is generated only by nodes elected as MPRs. Thus, a second opti-
mization is achieved by minimizing the number of control messages flooded in 
the network.
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14
Applications of DTN

Rahul Johari, Prachi Garg, Riya Bhatia, Kalpana Gupta, and Afreen Fatimah

14.1  Applications

 1.1 Disaster-hit areas: Delay-tolerant networks (DTNs) can be used in disaster-hit areas 
where wired and wireless communication is badly hampered due to natural or 
manmade calamities (Jonson, Pezeshki, Chao, Smith, & Fazio, 2008). Figure 14.1 
depicts the DTN deployed in a disaster-hit area. It depicts a how ship stuck in 
a cyclone can be rescued with help from the Disaster Management Authority 
(DMA). The captain sends a message to the DMA to help the people on board. The 
message is communicated over the DTN because it doesn’t allow a delay to vitiate 
the transmission. Similarly, Figure 14.2 represents a person stuck in blaze who 
sends an SOS message to his neighbor. The person sends a packet over the DTN so 
as to ensure the delivery of the message.

 1.2 Border regions/cross-border areas: DTNs can be used in border regions or cross-border 
areas which are not easily accessible to human beings either due to poor geographi-
cal terrain or extremely low temperature, like in the Siachen Glacier. Figure 14.3 
depicts a border region where troops are deployed, each having his own DTN 
node. The commanding officer, sitting at the control office, can send a message over 
the DTN to the troops. Troops can receive orders from the officer over the network.

 2. Assisting people with disabilities: DTNs can be used to assist people with disabilities, 
like visually-challenged people, deaf-mute people, etc., in their daily life. Figure 
14.4 depicts a disabled person on a wheelchair sending a message to a help desk 
to help him to climb up a staircase. DTN nodes are deployed to establish the net-
work. Similarly, Figure 14.5 represents a person with a walking stick that has a 
DTN node installed in it. The node stores a map of the city and develops a force in 
the stick in the direction where the person is supposed to go. Also, it informs the 
person about pits on the road.

 3. Assisting people with disabilities: DTNs can be applied in smart city informatics/
rural informatics, wherein they can be used in the cleaning of clogged drains or in 
the disposal of garbage. Figure 14.6 depicts the DTN nodes being installed in the 
drainage pipes. These nodes detect the speed across the pipes. As soon as a node 
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FIGURE 14.1
Delay-tolerant network in cyclone.

FIGURE 14.2
Disaster-hit area.

FIGURE 14.3
Border region.
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FIGURE 14.4
Delay-tolerant network deployed for disabled person.

FIGURE 14.5
Walking stick contains the DTN node.

FIGURE 14.6
Delay-tolerant network deployed in drainage system.
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reports a nought speed, a blockage is identified at some place between that node 
and the node previous to it. This helps in the proper and efficient identification 
and cleaning of clogged drains without scrutinizing the entire pipe.

 4. Preserving wildlife: DTN contacts can be used for the preservation of birds and 
wildlife in national parks or reserves by counting them through keeping track 
of their movements. Figure 14.7 represents a network wherein DTN nodes are 
deployed in a forest to maintain a count of the number of animals in the forest. 
This helps the forest officials to keep a check on the animals. An animal not seen 
for many days by any node is considered to be dead. The count maintained by 
different nodes is then communicated to the forest officials. The DTN nodes have 
sensors installed in them to track the movement of animals around it.

 5. Predicting natural disasters: DTN contacts can be applied to carrying out commu-
nication between countries on the ocean/seabed, thereby creating an underwa-
ter oceanic marine network. Figure 14.8 depicts the DTN established underwater. 
This underwater oceanic marine network is used to detect the speed of flowing 
water and currents to predict the occurrence of cyclones. Each node detects the 
speed and transmits it to officials, who interpret and analyse the speed to provide 
intimation of any natural calamity.

 6. Monitoring temperature/traffic: By mounting them on the rooftops of city buses, DTN 
nodes can be used to sense the traffic and/or temperature of the regions in which 
they are operating (Hirakawa, Uchida, Arai, & Shibata, 2015). Figure 14.9 repre-
sents buses which have DTN nodes deployed on their rooftops. These sensors can 
be used to record the snarled-up traffic and notify the officials of traffic jams at 
those particular locations. Officials can then update the shortest route shown on 
Google Maps to make the people aware of different traffic jams in the city.

 7. Communication in difficult terrain: DTNs can be used to provide communication 
facilities in difficult terrain where it is not feasible to set up wired and wireless 
communication, like in mountainous regions such as in the Himalayas, or in 
desert regions like the Thar desert in Rajasthan. Figure 14.10 represents the ease 

FIGURE 14.7
Delay-tolerant network for wildlife protection.
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FIGURE 14.8
Oceanic bed network.

FIGURE 14.9
DTN nodes on the rooftop of the buses.

FIGURE 14.10
DTN deployed in mountainous regions.
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of communication in areas that may lack continuous network connectivity. The 
nodes can be easily deployed in such areas and the communication network can 
be established.

 8. Preserving the biosphere: DTNs can be used for the preservation of the plants and 
trees in forests, thereby preserving the biosphere. Figure 14.11 represents the DTN 
deployed to preserve the biosphere.

 9. Post office scenario: The exchange/delivery of different messages by postmen to vil-
lagers or the exchange of different messages among different villages, e.g. Daknet. 
Figure 14.12 depicts messages being delivered by postmen to villagers across the 
delay-tolerant network.

FIGURE 14.11
Biological biosphere.

FIGURE 14.12
Post office scenario.
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 10. Traffic sensors: DTNs can be used to monitor traffic during peak hours. The pur-
pose is to anticipate traffic jams and thus help travellers to decide their routes 
accordingly. This can be deployed by attaching sensors on each traffic signal and 
whenever a request is generated for a particular signal, it can respond. In this case, 
latency in communication is permissible as people generally enquire about such 
traffic issues before leaving from home. Figure 14.13 represents a sensor, deployed 

FIGURE 14.13
Traffic sensors.

FIGURE 14.14
DTN for preserving biological biosphere.
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on a traffic signal, which records the traffic snarls at every signal and sends the 
report to officials, who in turn update the shortest route on the maps used by 
people to commute.

 11. Communication in deserted places: Providing communication facilities in economi-
cally infeasible areas like remote areas/poor villages which are distant from 
the main cities and towns (Ntareme, Zennaro, & Pehrson, 2011). DTNs can also 
be deployed to gather information from very far-off and remote places, like 
Antarctica. The information can be acquired about any new species evolving there 
or topological changes happening due to global warming. This can be done by 
tracing some remarkable differences in their physical traits. This can be done by 
placing DTN nodes capable of capturing such data and sending back images or 
statistics. The results received will be helpful in studying the patterns of evolution 
there, as depicted in Figure 14.14.
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15
Performance Evaluation of Social-Aware Routing 
Protocols in an Opportunistic Network

Makshudur Rahman and Md. Sharif Hossen

15.1  Introduction

A delay-tolerant network (DTN) (Fall, 2003) is a kind of challenged network where there is 
no direct path from source to destination. There are many real-life networks which follow 
this DTN paradigm, for example satellite communication (Prescott, Smith and Moe, 1999), 
wildlife tracking sensor networks (Juang et al., 2002), military networks, vehicular ad hoc 
networks (Ott and Kutscher, 2005), etc. In this scenario, network topology changes dynam-
ically. Hence, routing in DTN uses a store and forward mechanism to enable successful 
communication. Various DTN routings apply different techniques to meet the target node 
based on particular routing metrics, such as estimated delivery probability, historical con-
tact frequency, available network resources, or estimated delay (Schurgot, Comaniciu and 
Jaffres-Runser, 2012).

In this modern era, with the advent of powerful mobile devices, users crave connectiv-
ity while on the go. This leads to a networking scenario with heterogeneous, mobile, and 
power-constrained devices, as well as wireless networks with intermittent connectivity 
even in urban scenarios, due to the existence of shadowing, and costly internet services 
(Moreira, Mendes and Sargento, 2014).
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We can get a better outcome of such a network having a direct path between source 
and destination (Costa et al., 2008; Boldrini, Conti and Passarella, 2010). Moreover, using 
the social interactions of a node with its corresponding structure (i.e., communities (Hui, 
Crowcroft and Yoneki, 2011), levels of social interaction (Moreira, Mendes and Sargento, 
2012; Nguyen and Giordano, 2012)) we can ensure better performance of efficient routing.

Social-aware Content-based Opportunistic Routing Protocol (SCORP) considers the 
daily social interactions and interests of users to ensure better delivery in dense regions, 
i.e., urban areas (Moreira, Mendes and Sargento, 2014). The dLife routing protocol consid-
ers the dynamism of users’ behavior (Moreira and Mendes, 2012) in their daily life rou-
tines. It takes the trace of social interaction for further data transmission. The dLifeComm 
routing protocol is the updated version of dLife, where it takes also the trace of social 
interaction and their interest for better performance than dLife.

In this chapter, we have evaluated the performance of the three aforementioned social-
aware routings, namely, SCORP, dLife, and dLifeComm. This chapter is structured as fol-
lows. In Section 15.2, we present SCORP, dLife, and dLifeComm. Section 15.3 shows the 
simulation tool and environmental setup. Section 15.4 presents our evaluation study. In 
Section 15.5, we discuss the conclusions of this research study.

15.2  Social‑Aware Routing Protocols

Here, we briefly discuss the SCORP, dLife, and dLifeComm social-aware routing protocols.

15.2.1  Social-Aware Content-Based Opportunistic Routing Protocol (SCORP)

The social-aware content-based opportunistic routing protocol that takes into account the 
social presence between nodes and the content knowledge that nodes have while tak-
ing ongoing decisions. SCORP is based on a utility function that reflects the probabil-
ity of encountering nodes with a particular interest among the ones that have similar 
daily social functions. There are two reasons to use social appearance: first, nodes with 
the same daily habits have a higher probability of having similar (content) interest (Costa 
et al., 2008); second, social proximity metrics accommodate a faster dissemination of data, 
taking advantage of the more frequent and longer contacts between closer nodes (Moreira, 
Mendes and Sargento, 2014).

15.2.2  dLife

With dLife (Schurgot, Comaniciu and Jaffres-Runser, 2012; Moreira, Mendes and Sargento, 
2014; Moreira and Mendes, 2012), the dynamism of users’ behavior found in their daily 
life routines is calculated to aid routing. The goal is to keep track of the different levels of 
social interactions that nodes have throughout their daily tasks in order to conclude how 
well socially connected users are in different periods of the day.

15.2.3  dLifeComm

The dLifeComm (Moreira and Mendes, 2012) is community-based version of the dLife 
routing protocol. The dLifeComm social-aware routing protocol keeps track of the social 
interest and interaction history to gain higher performance in the intermittently connected 
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network. It performs the same functionality as the dLife social-aware routing protocol 
except it focuses on community-based activities. It allows the structure of the Bubble Rap 
(Hui, Crowcroft and Yoneki, 2011) routing protocol.

15.3  Evaluation Methodology and Setting

Simulations are carried out using the Opportunistic Network Environment (ONE) simu-
lator, program version 1.5.1. This section presents the ONE simulator and experimental 
settings.

15.3.1  The ONE Simulator

ONE is a Java-based simulator which is basically considered for analyzing the performance 
of ad hoc routing in opportunistic networks. This simulator is focused on mobility model-
ing, node tracing, message delivery, report generating, etc. (Keränen, Ott and Kärkkäinen, 
2009; Netlab.tkk.fi, 2008).

15.3.2  Simulation Environment Setup

The following table depicts the simulation setting for analyzing the simulation time, time 
to live (TTL), and number of nodes, respectively. For varying the number of nodes, the sim-
ulation time is one day (defined in seconds, 86400 s) and TTL is 300 minutes, respectively. 
When varying the simulation time, the number of nodes is 150 (which are distributed 
equally in three groups), and TTL remains unchanged (which is 300 min). When varying 
the TTL, the number of nodes is 150 (50 per group), and the simulation time is one day 
(86400 s) (Table 15.1).

TABLE 15.1

Simulation Parameters

Parameters Values

Simulation Time 3, 6, 12, 24, 48 (hours)
Update Interval 1 seconds
Number of nodes per Group 50, 100, 150, 200, 250
Interface Bluetooth Interface
Interface Type Simple Broadcast Interface
Transmit Speed 250 kbps
Transmit Range 10 m
Routing Protocols SCORP, dLife, dLifeComm
Buffer Size 5, 50, 100, 200, 500 (MB)
Message TTL 50, 100, 150, 200, 250 (min)
Movement model Shortest Path Map Based
Message Size 500 kB–1 MB
Simulation Area size 4500 m × 3400 m
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15.4  Comparison Evaluation

In this section, we investigate the performance of three social-aware routing protocols, 
namely, SCORP, dLife, and dLifeComm using the ONE simulator in terms of three perfor-
mance metrics. These are delivery probability (i.e., ratio between the total number of mes-
sages delivered to the destination over the total number of messages created at the source), 
average latency (i.e., time elapsed between message creation and delivery), and overhead 
ratio (i.e., how many redundant packets are relayed to successfully deliver a single packet). 
Hence, we have considered the impact of varying TTL, number of mobile nodes, simula-
tion time, and buffer size.

15.4.1  Evaluation of TTL Impact

In this section, we see that delivery probability increases with the increase of TTL for all 
routings, as shown in Figure 15.1. Hence, SCORP has higher delivery than dLife and dLife-
Comm. In the case of average latency, we see that initially SCORP has much higher latency 
than dLife and dLifeComm, but with the increase of TTL the average latency of SCORP 
decreases and here we see from Figure 15.2 that the average latency of SCORP is lower 
than other routings when the TTL greater than or equal to 150 min. Again, we see from 
Figure 15.3 that the overhead ratio of SCORP initially is higher than others routings, but 
when the TTL is greater than 100 SCORP has lower delivery than dLife and dLifeComm. 
Therefore, we can consider the value of TTL is greater than or equal to 150. Therefore, 
SCORP shows the better delivery, lower latency, and lower overhead when TTL is greater 
than or equal to 150.

15.4.2  Evaluation of Node Impact

In this investigation, we observe the impact of mobile nodes (Hossen and Rahim, 2016) in 
the considered intermittently connected mobile network (ICMN) scenario. Here, we see 
that with increase of mobile nodes SCORP initially has much lower delivery, but when the 

FIGURE 15.1
Delivery probability vs. TTL.
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number of nodes equals 150 SCORP has a higher delivery probability than dLife and dLife-
Comm, as shown in Figure 15.4. Again, we see that the average latency of SCORP is lower 
when the number of nodes is between 150 and 200, as shown in Figure 15.5. In the case of 
considering overhead ratio, we see approximately constant overhead when the number of 
nodes is greater than 100, as shown in Figure 15.6. Therefore, we can say that SCORP rout-
ing exhibits better performance when the number of nodes is between 150 and 200 with 
the considerations of delivery probability, average latency, and overhead ratio.

FIGURE 15.2
Average latency vs. TTL.

FIGURE 15.3
Overhead ratio vs. TTL.
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15.4.3  Evaluation of Simulation Time Impact

In this investigation, we see that with increase of simulation time the delivery probability 
of SCORP is much higher than dLife and dLifeComm, as shown in Figure 15.7. We see 
SCORP has a more or less constant average latency, as shown in Figure 15.8. Again, we see 
that SCORP has higher overhead, as shown in Figure 15.9. Therefore, we can say that with 
the consideration of simulation time, SCORP has much higher delivery probability.

FIGURE 15.4
Delivery probability vs. number of nodes.

FIGURE 15.5
Average latency vs. number of nodes.
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FIGURE 15.6
Overhead ratio vs. number of nodes.

FIGURE 15.7
Delivery probability vs. simulation time.
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FIGURE 15.9
Overhead ratio vs. simulation time.

FIGURE 15.8
Average latency vs. simulation time.
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15.4.4  Evaluation on Buffer Impact

Here, with the increase of buffer size we see that SCORP routing shows higher deliv-
ery probability, lower latency, and lower overhead ratio. On the other hand, dLife routing 
shows lower delivery probability while dLifeComm exhibits higher latency and overhead 
ratio, as shown in Figures 15.10 through 15.12.

FIGURE 15.10
Delivery probability vs. buffer size.

FIGURE 15.11
Average latency vs. buffer size.
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Therefore, we can see from this impact of TTL, number of mobile nodes, simulation time, 
and buffer size that SCORP has much higher delivery probability, lower average latency, 
and lower overhead compared to dLife and dLifeComm with the following considerations:

TTL ≥ 150 min
Number of Nodes = 150–200
Buffer ≥ 50 MB

15.5  Conclusion

In this chapter, we have investigated the performance of DTN social-aware routing pro-
tocols, i.e., SCORP, dLife, and dLifeComm (community-based version), in ICMNs sce-
nario with the impact of TTL, number of mobile nodes, simulation time, and buffer size. 
Simulation results exhibit that SCORP shows better performance than dLife and dLife-
Comm in an opportunistic ICMN scenario in terms of three performance metrics, namely, 
message delivery probability, average latency, and overhead ratio with the considerations 
of TTL equal to or greater than 150 min, number of nodes between 150 and 200, and buffer 
size greater than 5 MB.
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16
Hands-On ONE Simulator: Opportunistic 
Network Environment

Anshuman Chhabra, Vidushi Vashishth, and Deepak Kumar Sharma

16.1  Introduction

The Opportunistic Network Environment (ONE) Simulator (Keränen et al., 2009) is a 
simulation tool widely used by researchers working on research related to Delay-Tolerant 
Networks (DTNs) and Opportunistic Networks. Its salient features are listed below - 

• The ONE Simulator is a tool for researchers to carry out research-based simula-
tions related to Delay-Tolerant Networks (DTNs) (Fall and Farrell, 2008), Wireless 
Sensor Networks (WSNs) and Opportunistic Networks.

• The different use cases of the ONE simulator are as follows: 
• Developing and testing different movement models for nodes
• Adding message routing capabilities between nodes
• Using JUnit and the GUI to debug the protocols being developed as well as 

visualize them
• Generate results and statistics for tests in an effortless manner

• The ONE simulator is based in Java and can be downloaded from ‘http://aker-
anen.github.io/the-one/’.
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It is easy to set up and install the ONE after downloading the source code from the 
link above. The steps are fairly straightforward for setting up the ONE Simulator on 
Netbeans: 

 1. This requires working on a new Java Project with Existing Source(s). Therefore, 
choose ‘New Project’ from the drop-down menu and then choose the options cor-
responding to ‘Java Project with Existing Sources’.

 2. To add the source code, select ‘Add Folder’. Give the path corresponding to where 
you downloaded the ONE source code.

 3. Now also select ‘Libraries’ from the side window and choose ‘Add Library’. Select 
JUnit 4.10 or greater and then add it.

 4. Again from ‘Libraries’ select ‘Add JAR/Folder’. You need to select the 
‘DTNConsoleConnection.jar’ and ‘ECLA.jar’ from the ‘lib’ folder in the ONE 
source code.

 5. Make sure the ‘Working Directory’ is the folder containing ONE source code after 
clicking on ‘Run’ in the side pane.

 6. The last step is to select core.DTNSim as the main class after clicking on ‘Run’ again.

16.2  ONE Basics

16.2.1  Configuration File: default_settings.txt

This file is essential for running the simulation. It is provided as default with the ONE 
source code folder and contains some parameters with default values initially. For research-
ers and ONE developers, this file is going to be very useful – it will allow them to make 
changes and tweak parameters to carry out simulations corresponding to their new and 
proposed protocols.

The default_settings.txt file’s utilities have been explained with code snippets below. 
The different tunable settings have been grouped differently so that it becomes easier for 
the reader to figure out where they are supposed to make changes or add lines when they 
want to specify characteristics of their simulations. As an illustration, the reader is shown 
how to make changes to the file if they had to see the variations in energy levels of the 
nodes throughout the simulation.

16.2.1.1  Scenario Settings

Scenario.name = default_scenario

Scenario.simulateConnections = true

Scenario.updateInterval = 0.1

Scenario.endTime = 43200

This corresponds to setting up a scenario. More of this will be discussed later while look-
ing at the Java code running at the backend. However, it is apparent that the default_set-
tings.txt file is read by the ONE and is used to initialize some variables. That is what the 

http://DTNConsoleConnection.jar
http://ECLA.jar
http://core.DTNSim
http://default_settings.txt
http://default_settings.txt
http://Scenario.name
http://Scenario.simulateConnections
http://Scenario.updateInterval
http://Scenario.endTime
http://default_settings.txt
http://default_settings.txt
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rest of the lines in the above code essentially depict. ‘Scenario.endTime’ is being set as 
43200 signifying 43200 seconds which is equal to 12 hours.

Scenario.nrofHostGroups = 6

This is to specify the different types of hosts that exist in the system. The default has 
been selected as 6. There are settings which are universal to all the different groups and 
some which are only for certain group types. The formats corresponding to both types of 
settings in the default_settings.txt are shown in Section 16.2.1.2.

16.2.1.2  Common Settings for all Groups

Group.movementModel = RandomWaypoint

Group.router = ProphetRouter

Group.bufferSize = 10M

Group.waitTime = 0.120

Group.nrofInterfaces = 1

Group.interface1 = btInterface

Group.speed = 0.5,1.5

Group.msgTtl = 300

Group.nrofHosts = 58

16.2.1.3  Settings Specific to a Particular Group

Group1.groupID = p

# group2 specific settings 
Group2.groupID = c

# cars can drive only on roads 
Group2.okMaps = 1

# 10-50 km/h

Group2.speed = 2.7, 13.9

# another group of pedestrians 
Group3.groupID = w

# The Tram groups

Group4.groupID = t

Group4.bufferSize = 50M 
Group4.movementModel = RandomWaypoint 
Group4.routeFile = data/tram3.wkt Group4.routeType = 1

Group4.waitTime = 10, 30

The above code describes individual properties of different groups that are a part of the 
simulation. The users can define as many groups as they wish and can then set different 
parameters and variations for each group.

http://Scenario.endTime
http://Scenario.nrofHostGroups
http://default_settings.txt
http://Group.movementModel
http://Group.router
http://Group.bufferSize
http://Group.waitTime
http://Group.nrofInterfaces
http://Group.interface1
http://Group.speed
http://Group.msgTtl
http://Group.nrofHosts
http://Group1.groupID
http://Group2.groupID
http://Group2.okMaps
http://Group2.speed
http://Group3.groupID
http://Group4.groupID
http://Group4.bufferSize
http://Group4.movementModel
http://Group4.routeFile
http://tram3.wkt
http://Group4.routeType
http://Group4.waitTime
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16.2.1.4  Message Creation Settings

Events.nrof = 1

Events1.class = MessageEventGenerator

Events1.interval = 25,35

Events1.size = 500k,1M

Events1.prefix = M

The above code deals with message generation. Parameters such as the frequency 
of new message generation, size of messages and ID of messages are set here for the 
MessageEventGenerator class. First, the number of events that are a part of the simulation 
are defined and then the class to be used is set as MessageEventGenerator. All the settings 
that follow are specific to MessageEventGenerator. The first line sets the message generation 
interval. This means messages will be sent out after every random interval chosen between 
25 and 35 seconds. Similarly, the size of the messages is set to lie between 500 kB and 1 MB.

16.2.1.5  Movement Model Settings

MovementModel.rngSeed = 1

MovementModel.worldSize = 4500, 3400

MovementModel.warmup = 1000

MapBasedMovement.nrofMapFiles = 4

MapBasedMovement.mapFile1 = data/roads.wkt

MapBasedMovement.mapFile2 = data/main_roads.wkt

MapBasedMovement.mapFile3 = data/pedestrian_paths.wkt

MapBasedMovement.mapFile4 = data/shops.wkt

The map-based movement model requires that settings define the files being used to con-
struct the movement models. It can be seen that the 4 map files used are essentially defin-
ing the paths and places of the real world that are being simulated. The reader can define 
their own map files in the wkt format. This will be covered later in more detail. One can 
also define the area of the world that they want for their simulations as well as the warm-
up time, which is the time duration for which hosts are moved around in the defined area 
until the onset of the real simulation.

16.2.1.6  Reports Settings

Report.nrofReports = 1

Report.warmup = 0

Report.granularity = 43000

Report.reportDir = reports/

Report.report1 = MessageStatsReport

These settings determine where and how the simulation’s reports will be saved. The first line 
specifies the number of reports one wants to generate. The user can also change the directory in 

http://Events.nrof
http://Events1.class
http://Events1.interval
http://Events1.size
http://Events1.prefix
http://MovementModel.rngSeed
http://MovementModel.worldSize
http://MovementModel.warmup
http://MapBasedMovement.nrofMapFiles
http://MapBasedMovement.mapFile1
http://roads.wkt
http://MapBasedMovement.mapFile2
http://main_roads.wkt
http://MapBasedMovement.mapFile3
http://pedestrian_paths.wkt
http://MapBasedMovement.mapFile4
http://shops.wkt
http://Report.nrofReports
http://Report.warmup
http://Report.granularity
http://Report.reportDir
http://Report.report1
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which their reports are saved – which by default will be stored in the ‘reports’ folder in the cur-
rent directory. The reports to be generated require the report class to be set as well. By default 
the report class is set to generate a report of only one type belonging to MessageStatsReport. 
To generate other types of reports, set the Report.nrofReports setting to the desired value and 
specify the types of reports to be generated (for example, EnergyLevelReport).

Q: Add settings to the default_settings.txt file to capture all energy levels for all pos‑
sible node Groups and also save them as a report.

A: To specify energy settings in the default_settings.txt file for all, some extra settings will 
be added in two places. First, settings will be added to define the different energy levels 
for all the nodes. Second, an energy report will be generated using the EnergyLevelReport 
Report class.

The following lines have to be added to the file where common settings for all groups 
are present: 

Group.initialEnergy = 4800

Group.scanEnergy = 0.06

Group.scanResponseEnergy = 0.08

Group.transmitEnergy = 0.08

Group.baseEnergy = 0.07

Group.charging_cofficient = 20

Group.threshold_energy = 3000

For report generation, it is first specified that there is a need for 2 reports to be generated 
(EnergyLevelReport along with the default MessageStatsReport):

Report.nrofReports = 2

Report.warmup = 0 #No change

Report.granularity = 43000 #No change

Report.reportDir = reports/ #No change

Report.report1 = MessageStatsReport

Report.report2 = EnergyLevelReport

This addition may be required in energy level-dependent protocol implementations (Lu 
and Hui, 2010; Ye et al., 2002; Chhabra et al., 2017a, b; 2018).

16.2.2  Flow of the Code

To be equipped with the skills to do hands-on development and research with the ONE, it 
is mandatory for the reader to understand how the ONE works internally. It is necessary 
to go through the various classes and Java files and get a brief understanding of the flow of 
the code. To reinforce the skills learnt by going through the code, implementation of rout-
ing protocols like Prophet routing (Lindgren et al., 2003) and Epidemic routing (Vahdat 
and Becker, 2000) in ONE will be looked at in Section 16.2. In Section 16.3 the process of 
writing a new routing algorithm from scratch using the ONE will be covered.

http://Report.nrofReports
http://default_settings.txt
http://default_settings.txt
http://Group.initialEnergy
http://Group.scanEnergy
http://Group.scanResponseEnergy
http://Group.transmitEnergy
http://Group.baseEnergy
http://Group.charging_cofficient
http://Group.threshold_energy
http://Report.nrofReports
http://Report.warmup
http://Report.granularity
http://Report.reportDir
http://Report.report1
http://Report.report2
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The flowchart in Figure 16.1 is a reference for how the code progresses through the ONE 
backend. Each rectangular box represents the function that is being called first along with 
the name of the class it belongs to. The circular boxes are an explanation of what the code 
does eventually – when it doesn’t make any more calls to other functions. The graph is 
supposed to be read in a depth-first fashion. The reader should first go to the leftmost 
box starting at the top and then keep reading through all the calls straight down. They 
would then move to the next box on the right and continue the same way. The reader is 
recommended while going through the flow of the code to also simultaneously go through 
the code snippets that are being talked about in the ONE code base for a more thorough 
understanding of what is being discussed. Therefore, as an example of how to read the 
flowchart, one would start with the DTNSimGUI.start()function (belonging to DTNSim.
java) and it can be seen that two calls are made – initModel() (belonging to DTNSimUI.
java) and runSim() (belonging to DTNSimGUI.java). The call to initModel() progresses 
first. It can be seen that initModel() makes subsequent calls to four functions – Settings(), 
SimScenario(), addReport() and warmupMovementModel(). So, first, a new Settings() 
object is created to read parameters from the configuration file (default_settings.txt). Then 
the code progresses to SimScenario() (belonging to SimScenario.java) which makes three 
function calls of its own. These calls and their sub-calls will all be completed from left to 
right in the same way that has been discussed so far – EventQueueHandler(), then create-
Hosts() and its sub-call to DTNHost() and then to World() with two sub-calls of its own 
to setNextEventQueue() and initSettings() in that order. After these, the flow will reach 
addReport() and then move to warmupMovementModel() at the end. Similarly, the reader 
would progress reading through the runSim() function. An understanding of what exactly 
is happening throughout all the function calls is now required.

The code starts with initModel() which does initializations for the ONE. It runs com-
pletely to set up a lot of the parameters and events. After initModel(), runSim() is run 
which handles the running of the simulation. These can be seen in Figure 16.2.

In initModel(), the first call is to Settings() to read all the parameter values set in default_
settings.txt. The next call to SimScenario() (which belongs to SimScenario.java) is interest-
ing – it first gets some parameter values from default_settings.txt and then makes three 
calls as can be seen in the code snippet in Figure 16.3. These are to EventQueueHandler (in 
EventQueueHandler.java), createHosts() (in SimScenario.java) and World() (in World.java).

EventQueueHandler initializes the handler for managing event queues like message 
creation. In this case, it initializes the event queue with MessageEventGenerator. The next 
function call is createHosts(). The main purpose of this is to create and initialize the hosts/
nodes that populate the simulation. The createHosts() function makes another call to cre-
ate a new list of DTNHost() objects via the DTNHost class as can be seen from Figure 16.4. 
The last call that SimScenario() makes is to create a new World() object. This constructor 
itself makes calls to setNextEventQueue() (in World.java) and initSettings() (also in World.
java). This can be seen in Figure 16.5. The function setNextEventQueue() is used to set the 
next event in the queue to MessageEventGenerator again and initSettings() specifies the 
order in which the hosts are updated with settings throughout the simulation.

From initModel(), the last calls are made to addReport() (belonging to DTNSimUI.java) 
and warmupMovementModel(). The addReport() function just adds all the listeners to the 
simulation in order to aid report generation. These can be looked at in the DTNSimUI.
java file by the reader. Finally, warmupMovementModel does two things – based on the 
warm-up time set in default_setttings.txt it sets the simulation clock and then it calls the 
moveHosts() function to facilitate node movements after the warm-up time has elapsed. 
This can be looked at by the reader in World.java.

http://DTNSimGUI.start(
http://DTNSim.java
http://DTNSim.java
http://DTNSimUI.java
http://DTNSimUI.java
http://DTNSimGUI.java
http://default_settings.txt
http://SimScenario.java
http://default_settings.txt
http://default_settings.txt
http://SimScenario.java
http://default_settings.txt
http://EventQueueHandler.java
http://SimScenario.java
http://World.java
http://World.java
http://World.java
http://World.java
http://DTNSimUI.java
http://DTNSimUI.java
http://DTNSimUI.java
http://default_setttings.txt
http://World.java
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FIGURE 16.3
Code snippet SimScenario().

FIGURE 16.2
Code snippet - start().
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Before moving on to the runSim() function, one can look at the definition of the init-
Model() function in Figure 16.6 for a summary of the above.

The runSim() function belongs to DTNSimGUI.java and is responsible for handling the 
running of the simulation. Its definition is referred to at the start as can be seen in Figure 16.7.

The function runSim() makes a number of interesting function calls. First, it sets the 
simulation time to a variable using the SimClock.getTime() function (which belongs to 
SimClock.java). Then it calls startGUI() (which belongs to DTNSimGUI.java). This func-
tion makes a sub-call to initGUI() (this also belongs to DTNSIMGUI.java) which initializes 
the GUI panels, frames and buttons prior to running the simulation. Next, as can be seen 

FIGURE 16.4
Code snippet - createHosts().

FIGURE 16.5
Code snippet - World().

http://DTNSimGUI.java
http://SimClock.getTime(
http://SimClock.java
http://DTNSimGUI.java
http://DTNSIMGUI.java
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from Figure 16.7, if the pause button is not pressed, the simulation world is updated via the 
world.update() method of the World class. The code snippet encapsulating the definition 
of the world.update() method can be seen in Figure 16.8.

The interesting function to observe here is setNextEventQueue(). This belongs to World.
java and essentially sets the MessageEventGenerator as the next event to be processed in 
the event queue. Also, the nextQueueEventTime is the value of the time interval set in the 
default_settings.txt. In the earlier discussion on the default_settings.txt file in Message 
Creation Settings (Section 16.2.1.4), setting the message creation interval was elaborated 
upon. By default, it was set as Event1.interval = 25,35 which specified that messages would 
be created in an interval decided by a random number lying between 25 and 35 seconds. 
That interval time corresponds here to nextQueueEventTime and the while loop runs 
accordingly.

Inside the loop, another call is made to this.nextEventQueue.nextEvent(). Here the nextE-
ventQueue is the MessageEventGenerator as had been seen previously. This function call 
creates a MessageCreateEvent object and then this event is passed to the processEvent() 
function in the next line. This finalizes creation of the message by putting it into the buffer 
of the source node.

FIGURE 16.6
Code snippet - initModel().

http://world.update(
http://world.update(
http://World.java
http://World.java
http://default_settings.txt
http://default_settings.txt
http://Event1.interval = 25
http://this.nextEventQueue.nextEvent(
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Next, updateHosts() will be looked at which updates all the hosts after the events. 
The function updateHosts() (belonging to World.java) then calls update() (belonging to 
DTNHost.java). The definition of this function can be seen in Figure 16.9.

There are two function calls worth mentioning that will also be elaborated upon – 
update() (belonging to SimpleBroadcastInterface.java) and this.router.update (specific to 
the settings of the router being used – ProphetRouter, EpidemicRouter, etc.). As the lat-
ter is specific to the type of routing being used it will be discussed in complete detail in 
Section 16.3. The former update() function of SimpleBroadcastInterface.java will also be 
discussed. The definition of this function is shown in Figure 16.10.

As can be seen, there are three main functions that are being called in this definition. 
The first is updateLocation() and it belongs to ConnectivityGrid.java. This function calls 
another function from the ConnectivityGrid.java Class called cellFromCoord(). First, it’s 
imperative to understand that the ONE makes the entire simulation area into a grid of 
cells to judge position, movement and proximity of the node to other nodes. The cell is the 
simplest and smallest indivisible unit of the grid. The function cellFromCoord() gives the 

FIGURE 16.7
Code snippet - runSim().

http://World.java
http://DTNHost.java
http://SimpleBroadcastInterface.java
http://this.router.update
http://SimpleBroadcastInterface.java
http://ConnectivityGrid.java
http://ConnectivityGrid.java
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FIGURE 16.8
Code snippet - update() of World.java.

FIGURE 16.9
Code snippet - update() of DTNHost.java.

http://World.java
http://DTNHost.java
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cell that the current node belongs to by using its current coordinates. Using this new cell 
value, the function updateLocation() updates the location to the current cell it belongs to. 
The next function being called by update() (of SimpleBroadcastInterface.java) is isWith-
inRange() which belongs to NetworkInterface.java. This function finds whether or not 
the connection is in range. If it is not, the disconnect() function which also belongs to 
NetworkInterface.java is called. The disconnect () function just calls connectionDown() of 
the DTNHost class to remove the current connection.

The next function that update() calls is getNearInterface() which belongs to 
ConnectivityGrid.java. The definition of this function can be seen in Figure 16.11. This 
function calls getNeighborCellsByCoord() which also belongs to ConnectivityGrid.java. 
This function makes another sub-call to getNeighborCells() which is also present in 
ConnectivityGrid.java. This finds all the neighboring interfaces which are the cells with 
rows and columns one unit in any direction from the current coordinates.

The neighboring interfaces are required for the connect() function of 
SimpleBroadcastInterface.java. This function calls another function called connect() 
which belongs to NetworkInterface.java. This creates connections with all the nearby 
interfaces that had been found earlier. The definition for the connect() function of 
SimpleBroadcastInterface.java is given in Figure 16.12.

FIGURE 16.10
Code snippet - update() of SimpleBroadcastInterface.java.

http://SimpleBroadcastInterface.java
http://NetworkInterface.java
http://NetworkInterface.java
http://ConnectivityGrid.java
http://ConnectivityGrid.java
http://ConnectivityGrid.java
http://SimpleBroadcastInterface.java
http://NetworkInterface.java
http://SimpleBroadcastInterface.java
http://SimpleBroadcastInterface.java
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Now that the updateHosts() function has been discussed, look back to the world.update() 
method in Figure 16.8, to observe that there is another important function called move-
Hosts() which also belongs to World.java. The definition of this function can be seen in 
Figure 16.13. It calls the move() function which further calls setNextWayPoint(). Both these 
functions belong to DTNHost.java. All these calls ensure that the next new destination is 
set for the node. The next point in the path is obtained using the RandomWayPoint move-
ment model which had been set in default_settings.txt under the common settings for all 
groups.

FIGURE 16.11
Code snippet - getNearInterfaces().

FIGURE 16.12
Code snippet - connect().

http://world.update(
http://World.java
http://DTNHost.java
http://default_settings.txt
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With this, Section 16.2 comes to an end. In the next section, the functions responsible 
for routing messages throughout the network will be discussed. After the basics covered 
in Section 16.2, it is important to understand the specifics of routing that will be covered 
in Section 16.3. The main reason for this is that most research related with developing 
new routing algorithms can be implemented by making changes or adding extensions 
to an existing router class like ProphetRouter, EpidemicRouter, SprayAndWaitRouter 
(Spyropoulos et al., 2005) or the base routing class ActiveRouter. Implementation of a new 
routing algorithm will be discussed in Section 16.4.

16.3  Existing Routing Protocol Implementations in ONE

Going back to what has been covered in the previous section, this.router.update() method 
depends on the router class being used. Also, the this.router.update() method was called 
at the end of update() (belonging to DTNHost.java). This update() method was itself called 
by updateHosts() which was one of the sub-calls of world.update(). The world.update() 
function was being called by runSim().

Now that it has been summarized from the previous section where the router.update() 
function is being called, one can move on to look at the definitions. Moreover, the Prophet 
routing protocol implemented in ProphetRouter.java will be covered. One can refer to the 
definition of update() method in ProphetRouter.java in Figure 16.14.

The first call is made to the update() method of its superclass, ActiveRouter. The code 
snippet for this can be seen in Figure 16.15 and will be discussed subsequently.

This method makes its first call to update() method of its superclass MessageRouter.
java. This update() method is used for updating the application layer and is not relevant 
to our discussions. Moving on, the next call is made to isMessageTransferred() in the loop 
to check whether the message has been transferred completely. The function isMessageT-
ransferred() first calls getRemainingByteCount(). The total bytes deciding the size of the 
message are set using the default_settings.txt file as had been shown in Section 16.1. These 
are specified in the Message Creation Settings which by default is specified as Event1.
size = 500 k, 1 M. This means that the message size will be randomly chosen to be between 
500 kB and 1 MB. Therefore, the getRemainingByteCount() function gives us how many 
bytes of the message remain to be transferred. When this value reaches 0, the message has 
been transferred completely. Thus, isMessageTransferred() returns True when getRemain-
ingByteCount() returns 0.

FIGURE 16.13
Code snippet - moveHosts().

http://this.router.update(
http://this.router.update(
http://DTNHost.java
http://world.update(
http://world.update(
http://router.update(
http://ProphetRouter.java
http://ProphetRouter.java
http://MessageRouter.java
http://MessageRouter.java
http://default_settings.txt
http://Event1.size = 500 k
http://Event1.size = 500 k
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ActiveRouter update() method calls another interesting function, getMessage(). It 
returns the message that is currently being transferred between the connection that has 
been set up. The basic logic is that if the message was supposed to be transferred as given 
by the value in isMessageTransferred() but getMessage() returned a null, then the transfer 
was aborted due to some other reason. Therefore, this message needs to be removed from 
the buffer. Hence, the removeCurrent boolean variable is set to True and eventually is used 
to check for removal of the message from the buffer and the removal of the connection. If 
removeCurrent is not set to True, it moves on to the next connection. The other important 
conditional statement in the definition in Figure 16.15 checks for whether the Time-To-Live 
(TTL) has expired or not and then drops messages by calling dropExpiredMessages().

Moving on from the update() method of ActiveRouter back to the update() method of 
ProphetRouter given in Figure 16.14. There are two functions – canStartTransfer() and 
isTransferring() which are being called. The canStartTransfer() function ensures that there 
is at least one message and a connection to ensure transmission. The isTransferring() func-
tion returns a boolean value depending on whether or not a transfer is happening at the 
current time.

The next important function is exchangeDeliverableMessages(). Here, this function 
requests to transfer all messages that are supposed to be delivered to this node from all the 
other nodes. The function stops this process as soon as a transfer is initiated. The function 
definition is given in Figure 16.16. Looking at the definition in Figure 16.16, it can be seen 
that exchangeDeliverableMessages() first gets a list of all the possible connections using 
getConnections() for the particular host. Then it creates a tuple of relevant messages and 
connections after shuffling them according to the current queue mode.

If this does not yield any transfers, the function requestDeliverableMessages() is called. 
The definition of this function is shown in Figure 16.17. It basically requests all other nodes 
in the present connections with the current node to transfer messages.

The last function in the update() method of ProphetRouter is called is tryOtherMes-
sages(). The definition of this function can be seen in Figure 16.18. The tryOtherMessages() 
function is what defines ProphetRouter. It first gets all the messages for this particular 
node. After all the initial checks, it then filters messages by checking whether the other 
node in the connection has a higher chance (probability) of delivering messages and then 
adds it to a list consisting of tuples of such messages and connections. This list is then 

FIGURE 16.14
Code snippet - update() of ProphetRouter.java.

http://ProphetRouter.java
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passed through the tryMessagesForConnected function to send them across. This is the 
process through which messages are routed through the network. Moreover, even though 
this process was covered for ProphetRouter, it remains much the same for the other rout-
ing protocols albeit with some minor changes. The reader is encouraged to read through 
the other implementations and understand them with the help of the concepts covered in 
this section. In the next section, a new routing algorithm based on EpidemicRouter will be 
implemented but with additional functionality.

FIGURE 16.15
Code snippet - update() of ActiveRouter.java.

http://ActiveRouter.java
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FIGURE 16.16
Code snippet - exchangeDeliverableMessages().

FIGURE 16.17
Code snippet - requestDeliverableMessages().
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16.4  Implementation of a New Routing Protocol from Scratch in ONE

As a part of this section, a new routing algorithm based on EpidemicRouter will be imple-
mented. The features of this protocol will be:

 1. A scoring mechanism for all nodes will be introduced.
 2. This scoring mechanism will be based on how often a node comes in contact with 

another node and a connection is made.
 3. Unlike EpidemicRouter where all possible connections are tried for all messages, 

this protocol will only try to transfer messages to connections where the other 
node in the connection has a higher score.

 4. The default score for every node will be 100 and for every next encounter it will be 
incremented by a value of 5.

FIGURE 16.18
Code snippet - tryOtherMessages().



298    Opportunistic Networks

This new routing protocol will be called EpidemicRouterWithScore. After writ-
ing the protocol code, reports will be taken with both EpidemicRouterWithScore and 
EpidemicRouter. Upon examination, it will be seen how a simple addition such as the 
scoring mechanism gives quite an increase in delivery probability.

For creating a new Java file with the name EpidemicRouterWithScore, the first step is to 
import all the relevant Java packages.

After this, most of the functionality provided by the ActiveRouter class will be intelligently 
used as it will make writing new functionalities much easier. One could also have opted 
for using EpidemicRouter but the epidemic routing protocol doesn’t have many features 
that cannot be re-written. The code will be made simpler by just extending ActiveRouter. 
Moreover, since there is a need for the router class to have a score attribute for the scoring 
mechanism a HashMap will be declared that will be able to keep the score for a particular 
node. These steps can be seen in Figure 16.19. Next, the constructors will be written. These 
are almost identical to the EpidemicRouter Class except for the fact that the score will have 
to be declared as a new HashMap. The code for this step can be seen in Figure 16.20.

Now, the function that will describe the scoring mechanism has to be written. For this, 
the changedConnection function of ActiveRouter will be overridden to add the scoring 
functionality to it. It will first be checked when the connection is made. When a connection 
is made it will be first seen if the other node in the connection already has a score value 
from a previous encounter. If so, its score is increased by 5. Otherwise, if it is establishing a 
connection for the first time (first contact) it will be given the default score of 100 and then 
the score is increased by 5, since it came in contact with another node. The code for achiev-
ing this is fairly straightforward to implement and can be seen in Figure 16.21. The con.
getOtherNode(getHost()).getAddress() function gives us the address for the other node in 
the connection. First con.getOtherNode(getHost()) gives us the other node in the connec-
tion of the DTNHost class. Then the getAddress() method of DTNHost is called to get its 
integer address. The rest of the code can be understood via the explanation provided above.

The next step in writing the protocol is to write the update() method that was discussed 
in detail in the previous section. Here most of the nodes will have their messages tried 
after establishing connections. This method will be almost identical to the EpidemicRouter 

FIGURE 16.19
Extending ActiveRouter class.

FIGURE 16.20
Writing constructors for EpidemicRouterWithScore.

http://con.getOtherNode(getHost(
http://con.getOtherNode(getHost(
http://con.getOtherNode(getHost(
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update() method but for one difference. Instead of specifying tryAllMessagesToAllCon-
nections (a function belonging to ActiveRouter) as the last function call, a new function 
called tryAllMessagesToAllConnectionsWithGreaterScore will be specified. The definition 
of this function has to be written in the code to give it the functionality which is desired – 
which is to allow for sending messages to only those nodes in the connection that have a 
greater score than the host node. The update() method can be seen in Figure 16.22.

Just before writing the code for tryAllMessagestoAllConnectionsWithGreaterScore 
another function will be written. To make it easier to get the score for a current node, a get-
ter function called getCurrentScore is written which will take the node’s address and give 
its score value. The code for this function can be seen in Figure 16.23.

Now we will write the code for tryAllMessagesToAllConnectionsWithGreaterScore. The 
definition of this function can be seen in Figure 16.24. Each line of code will be explained 
for better understanding.

First, a new empty list is created that will later be populated with connections in which 
the other node has a greater score than the current node. This list is called connection-
sWithGreaterScore. Then, a list of all the connections can be acquired using the getCon-
nections() function. Like the function tryAllMessagesToAllConnections we will first check 
whether these connections are empty or not and whether they have any messages. After 

FIGURE 16.21
Writing the changedConnection() function.

FIGURE 16.22
Writing the update() method for EpidemicRouterWithScore.
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this is done, all messages are compiled into a list. Now the routing based on the scor-
ing mechanism will be implemented. It iterates over all possible connections one by one. 
For each connection, the address of the other node in the connection is extracted. Then 
the EpidemicRouterWithScore object for the other node is created to be able to call the 
getter function to get its score. The getter function getCurrentScore is then used to do 
the comparison and if the other node has a greater score, the connection is added to the 
originally empty list connectionsWithGreaterScore. At the end of this, tryMessagesToCon-
nections is called and all the messages and connectionsWithGreaterScore are passed to it. 
In EpidemicRouter this function would have called tryMessagesToConnections but would 
have passed all the connections and messages without doing any comparisons.

The implementation is nearly finished. Only the replicate method is to be defined so that 
every time a node gets the EpidemicRouterWithScore Class object it does not retain any 
past history from a previous call. This replicate method is very common and is present in 
the EpidemicRouter implementation as well. The replicate function for the implementation 
can be seen in Figure 16.25.

FIGURE 16.23
Writing the getCurrentScore() function.

FIGURE 16.24
Writing the tryAllMessagesToAllConnectionsWithGreaterScore() function.
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The code for the scoring-based EpidemicRouter routing protocol is now complete. First, 
without using the protocol and just running the default simulation with EpidemicRouter, 
the default_scenario_MessageStatsReport.txt is examined in the reports directory. This 
can be seen in Figure 16.26. Out of 1463 messages created, only 350 were delivered leading 
to a delivery probability of 23.92%.

Now the protocol will be simulated. To do this, the group settings common to all the 
groups in default_settings.txt will be changed. This can be seen done in Figure 16.27. 
The router will be specified as EpidemicRouterWithScore (corresponding to the proto-
col’s class name) without changing any other settings. Again the simulation is run using 
Netbeans IDE and we wait to examine the results. After the completion of the simula-
tion default_scenario_MessageStatsReport.txt is checked in the reports directory. This is 
shown in Figure 16.28. We can see much better results! Out of the 1463 messages created 

FIGURE 16.25
Writing the replicate() method.

FIGURE 16.26
Results for EpidemicRouter.

http://default_scenario_MessageStatsReport.txt
http://default_settings.txt
http://default_scenario_MessageStatsReport.txt
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FIGURE 16.27
Selecting router as EpidemicRouterWithScore.

FIGURE 16.28
Results for EpidemicRouterWithScore.
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just like before, 518 were successfully delivered. This increased the delivery probability 
to 35.41%, which is more than a 10% increase. Such a simple change and addition to the 
EpidemicRouter protocol was able to give much better results.

16.5  Conclusion

This tutorial on development using the ONE simulator, started off with the basics – cover-
ing how to add or change parameters in the configuration file and the way routing proto-
cols are implemented in the ONE. Lastly, using all this knowledge, a new routing protocol 
was implemented from scratch which outperformed EpidemicRouter. This chapter served 
the purpose of helping researchers get familiar with the ONE. There is much more to 
explore in the ONE simulator, including using real-world mobility traces and data to writ-
ing tests using JUnit which are left to the reader.
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