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PREFACE 

We are experiencing a major growth in the use of computer-based decision support. 
Major companies such as IBM, Oracle, and Microsoft are creating new organizational 
units focused on analytics to help businesses get more effectiveness and efficiency out of 
their operations. As more and more decision makers become computer and Web literate, 
they are using more computerized tools to support their work. At the same time, con­
sumers and organizations are generating unprecedented quantities of data through their 
interactions with each other. These data stores can be used to develop and promote 
appropriate products, se1vices, and promotion to customers, and to optimize operations 
within an organization. 

The purpose of this book is to introduce the reader to technologies called business 
intelligence. In some circles, bus'iness 'intell'igence (BI) is also referred to as bus'iness 
analytics. We use these terms interchangeably. This book presents the fundamentals of the 
techniques and the manner in which these systems are constructed and used. 

Most of the improvements made in this second edition concentrate on three areas: 
data mining, text and Web mining, and implementation and emerging technologies. Despite 
the many changes, we have preserved the comprehensiveness and user-friendliness that 
have made the text a market leader. Finally, we present accurate and updated material that 
is not available in any other text. 

We will first describe the changes in the second edition and then expand on the 
objectives and coverage. 

WHAT'S NEW IN THE SECOND EDITION? 

With the goal of improving the text, this second edition makes several enhancements to 
the first edition. The new edition has many timely additions, and dated content has been 
deleted. The following major specific changes have been made: 

•Totally Revised 01· New Chapters. Chapter 5, "Text and Web Mining" (a totally 
revised chapter), explores two of the most popular business analytics tools in a com­
prehensive yet easy-to-understand way. This chapter provides a wide variety of 
Application Cases to make the subject interesting and appealing to the intended 
audience. Chapter 6, "Business Intelligence Implementation, Integration, and 
Emerging Trends" is a new chapter that examines several new phenomena that are 
already changing or likely to change BI technologies and practices-Radio 
Frequency Identification (RFID), cloud computing, social networking, Web 2.0, virtual 
worlds, and so on. The important topic of BI implementation and the strategy of 
using on-demand computing have been added to this chapter. It also updates coverage 
on individual/organizational/societal impacts of computerized decision support. 

• Streamlined Coverage. We have made the book sho1ter by deleting the prefor­
matted online content, but we have retained the most commonly used content. We 
will use a Web site to provide updated content and linl{S on a regular basis. We have 
reduced the number of references in each chapter. Moreover, we have streamlined 
the introduct01y coverage of BI and data mining in Chapter 1. This ove1view can pre­
pare a student to begin thinl{ing about a term project (should the instructor require it) 
right from the beginning of the term. We have also deleted the chapter that was avail­
able online and incorporated some of its content into this edition. 

xv 
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• New Author Team. This edition includes one new author and an expanded role 
for an author from the last edition. Building on the excellent content prepared by 
the authors of the previous edition (Turban, Sharda, Aronson, and King), Ramesh 
Sharda and Dursun Deleo primarily revised this edition. Both Ramesh and Dursun 
have worked extensively in decision support system (DSS) and data mining areas 
and have indust1y as well as research experience. 

• New Figures for PowerPoi1lts. Although the figures in the print edition have 
been retained from the previous edition and new figures have been added for new 
content, all the figures have been redrawn in color and are available through the 
online image libra1y for use in PowerPoint presentations. 

•A Live Update Web Site. Adopters of this textbook will have access to a Web site 
that will include links to news stories, software, tutorials, and even YouTube videos 
related to topics covered in the book. 

•Revised a11d Updated Co11te11t. All of the chapters have new opening vignettes 
and closing cases. These are based upon recent real application stories and events. 
In addition, Application Cases throughout the book have been updated to include 
recent examples of applications of a specific technique/ model. New Web site links 
have been added throughout the book. We have deleted many older product links 
and references. Finally, most chapters have new exercises, Internet assignments, 
and discussion questions. 

Other specific changes made to the second edition are summarized below: 

• Chapter 1 includes new opening and closing cases as well as new and streamlined 
material within the chapter. 

• Chapter 2 includes new material on data warehousing. It includes greater coverage 
of online analytical processing (OLAP) and multidimensional data modeling. 
A hands-on scripted demo of MicroStrategy software has been added. In addition, 
we have streamlined the sections on architectures and implementation issues . 
Finally, a section on the future of data warehousing has been included. 

• Chapter 3 is a new chapter combining material from multiple chapters in the previ­
ous edition. Besides streamlining and updating the coverage through a new open­
ing vignette, a new closing case, and discussions throughout, it includes new sec­
tions on key performance indicators (KPis) and operational metrics, Lean Six 
Sigma, data visualization, and a section on business process management (BPM) 
architecture . 

• Chapter 4 presents an in-depth, comprehensive coverage of data mining. The pres­
entation of the material in this chapter follows a methodical approach resembling 
the standardized data mining project process. Compared to the corresponding 
chapter in the last edition, this chapter has been entirely rewritten to make it an 
easy-to-use digest of information for data mining. Specifically, it excludes text and 
Web mining (which are covered in a separate chapter) and significantly expands 
on the data mining methods and methodologies. It also provides detailed coverage 
on artificial neural networks and their use in managerial decision making. The 
most popular artificial neural network (ANN) architectures are described in detail; 
their differences as well as their uses for different types of decision problems are 
explained. A new section on the explanation of ANN models via sensitivity analy­
sis has been added to this chapter. 

• Chapters 5 and 6, as described earlier, are mostly new chapters . 

We have retained many good things from the last edition and updated the content. 
These are summarized below: 

• Links to Teradata University Network (TUN). Most chapters include links to 
TUN (teradatauniversitynetwork.com). The student side of the Teradata site 
(Teradata Student Network [TSN]; teradatastudentnetwork.com) mainly includes 
assignments for students. A visit to TSN allows students to read cases, view Web sem­
inars, answer questions, search materials, and more. 

• Fewer Boxes, Better Organiz ed. We have reduced the number of boxes by 
more than 50 percent. Important material has been incorporated into the text. Now 
there are two boxes: Application Cases and Technology Insights. 

• Software Support. The TUN Web site provides software support at no charge. It 
also provides links to free data mining and other software. In addition, the site pro­
vides exercises in the use of such software. Our book's Web site includes links for 
additional software. 

OBJECTIVES AND COVERAGE 

Organizations can now easily use intranets and the Internet to deliver high-value 
performance-analysis applications to decision makers around the world . Corporations 
regularly develop distributed systems, intranets, and extranets that enable easy access 
to data stored in multiple locations , collaboration, and communication worldwide. 
Various information systems applications are integrated with one another and/ or with 
other Web-based systems . Some integration even transcends organizational boundaries. 
Managers can make better decisions because they have more accurate information at 
their fingertips. 

Today's decision support tools utilize the Web for their analysis, and they use graph­
ical user interfaces that allow decision makers to flexibly, efficiently, and easily view and 
process data and models by using familiar Web browsers. The easy-to-use and readily 
available capabilities of enterprise information, knowledge, and other advanced systems 
have migrated to the PC and personal digital assistants (PDAs). Managers communicate 
with computers and the Web by using a variety of handheld wireless devices , including 
mobile phones and PDAs. These devices enable managers to access important informa­
tion and useful tools, communicate, and collaborate. Data warehouses and their analyti­
cal tools (e.g., OLAP, data mining) dramatically enhance information access and analysis 
across organizational boundaries. 

This book is designed as a textbook for a BI course as well as a supporting text for 
courses such as introduction to MIS or business strategy. It may supplement an MBA tech­
nology management course as well, or a course in an MS in MIS program that has a man­
agerial focus. Another objective is to provide practicing managers with the foundations 
and applications of BI, knowledge management, data mining, and other intelligent 
systems. 

The theme of this revised edition is BI and business analytics for enterprise decision 
suppo1t. In addition to traditional BI applications, this edition expands the reader's under­
standing of the world of the Web by providing examples, products, services, and exercises 
and by discussing Web-related issues throughout the text. We highlight Web intelligence/ 
Web analytics, which parallel BI/ business analytics (BA) for e-commerce and other Web 
applications. The book is supported by a Web site (pearsonhighered.com/turban) that 
provides some online files. We will also provide linl<:s to many software tutorials through a 
special section of the Web site. 
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FEATURES 

•Managerial Orientation. Business intelligence can be approached from two 
major viewpoints: technological and managerial. This text takes the second 
approach. Most of the presentations are about BI applications and implementation. 
However, we do recognize the importance of the technology; therefore , we pres­
ent the essentials of technology in each chapter as applicable. We will also provide 
some detailed technology material in the tutorials through a blog site linked to the 
book's Web site . 

• Real-World Orientation. Extensive, vivid examples from large corporations, 
small businesses, and government and not-for-profit agencies from all over the 
world make concepts come alive. These examples show students the capabilities of 
BI, its cost and justification, and the innovative ways real corporations are using BI 
in their operations. 

•The Teradata University Network (TUN) Con11ectio11. The TUN is a free 
learning portal sponsored by Teradata, a division of NCR, whose objective is to help 
faculty learn, teach, communicate, and collaborate with others in the field of BI. 
Several hundred universities and faculty participate in and use TUN. Teradata also 
supports a student portal (te1·adatastudentnetwork.com) that contains a consider­
able amount of learning resources, such as cases, Web seminars, tutorials, exercises, 
and links to sources. Our text is interconnected with TUN mainly via the various as­
signments in all chapters offered to students through the portal. 

• Most Curre11t Topics. The book presents the most current topics relating to BI, 
as evidenced by the many 2008 and 2009 citations. 

• I11tegrated Systems. In contrast to other books that highlight isolated Internet­
based BI systems, we emphasize those systems that support the enterprise and its 
many users. 

• Global Perspective. The importance of global competition, partnerships, and 
trade is increasing rapidly; therefore, international examples are provided through­
out the book. 

• 011li11e Co11tent. Files are available online to supplement text material. These 
include data files for homework assignments and links to many reports, videos, and 
software. 

• User-Frie11dliness. While covering all major BI topics, this book is clear, simple, 
and well organized. It provides all the basic definitions of terms as well as logical con­
ceptual support. Furthermore, the book is easy to understand and is full of interesting 
real-world examples that keep readers' interest at a high level. Relevant review ques­
tions are provided at the end of each section, so the reader can pause to review and 
digest the new material. 

THE SUPPLEMENT PACKAGE: PEARSONHIGHERED.COM/TURBAN 

A comprehensive and flexible technology-support package is available to enhance the 
teaching and learning experience . The following instructor supplements are available on 
the book's Web site, pearsonhighered.com/tu1·ban: 

• Instructor's Ma11uaL The Instructor's Manual includes learning objectives for the 
entire course and for each chapter, answers to the questions and exercises at the 
end of each chapter, and teaching suggestions (including instructions for projects). 

• PowerPoi11t Slides. PowerPoint slides are available that illuminate and build on 
key concepts in the text. 

• Test Item File and TestGen Software. The Test Item File is a comprehensive 
collection of true/ false , multiple-choice, fill-in-the-blank, and essay questions . The 
questions are rated by difficulty level , and the answers are referenced by book 
page number. The Test Item File is available in Microsoft Word format and in the 
computerized form of Pearson TestGen. TestGen is a comprehensive suite of tools 
for testing and assessment. It allows instructors to easily create and distribute tests 
for their courses, either by printing and distributing through traditional methods or 
by online clelive1y via a local area network (LAN) server. TestGen features wizards 
that assist in moving through the program, and the software is backed with full 
technical support. 

•Materials for Your Online Course. Pearson Prentice Hall supports our adopters 
using online courses by providing files ready for upload into Blackboard course 
management systems for testing, quizzing, and other supplements. Please contact 
your local Pearson representative for further information on your particular course. 
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BUSINESS INTELLIGENCE 

A MANAGERIAL APPROACH 

This book deals with a collection of computer technologies that support managerial deci­
sion making by providing information on internal and external aspects of operations. 
These technologies have had a profound impact on corporate strategy, performance, and 
competitiveness. These technologies are collectively known as business intelligence. 



CHAPTER 

Introduction to Business 
Intelligence 

LEARNING OBJECTIVES 

• Understand today's turbulent business 
environment and describe how 
organizations survive and even excel in 
such an environment (solving problems 
and exploiting opportunities) 

• Understand the need for computerized 
support of managerial decision making 

• Describe the business intelligence (BI) 
methodology and concepts and relate 
them to decision support system (DSS) 

• Understand the major issues in 
implementing Business Intelligence 

The business environment (climate) is constantly changing, and it is becoming more 
and more complex. Organizations, private and public, are under pressures that 
force them to respond quickly to changing conditions and to be innovative in the 

way they operate. Such activities require organizations to be agile and to make frequent 
and quick strategic, tactical, and operational decisions, some of which are ve1y complex. 
Making such decisions may require considerable amounts of relevant data, information, 
and knowledge. Processing these, in the framework of the needed decisions, must be 
done quickly, frequently in real time, and usually requires some computerized support. 

This book is about using business intelligence as computerized support for manage­
rial decision making. It concentrates both on the theoretical and conceptual foundations 
of business intelligence for decision support, as well as on the commercial tools and tech­
niques that are available. This introducto1y chapter provides more details of these topics 
as well as an overview of the book. This chapter has the following sections: 

Opening Vignette: Norfolk Southern Uses Business Inte lligence for Decision 
Support to Reach Success 4 

1.1 Changing Business Environments and Computerized Decision Support 6 

1.2 A Framework for Business Intelligence (BI) 8 

1.3 Intelligence Creation and Use and BI Governance 16 
1.4 Transaction Processing versus Analytic Processing 17 

1.5 Successful BI Implementation 18 
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1.6 Major Tools and Techniques of Business Intelligence 21 

1. 7 Plan of the Book 22 

1.8 Resources, Links , and the Teradata University Network Connection 23 

OPENING VIGNETTE: Norfolk Southern Uses Business 
Intelligence for Decision Support to Reach Success 
There are four large freight railroads in the United States, and Norfolk Southern is one of 
them. Each clay, the company moves approximately 500 freight trains across 21,000 route 
miles in 22 eastern states, the District of Columbia, and Ontario, Canada . Norfolk 
Southern manages more than $26 billion in assets and employs over 30,000 people. 

For more than a centu1y, the railroad inclust1y was heavily regulated, and Norfolk 
Southern and its predecessor railroads made money by managing their costs. Managers 
focused on optimizing the use of railcars to get the most production out of their fixed 
assets. Then, in 1980, the inclust1y was partially deregulated, which opened up opportu­
nities for mergers and allowed companies to charge rates based on service and enter into 
contracts with customers. On-time delivery became an important factor in the inclust1y. 

Over time, Norfolk Southern responded to these industry changes by becoming a 
"scheduled railroad." This meant that the company would develop a fixed set of train 
schedules and a fixed set of connections for cars to go between trains and yards. In this 
way, managers could predict when they could get a shipment to a customer. 

Norfolk Southern has always used a variety of sophisticated systems to run its busi­
ness. Becoming a scheduled railroad, however, required new systems that would first use 
statistical models to determine the best routes and connections to optimize railroad per­
formance and then apply the models to create the plan that would actually run the rail­
road operations. These new systems were called TOP, short for Thoroughbred Operating 
Plan; TOP was deployed in 2002 . 

Norfolk Southern realized that it was not enough to run the railroad using TOP, it 
also had to monitor and measure its performance aga inst the TOP plan. Norfolk 
Southern's numerous systems generate millions of records about freight records, railcars, 
train Global Positioning System (GPS) information, train fuel levels, revenue infor­
mation, crew management, and historical tracking records . Unfortunately, the company 
was not able to simply tap into this data without risking significant impact on the systems' 
performance. 

Back in 1995, the company invested in a 1-terabyte Teradata data warehouse, which 
is a central repository of historical data. It is organized in such a way that the data are 
easy to access (using a Web browser) and can be manipulated for decision support. The 
warehouse data come from the systems that run the company (i.e., source systems), and 
once the data are moved from the source systems to the warehouse , users can access 
and use the data without risk of impacting operations. 

In 2002, the data warehouse became a critical component of TOP. Norfolk Southern 
built a TOP dashboard application that pulls data from the data warehouse and then 
graphically depicts actual performance against the trip plan for both train performance 
and connection performance. The application uses visualization technology so that field 
managers can more easily interpret the large volumes of data (e.g., there were 160,000 
weekly connections across the network). The number of missed connections has 
decreased by 60 percent since the application was implemented. And, in the past 5 years, 
railcar cycle time has decreased by an entire clay, which translates into millions of dollars 
in annual savings . 
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Norfolk Southern has an enterprise data warehouse (ED\'V), which means that once 
data are placed in the warehouse, the data are available across the company, not just for a 
single application. Although train and connection performance data are used for the TOP 
application, the company has been able to leverage that data for all kinds of other purposes. 
For example, the marketing department has developed an application ca lled accessNS, 
which was built for Norfolk Southern customers who want visibility into Norfolk Southern's 
extensive transportation network. Customers want to know where their shipments are 
"right now"-ancl at times, they want historical information: Where did my shipment come 
from? How long did it take to arrive? What were the problems along the route? 

AccessNS allows more than 14,500 users from 8,000 customer organiza tions to log 
in and access predefined and custom reports about their accounts at any time. Users can 
access current data , which are updated hourly, or they can look at data from the past 
3 years. AccessNS provides alerting and Really Simple Syndication (RSS) feed capabilities; 
in fact, 4,500 reports are pushed to users daily. The self-service nature of accessNS has 
allowed Norfolk Southern to give customers what they want and also to reduce the num­
ber of people needed for customer service . In fact, w ithout accessNS , it would take 
approximately 47 people to support the current level of customer reporting. 

Departments across the company-from engineering and strategic planning to cost 
and human resources-use the EI:5W. One interesting internal application was developed 
by human resources. Recently , the department needed to determine where to locate its 
field offices in order to best meet the needs of Norfolk Southern's 30,000+ employees. By 
combining employee demographic data (e.g., zip codes) with geospatial data traditionally 
used by the engineering group, human resources was able to visually map out the 
eri.1ployee population density, making it much easier to optimize se1vices offices locations. 

Today, the Norfolk Southern data warehouse has grown to a 6-terabyte system that 
manages an extensive amount of information about the company's vast network of rail­
roads and shipping services. Norfolk Southern uses the data warehouse to ana lyze trends, 
develop forecasting schedules, archive records , and facilitate customer self-se1vice. The 
data warehouse provides information to over 3,000 employees and over 14,000 external 
customers and stakeholders. 

Norfolk Southern was the first railroad to offer self-service BI, and its innovation is 
setting an example that other railroads have followed. The company was also one of the 
first railroads to provide a large variety of historical data to external customers. 

QUESTIONS FOR THE OPENING VIGNETTE 

1. How are information systems used at Norfolk Southern to support decision making? 

2. What type of information is accessible through the visualization applications? 

3. What type of information support is provided through accessNS? 

4. How does Norfolk Southern use the data warehouse for human resource 
applications? 

5. Can the same data warehouse be used for BI and optimization applications? 

WHAT WE CAN LEARN FROM THIS VIGNETTE 

This vignette shows that data warehousing technologies can offer a player, even in a 
mature industry, the ability to attain competitive advantage by squeezing additional effi­
ciency from its operations. Indeed, in many cases, this may be the major frontier to 
explore. Getting more out of a company's assets requires more timely and detailed under­
standing of its operations, and the abil ity to use that information to make better decisions. 
We will see many examples of such applications throughout this book. 
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Additional resources about this vignette are ava ilable on the Teradata University 
Network (TUN), which is described later in the chapter. These include other papers and 
a podcast titled "Norfolk Southern Uses Teradata Warehouse to Support a Scheduled 
Railroad. " 

Source: Contributed by Professors Barbara Wixom (University of Virginia) , Hugh Watson (University of Georgia; 
2005), and Jeff Hoffer (University of Dayton). 

1.1 CHANGING BUSINESS ENVIRONMENTS AND COMPUTERIZED 
DECISION SUPPORT 

The opening vignette illustrates how a global company excels in a mature but competi­
tive market. Companies are moving aggressively to computerized support of their opera­
tions. To understand why companies are embracing computerized support, including BI, 
we developed a model called the Business Pressures-Responses-Support Model, which is 
shown in Figure 1.1. 

The Business Pressures-Responses-Support Model 

The Business Pressures-Responses-Support Model, as its name indicates, has three 
components: business pressures that result from today's business climate, responses 
(actions taken) by companies to counter the pressures (or to take advantage of the 
opportunities available in the environment) , and computerized support that facilitates 
the monitoring of the environment and enhances the response actions taken by 
organizations. 

THE BUSINESS ENVIRONMENT The environment in which organizations operate today is 
becoming more and more complex. This complexity creates opportunities on the one 
hand and problems on the other. Take globalization as an example. Today, you can eas­
ily find suppliers and customers in many countries, which means you can buy cheaper 
materials and sell more of your products and se1v ices; great opportunities exist. However, 

Decisions and 
Support 

Organization 

Business Responses Analyses 

Environmental Factors Predictions 
Strategy r 

Decisions 
Globalization Partners' collaboration 

Customer demand 
Pressures 

Real-time response i i i ~ 

Government regulations Agility Integrated 
Market conditions Opportunities Increased productivity computerized 
Competition New vendors decision 
Etc. New business models support 

Etc. 
Business 

intelligence 

FIGURE 1.1 The Business Pressures-Responses-Support Model. 
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TABLE 1.1 Business Environment Factors that Create Pressures on Organizations 

Factor Description 

Markets Strong competition 

Expanding global markets 

Consumer demands 

Technology 

Societal 

Booming electronic markets on the Internet 

Innovative marketing methods 

Opportunities for outsourcing with Information Technology (IT) support 

Need for real-time, on-demand transactions 

Desire for customization 

Desire for quality, diversity of products, and speed of delivery 

Customers getting powerful and less loyal 

More innovations, new products, and new services 

Increasing obsolescence rate 

Increasing information overload 

Social networking, Web 2.0 and beyond 

Growing government regulations and deregulation 

Workforce more diversified, older, and composed of more women 

Prime concerns of homeland security and terrorist attacks 

Necessity of Sarbanes-Oxley Act and other reporting-related legislation 

Increasing socia l responsibility of companies 

Greater emphasis on sustainability 

globalization also means more and stronger competitors. Business environment factors 
can be divided into four major categories: markets, consumer demands, technology, and 
societal. These categories are summarized in Table 1.1. 

Note that the intensity of most of these factors increases with time, leading to more 
pressures, more competition, and so on . In addition, organizations and departments 
within organizations face decreased budgets and amplified pressures from top managers 
to increase performance and profit. In this kind of environment, managers must respond 
quic;kly, innovate, and be agile . Let's see how they do it. 

ORGANIZATIONAL RESPONSES: BE REACTIVE, ANTICIPATIVE, ADAPTIVE, AND 
PROACTIVE Both private and public organizations are aware of today's business envi­
ronment and pressures. They use different actions to counter the pressures. Vodafone 
New Zealand Ltd (Krivda, 2008), for example , turned to BI to improve communication 
and to support executives in its effort to retain existing customers and increase revenue 
from these customers (see End of Chapter Application Case). Managers may take other 
actions, including the following: 

Employ strategic planning 

Use new and innovative business models 

Restructure business processes 

Participate in business alliances 

Improve corporate information systems 

Improve partnership relationships 
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Encourage innovation and creativity 

Improve customer service and relationships 

Move to electronic commerce (e-commerce) 

Move to make-to-order production and on-demand manufacturing and se1vices 

Use new IT to improve communication, data access (discovery of information), and 
collaboration 

Respond quickly to competitors' actions (e.g., in pricing, promotions, new products 
and services) 

Automate many tasks of white-collar employees 

Automate certain decision processes, especially those dealing with customers 

Improve decision making by employing analytics 

Many, if not all, of these actions require some computerized support. These and 
other response actions are frequently facilitated by computerized DSS. 

CLOSING THE STRATEGY GAP One of the major objectives of computerized decision sup­
port is to facilitate closing the gap b~tween the current performance of an organization 
and its desired performance, as expressed in its mission, objectives, and goals, and the 
strategy to achieve them. In order to understand why computerized support is needed 
and how it is provided, let us review the framework for business intelligence and its use 
in decision support. 

SECTION 1.1 REVIEW QUESTIONS 

1. List the components of and expla in the Business Pressures-Responses-Support 
Model. 

2. What are some of the major factors in today's business environment? 

3. What are some of the major response activities that organizations take? 

1.2 A FRAMEWORK FOR BUSINESS INTELLIGENCE (Bl) 

Decision support concepts have been implemented incrementally , under different 
names, by many vendors who have created tools and methodologies for decision 
support. As the enterprise-wide systems grew, managers were able to access user­
friendly reports that enabled them to make decisions quickly. These systems, which 
were generally ca lled executive information systems (EIS), then began to offer addi­
tional visualization, ale rts , and performance measurement capab ilities. By 2006, the 
major commercial products and services appeared under the umbrella term business 
intelligence (BI). 

Definitions of Bl 

Business intelligence (Bl) is an umbrella term that combines architectures, tools, 
databases, ana lytical tools, applications, and methodologies. It is a content-free ex­
pression, so it means different things to different people. Part of the confusion about BI 
lies in the flurry of acronyms and buzzwords that are associated with it (e.g., business 
performance management [BPM]). Bl's major objective is to enable interactive access 
(sometimes in real time) to data, to enable manipulation of data , and to give business 
managers and ana lysts the ability to conduct appropriate ana lysis. By ana lyzing histori­
cal and current data, situations, and performances, decision makers get va luable 
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insights that enable them to make more informed and better decisions. The process of 
BI is based on the transformation of data to information, then to decisions, and finally 
to actions . 

A Brief History of Bl 

The term Bl was coined by the Gartner Group in the mid-1990s. However, the concept is 
much older; it has its roots in the Management Information Systems (MIS) reporting 
systems of the 1970s. During that period, reporting systems were static and two­
dimensional and had no analytica l capabi lities. In the early 1980s, the concept of 
executive information systems (EIS) emerged. This concept expanded the computerized 
support to top-level managers and executives. Some of the capabilities introduced were 
dynamic multidimensional (ad hoc or on-demand) reporting, forecasting and prediction, 
trend analysis , drill down to details, status access, and critical success factors (CSFs). 
These features appeared in dozens of commercial products until the mid-1990s . Then 
the same capabilities and some new ones appeared under the name BI. Today, a good 
BI-based enterprise information system contains all the information executives need. So, 
the origina l concept of EIS was transformed into BI. By 2005, BI systems started to 
include artificial intelligence capabilities as well as powerful analytical capabilities. 
Figure 1.2 illustrates the various tools and techniques that may be included in a BI system. 
It illustrates the evolution of BI as well. The tools shown in Figure 1.2 provide the 
capabilities of BI. The most sophisticated BI products include most of these capabilities; 
others specialize in only some of them. We will study several of these capabilities in more 
detail in Chapters 2 through 6. 
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FIGURE 1.2 Evolution of Bl. 

Predictive 
analytics 

Data marts 

Business 
intelligence , 

Broadcasting 
tools 

DSS 

Spreadsheets 
(MS Excel] 

Portals 

9 



10 Chapter 1 • Introduction to Business Intelligence 

The Architecture of Bl 

A BI system has four major components: a data warehouse, with its source data; business 
analytics, a collection of tools for manipulating, mining, and analyzing the data in the 
data warehouse; business pe1formance management (BPM) for monitoring and analyzing 
performance; and a user inte1face (e.g., a dashboard). The relationship among these com­
ponents is illustrated in Figure 1.3. We will discuss these in detail in Chapters 2 through 6. 

Notice that the data warehousing environment is mainly the responsibility of tech­
nical staff, whereas the analytical environment (also known as business analytics) is the 
realm of business users . Any user can connect to the system via the user interface, such 
as a browser. Top managers may also use the BPM component and also a dashboard . 
Some business analytics and user interface tools are introduced briefly in Section 1.7 
and in Chapters 4 and 5. 

DATA WAREHOUSING The data warehouse and its variants are the cornerstone of any 
medium-to-large BI system. Originally, the data warehouse included only historical data 

· that were organized and summarized, so end users could easily view or manipulate data 
and information. Today, some data warehouses include current data as well, so they can 
provide real-time decision support (see Chapter 2). 

BUSINESS ANALYTICS End users can work with the data and information in a data ware­
house by using a variety of tools and techniques. These tools and techniques fit into two . 
major categories: 

1. Reports and queries. Business analytics include static and dynamic reporting, 
all types of queries, discove1y of information, multidimensional view, drill down to 
details, and so on. These are presented in Chapter 3. These reports are also related 
to BPM (introduced next) . 

2. Data, text, and Web mining and other sophisticated mathematical and 
statistical tools. Data mining (described further in Chapters 2 through 6) is a 
process of searching for unknown relationships or information in large databases 
or data warehouses, using intelligent tools such as neural computing, predictive 
analytics techniques, or advanced statistical methods (see Chapter 4). As 
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FIGURE 1.3 A High-Level Architecture of Bl. Source: Based on W. Eckerson, Smart Companies 

in the 21st Century: The Secrets of Creating Successful Business Intelligent Solutions. The Data 

Warehousing Institute, Seattle, WA. 2003, p. 32, Illustration 5. 
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discussed further in Chapter 5, mining can be done on Web or textual data as well. 
Two examples of useful applications of data mining follow: 

EXAMPLE 1 

Forecasting success of new products or services is a challenge for any business. Especially 
difficult is the problem of estimating revenue from entertainment products such as movies, 
music, and so on. Epagogix specializes in predicting success of movies based on a detailed 
analysis of movie scripts. As reported by Davenport and Harris (2009), it predicted a paltry 
$7 million gross for Lucky You in 2007 even though the film included major star power and 
a major director and cost $50 million to make. The film earned only $6 million. Models 
based on preferences and recommendations are used by other vendors such as Netflix to 
predict which movies/ music will sell better. (We will see another application of data min­
ing in prediction of box office success of movies , based on our research in Chapter 4.) 

EXAMPLE 2 

National Australia Bank uses data mining to aid its predictive marketing. The tools are 
used to extract and analyze data stored in the bank's Oracle database. Specific applica­
tions focus on assessing how competitors' initiatives are affecting the bank's bottom line. 
The data mining tools are used to generate market analysis models from historical data. 
The bank considers initiatives to be crucial to maintaining an edge in the increasingly 
competitive financial services marketplace. 

Application Case 1.1 describes an application of another BI technique for data 
mining-cluster analysis. 

Application Case 1.1 
Location, Location, Location 

Hoyt Highland Partners is a marketing intelligence 
firm that assists health care providers with growing 
their patient base. The firm also helps determine the 
best locations for the health care providers' practices. 
Hoyt Highland was working with an urgent care 
clinic client. The urgent care clinic faced increased 
competition from other urgent ca re operators and 
convenient care clinics. The clinic needed to decide 
if it should move its location or change marketing 
practices to increase its income. To help with this de­
cision, Hoyt Highland identified, using Acxiom's 
PersonicX system, where the most concentrated 
areas of the clinic's target audience were located . 

Acxiom's PersonicX categorizes every U.S. 
household into one of 70 segments and 21 life-stage 
groups. The placement is based on specific con­
sumer behavior as well as demographic characteris­
tics. The information includes consumer surveys 
outlining behaviors and attitudes and location char­
acteristics for important markets. Hoyt Highland 

used PersonicX to determine which clusters were 
well represented in the urgent care clinic database 
and which clusters provide the operator with the 
highest return-on-investment (ROI) potential. 

Using the software's geospatial analysis capa­
bility, Hoyt Highland found that 80 percent of the 
clinic's patients lived within a 5-mile radius of a 
clinic location. It also found that young families 
were well represented, but that singles and seniors 
were underrepresented. In addition, it found that 
proximity is a top factor in the choice of an urgent 
cai·e clinic. This analysis helped the clinic to deter­
mine that the best course of action was to change its 
marketing focus rather than to move its clinics. 
Today, the clinic focuses its marketing toward 
patients who live within a 5-mile radius of a clinic 
location and toward young families. 

Source: "Loca tion, Locatio n, Location," Acxiom, acxiom.com 
(accessed March 26, 2009). 
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BUSINESS PERFORMANCE MANAGEMENT Also referred to as corporate performance 
management (CPM), business performance management (BPM) is an emerging 
portfolio of applications and methodology that contains evolving BI architecture and 
tools in its core. BPM extends the monitoring, measuring, and comparing of sales, profit, 
cost, profitability, and other performance indicators by introducing the concept of man­
agement and feedback. It embraces processes such as planning and forecasting as core 
tenets of a business strategy. In contrast with the traditional DSS, EIS, and BI, which sup­
port the bottom-up extraction of information from data, BPM provides a top-clown 
enforcement of corporate-wide strategy. BPM is the topic of Chapter 3 and is usually 
combined with the balanced scorecard metbodology and dashboards. 

THE USER INTERFACE: DASHBOARDS AND OTHER INFORMATION BROADCASTING 
TOOLS Dashboards (which resemble automobile dashboards) provide a comprehensive 
visual view of corporate performance measures (also known as key performance 
indicators), trends , and exceptions. They integrate information from multiple business 
areas. Dashboards present graphs that show actual performance compared to desired 
metrics; thus, a dashboard presents an at-a-glance view of the health of the organization. 
In addition to dashboards, other tools that broadcast information are corporate portals, 
digital cockpits, and other visualization tools (see Chapter 3). Many visualization tools, 
ranging from multidimensional cube presentation to virtual reality, are integral parts of BI 
systems. Recall that BI emerged from EIS, so many visual aids for executives were trans­
formed to BI software. Also, technologies such as geographical information systems 
(GIS) play an increasing role in decision support. 

Styles of Bl 

The architecture of BI depends on its applications. MicroStrategy Corp. distinguishes five 
styles of BI and offers special tools for each. The five styles are report delivery and alert­
ing; enterprise reporting (using dashboards and scorecards); cube analysis (also known 
as slice-and-dice analysis); ad hoc queries; and statistics and data mining. We will learn 
more about MicroStrategy's software in Chapter 2. 

The Benefits of Bl 

As illustrated by the opening vignette , the major benefit of BI to a company is the ability to 
provide accurate information when needed, including a real-tin1e view of the corporate per­
formance and its parts. Such information is a must for all types of decisions, for strategic 
planning, and even for stuvival. Thompson (2004) also noted that the most common appli­
cation areas of BI are general reporting, sales and marketing analysis, planning and fore­
casting, financial consolidation, statuto1y repo1ting, budgeting, and profitability analysis. 

Organizations are being compelled to capture, understand, and harness their data to 
support decision making in order to improve business operations. Legislation and regula­
tion (e.g., the Sarbanes-Oxley Act of 2002) now require business leaders to document their 
business processes and to sign off on the legitimacy of the information they rely on and 
report to stakeholders. Moreover, business cycle times are now extremely compressed; 
faster, more informed, and better decision making is therefore a competitive imperative. 
Managers need the rigbt information at the rigbt time and in the rigbt place. Organizations 
have to work smart. It is no surprise, then, that organizations are increasingly championing 
BI. The opening vignette discussed a BI success st01y at Norfolk Southern. You will hear 
about more BI successes and the fundamentals of those successes in Chapters 2 through 6. 
Examples of typical applications of BI are provided in Table 1.2. An interesting data min­
ing application using predictive analytics tools (discussed further in Chapters 4 through 6) 
is described in Application Case 1.2. 
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TABLE 1.2 Business Value of Bl Analytical Applications 

Analytic 
Application 

Customer 
segmentation 

Propensity to 
buy 

Customer 
profitability 

Fraud 
detection 

Customer 
attrition 

Channel 
optimization 

Business Question 

What market segments do my 
customers fall into, and what are their 
characteristics? 

Which customers are most likely to 
respond to my promotion 7 

What is the lifetime profitability of my 
customer? 

How can I tell which transactions are 
likely to be fraudulent? 

Which customer is at risk of leaving? 

What is the best channel to reach my 
customer in each segment? 

Business Value 

Personalize customer relationships for 
higher satisfaction and retention . 

Target customers based on their need 
to increase their loyalty to your 
product line. 

Also, increase campaign profitability 
by focusing on the most likely to buy. 

Make individual business interaction 
decisions based on the overall 
profitability of customers. 

Quickly determine fraud and take 
immediate action to minimize cost. 

Prevent loss of high-value customers 
and let go of lower-value customers . 

Interact with customers based on 
their preference and your need to 
manage cost. 

Source: A. Ziama and J. Kasher (2004), Data Mining Primer/or !be Data \f/arebousing Professional. Dayton, 
OH: Teradata. 

Application Case 1.2 
Alltel Wireless: Delivering the Right Message, to the Right Customers at the 
Right Time ' 

In April 2006, Alltel Wireless (now merged with 
Verizon) launched its "My Circle" campaign and rev­
olution ized the cell phone industry. For the first 
time, customers could have unlimited calling to any 
10 numbers, on any network, for free . To solidify 
the impact of the "My Circle" campaign in a time of 
rising wireless access rates, Alltel saw a need for a 
centra lized, data-focused solution to increase ti1e 
number of new customers and to enhance relation­
ships with existing customers. 

Through Acxiom's PersonicX segmentation 
system (acxiom.com), Alltel was able to cluster its 
data on U.S. households based on specific con­
sumer behavior and demographic characteristics. 
This enriched Alltel 's customer and prospect data 
by providing better insight into buying behavior 
and customer subscription lifecycle events. With 

these analytical techniques, Allte l could inform 
specific customer segments about opportunities 
that would enhance their wireless experience, such 
as text messaging bundles and ringtone down­
loads. Additionally, Alltel could now target new 
customers who had a greater likelihood to activate 
a subscription through lower cost Web and call 
center channels. 

By automating its customer lifecycle manage­
ment with Acxiom's BI software suite, Alltel was able 
to manage more than 300 direct marketing initiatives 
per year,· increase customer additions by 265 percent, 
increase ROI by 133 percent, and create ongoing 
business value d/ over $30 million. 

Source: "Customer Lifecycle Management," Acxiom, acxiom.com 
(accessed March 26, 2009). 
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AUTOMATED DECISION MAKING A relatively new approach to supporting decision mak­
ing is called automated decision systems (ADS), sometimes also known as decision 
automation systems (DAS; see Davenport and Harris, 2005). An ADS is a rule-based sys­
tem that provides a solution, usually in one functional area (e.g., finance, manufacturing), 
to a specific repetitive managerial problem, usually in one industty (e.g., to approve or 
not to approve a request for a loan, to determine the price of an item in a store). 
Application Case 1.3 shows an example of applying ADS to a problem that evety organi­
zation faces-how to price its products or services. 

ADS initially appeared in the airline industry, where they were ca lled revenue (or 
yield) management (or revenue optimization) systems. Airlines use these systems to 
dynamically price tickets based on actual demand. Today, many service industries use 
similar pricing models. In contrast with management science approaches, which pro­
vide a model-based solution to generic structured problems (e.g., resource allocation, 
inventory level determination) , ADS provide rule-based solutions. The following are 
examples of business rules: "If only 70 percent of the seats on a flight from Los Angeles 
to New York are sold three days prior to departure , offer a discount of x to nonbusiness 
travelers, " "If an applicant owns a house and makes over $100,000 a year, offer a 
$10,000 credit line, " and "If an item costs more than $2 ,000, and if your company buys 
it only once a year, the purchasing agent does not need special approval." Such rules, 
which are based on experience or derived through data mining, can be combined with 

Application Case 1.3 
Giant Food Stores Prices the Entire Store 

Giant Food Stores, LLC, a regional U.S. supermarket 
chain based in Carlisle, Pennsylvania, had a narrow 
Eve1y Day Low Price strategy that it applied to most of 
the products in its stores. The company had a 30-year­
old pricing and promotion system that was ve1y labor 
intensive and that could no longer keep up with the 
pricing decisions required in the fast-paced grocety 
market. The system also limited the company's ability 
to execute more sophisticated pricihg strategies. 

Giant Foods was interested in executing its 
pricing strategy more consistently based on a defini­
tive set of pricing rules (pricing rules in retail might 
include relationships between national brands and 
private-label brands, relationships between sizes, 
ending digits such as 9, etc.). In the past, many of 
the rules were kept on paper, others were kept in 
people's heads, and some were not documented 
well enough for others to understand and ensure 
continuity. The company·also had no means of reli­
ably forecasting the impact of rule changes before 
prices hit the store shelves. 

Giant Foods worked with DemandTec to 
deploy a system for its pricing decisions. The 
system is able to handle massive amou nts of point­
of-sale and competitive data to model and forecast 

consumer demand, as well as automate and 
streamline complex rules-based pricing schemes . 
It can handle large numbers of price changes, and 
it can do so without increasing staff. The system 
allows Giant Foods to codify pricing rules with 
"natural language" sentences rather than having to 
go through a technician. The system also has fore­
casting capabilities. These capabilities allow Giant 
Foods to predict the impact of pricing changes and 
new promotions before they hit the shelves. Giant 
Foods decided to implement the system for the 
entire store chain. 

The system has allowed Giant Foods to become 
more agile in its pricing. It is now able to react to 
competitive pricing changes or vendor cost changes 
on a weekly basis rather than when resources 
become available. Giant Foods' productivity has dou­
bled because it no longer has to increase staff for 
pricing changes. Giant Foods now focuses on "main­
taining profitability while satisfying its customer and 
maintaining its price image." 

Source: "Giant Food Stores Prices the Entire Store with 
DemandTec," DemandTec, demandtec.com (accessed March 26, 
2009). 
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Foundations 
and Sources 

Types 

Technology DSS theories Artificial 
intelligence 

Business decision rules 

Automated decision­
making systems 

Customized Standard 

FIGURE 1.4 Automated Decision-Making Framework. 

Business 
processes 

mathematical models to form solutions that can be automatica lly and instantly applied 
to problems (e.g., "Based on the information provided and subject to verification, you 
will be admitted to our university"), or they can be provided to a human, who will 
make the final decision (see Figure 1.4). ADS attempt to automate highly repetitive 
decisions (in order to justify the computerization cost), based on business rules. ADS 
are mostly suitable fo r frontline employees who can see the customer information 
online and frequently must make quick decisions. For further information on ADS, see 
Davenport and Harris (2005). 

Event-Driven Alerts 

One example of ADS is an event-driven alert, which is a warning or action that is acti­
vated when a predefined or unusual event occurs. For example, credit card companies 
have built extensive predictive analysis models to identify cases of possible fraud and 
automatically alert credit card customers for verification of transactions when unusual ac­
tivity is noted (e.g. large purchase in an atypica l or foreign location when the customer 
does not have a history of such transactions). If a customer makes a large deposit, the 
bank may make an offer of a higher interest rate Certificate of Deposit (CD) or investment 
automatically. _Such alerts are also used in generating promotions based on completion of 
other purchases. Of course, the alerts are also presented through BPM dashboards to 
appropriate managers responsible for key performance indicators when there are signifi­
cant deviations from expected results. 

SECTION 1.2 REVIEW QUESTIONS 

1. Define BI. 

2. List and describe the major components of BI. 

3. Identify.some typical applications of BI. 

4. Give examples of ADS. 

5. Give examples of event-driven alerts. 
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1.3 INTELLIGENCE CREATION AND USE AND Bl GOVERNANCE 

A Cyclical Process of Intelligence Creation and Use 

Data warehouse and BI initiatives typically follow a process similar to that used in mili­
ta1y intelligence initiatives . In fact, BI practitioners often follow the national security 
model depicted in Figure 1.5. The process is cyclical w ith a series of interrelated steps. 
Analysis is the main step for converting raw data to decision supporting information. 
However, accurate and/ or reliable analysis isn't possible unless other steps along the way 
have been properly addressed. The details of the process and its steps are provided in 
Krizan (1999) and in Chapter 4. 

Once a data warehouse is in place, the general process of intelligence creation starts 
by identifying and prioritizing specific BI projects. For each potential BI project in the port­
folio, it is important to use return on investments (ROI) and total cost of ownership meas­
ures to estimate the cost-benefit ratio. This means that each project must be examined 
through costing associated with the general process phases as well as costs of maintaining 
the application for the business user. Additionally, the benefits estimations need to involve 
end-user examinations of decision-making impacts, including measures reflecting benefits 
like cashflow acceleration. Some organizations refer to the project prioritization process as 
a form of Bl governance (Matney and Larson, 2004). A major governance issue is who 
should serve as decision makers involved in prioritizing BI projects . The two critical part­
nerships required for BI governance are: (1) a partnership between functional area heads 
and/ or product/ service area leaders (Middles), and (2) a partnership between potential 

FIGURE 1.5 Process of Intelligence Creation and Use. Source: L. Krizan, 
Intelligence Essentials for Everyone. Washington DC: Joint Military Intelligence 

College (oocasional paper number six) Department of Defense, p. 6. 
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customers and Providers (representatives of the business side and representatives from the 
IT side). Middles can look across an organization to ensure that project priorities reflect 
the needs of the entire business; they make sure a project does not just serve to subopti­
mize one area over others. Customers can offer insight into the potential usefulness of the 
intelligence generated in a project, and providers are important from the standpoint of 
reflecting delivery realities. A typical set of issues for the BI governance team is to address: 
(1) crea ting categories of projects (investment, business opportunity, strategic, mandatory, 
etc.); (2) defining criteria for project selection; (3) determining and setting a framework for 
managing project risk; (4) managing and leveraging project interdependencies; and 
(5) continually monitoring and adjusting the composition of the portfolio. 

Intelligence and Espionage 

Although many believe the very term intelligence sounds like a cloak-and-dagger 
acronym for clandestine operations dedicated to stea ling corporate secrets, or the gov­
ernment's CIA, this couldn't be further from the truth. While such espionage does of 
course occur, we are interested in how modern companies ethica lly and legally organize 
themselves to glean as much as they can from their customers , their business environ­
ment, their stakeholders, their business processes, their competitors , and o ther such 
sources of potentially valuable information. But collecting data is just the beginning. Vast 
amounts of that data need to be cataloged, tagged, analyzed, sorted, filtered, and must 
undergo a host of other operations to yield usable information that can impact decision 
making and improve the bottom line. The importance of these topics increases every 
day as companies track and accumulate more and more data. For example, exacerbating 
the exponential growth in the amount of raw data is the emergence of sensor data 
including Radio Frequency JDentification (RFID) . Applications based upon sensor and 
location data will likely be among the most exciting and fas test growing application cat­
egories for the next generation of BI specialists. That, coupled with new approaches to 
synthesize information from text sources through "text mining" and from the Web via 
Web mining (Chapter 4), suggests that organizations are on the verge of an explosive 
new era of BI for decision support. 

BI has adapted a set of nomenclature, systems, and concepts that clearly distinguish 
it from its espionage-oriented counte rpart of national and international intelligence! That 
said, there are many analogies between the two, including the fact that major effort must 
be expended to achieve the collection of repu.table sources of intelligence, the processing 
of that intelligence for purity and reliability, the analysis of raw intelligence to produce 
usable and actionable information, and the mechanisms for the appropriate dissemination 
of that information to the right users. 

SECTION 1.3 REVIEW QUESTIONS 

1. List the steps of intell igence crea tion and use. 

2. What is BI governance? 

3. What is intelligence gathering? 

1.4 TRANSACTION PROCESSING VERSUS ANALYTIC PROCESSING 

To illustrate the major characteristics of BI, first we will show what BI is not-namely, 
transaction processing. We're all familiar with the information systems that support our 
transactions , like ATM withdrawals, bank deposits, cash register scans at the grocery 
store, and so on. These transaction processing systems are constantly involved in handling 
updates to what we might call operational databases. For example, in an ATM withdrawal 
transaction, we need to reduce our bank balance accordingly, a bank deposit adds to 
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an account, and a grocery store purchase is likely reflected in the store's calculation of 
total sales for the day, and it should reflect an appropriate reduction in the store 's inven­
tory for the items we bought, and so on. These Online Transaction Processing (OLTP) 
systems handle a company's routine on-going business. In contrast, a data warehouse is 
typically a distinct system that provides storage for data that will be made use of in 
analysis. The intent of that ana lysis is to give management the ability to scour data for 
information about the business, and it can be used to provide tactical or operational 
decision support whereby, for example, line personnel can make quicker and/or more 
informed decisions. We will provide a more technical definition of Data Warehouse (DW) 
in Chapter 2, but it suffices to say that DWs are intended to work with informational data 
used for Online Analytical Processing (OLAP) systems. 

Most operational data in Enterprise Resources Planning (ERP) systems-and in its 
complementing siblings like suppf:y chain management (SCM) or customer relationship 
management(CRM)-are stored in an OLTP system, which is a type of computer process­
ing where the computer responds ilrn11ediately to user requests. Each request is consid­
ered to be a transaction, which is a computerized record of a discrete event, such as the 
receipt of inventory or a customer order. In other words, a transaction requires a set of two 
or more database updates that must be completed in an all-or-nothing fashion. 

The very design that makes an OLTP system efficient for transaction processing 
makes it inefficient for end-user ad hoc reports, queries, and analysis. In the 1980s, many 
business users referred to their mainframes as "the black hole," because all the informa­
tion went into it, but none ever came back. All requests for reports have had to be pro­
grammed by the IT staff, whereas only "pre-canned" reports could be generated on a 
scheduled basis , and ad hoc real-time querying was virtually impossible. While the 
client/ server-based ERP systems of the 1990s were somewhat more report-friendly, it has 
still been a far cry from a desired usability by regular, nontechnical , end users for thmgs 
such as opei·ational reporting, interactive analysis, and so on. To resolve these issues, the 
notions of DW and BI were created. 

Data warehouses contain a wide variety of data that present a coherent picture of 
business conditions at a single point in time. The idea was to create a database infrastruc­
ture that is always online and contains all the information from the OLTP systems, includ­
ing historical data , but reorganized and structured in such a way that it was fast and 
efficient for querying, analysis, and decision support. 

Separating the OLTP from analysis and decision support enables the benefits of BI 
that were described earlier and provides for competitive intelligence and advantage as 
described next. 

SECTION 1.4 REVIEW QUESTIONS 

1. Define OLTP. 

2. Define OLAP. 

1.5 SUCCESSFUL Bl IMPLEMENTATION 

Implementing and deploying a BI initiative can be lengthy, expensive, and failure prone. 
Let's explore some of the issues involved. 

The Typical Bl User Community 

BI may have a larger and more diversified user c01rnnunity. The success of BI depends, 
in part, on which personnel in the organization would be the most likely to make use of 
BI. One of the most important aspects of a successful BI is that it must be of benefit to the 
enterprise as a whole. This implies that there are likely to be a host of users in the 
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enterprise-many of whom should be involved from the outset of a DW investment deci­
sion. Not surprisingly, there are likely to be users who focus at the strategic level and 
those who are more oriented to the tactical level. 

The various classes of BI users who exist in an organization can help to guide how 
the DW is structured and the types of BI tools and other supporting software that are 
needed. Members of each group are excellent sources of information on assessing the 
costs and benefits of specific BI projects once a DW is in place . From the above discus­
sion, it is obvious that one important characteristic of a company that excels in its 
approach to BI is proper appreciation for different classes of potential users. 

Appropriate Planning and Alignment with the Business Strategy 

First and foremost, the fundamental reasons for investing in BI must be aligned with the 
company's business strategy. BI cannot simply be a technical exercise for the information 
systems department. It has to serve as a way to change the manner the company con­
ducts business by improving its business processes and transforming decision-making 
processes to be more data-driven. Many BI consultants and practitioners involved in suc­
cessful BI initiatives advise that a framework for planning is a necessary precondition. 
One framework, developed by Gartner, Inc. (2004), decomposes planning and execution 
into business, 01ganization, functionality, and infrastructure components. At the busi­
ness and organizational levels , strategic and operational objectives must be defined while 
considering the available organizational skills to achieve those objectives. Issues of orga­
nizational culture surrounding BI initiatives and building enthusiasm for those initiatives 
and procedures for the intraorganizational sharing of BI best practices must be consid­
ered by upper management-with plans in place to prepare the organization for change. 
One of the first steps in that process is to assess the IS organization, the skillsets of the 
potential classes of users, and whether the cu lture is amenable to change. From this 
assessment, and assuming there is justification and need to move ahead, a company can 
prepare a detailed action plan. Another critical issue for BI implementation success is the 
integration of several BI projects (most enterprises use several BI projects) among them­
selves and with the other IT systems in the organization and its business partners. 

If the company's strategy is properly aligned with the reasons for DW and BI initia­
tives, and if the company's IS organization is or can be made capable of playing its role 
in such a project, and if the requisite user community is in place and has the proper 
motivation, it is wise to start BI and establish a BI Competency Center (BICC) within the 
company. The center could se1ve some or all of the following functions (Gartner, 2004) . 

• The center can demonstrate how BI is clearly linked to strategy and execution of 
strategy. 

• A center can serve to encourage interaction between the potential business user 
communities and the IS organization. 

• The center can serve as a reposito1y and disseminator of best BI practices between 
and among the different lines of business. 

• Standards of excellence in BI practices can be advocated and encouraged through­
out the company. 

• The IS organization can learn a great deal through interaction with the user com­
munities , such as knowledge about the variety of types of ana lytica l tools that are 
needed . 

• The business user community and IS organization can better understand why the 
data warehouse platform must be flexible enough to provide for changing business 
requirements. 

• It can help important stakeholders like high-level executives see how BI can play an 
important role . 
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Another important success factor of BI is its ability to facilitate a real-time, on­
demand agile environment, introduced next. 

Real-Time, On-Demand Bl Is Attainable 

The demand for instant, on-demand access to dispersed information has grown as the 
need to close the gap between the operational data and strategic objectives has become 
more pressing. As a result, a category of products called real-time BI applications has 
emerged (see Chapter 3). The introduction of new data-generating technologies, such 
as radio-frequency identification (RFID), is only accelerating this growth and the sub­
sequent need for real-time BI. Traditional BI systems use a large volume of static data 
that has been extracted, cleansed, and loaded into a data warehouse to produce reports 
and analyses. However, the need is not just reporting, since users need business moni­
toring, performance analysis, and an understanding of why things are happening. 
These can provide users , who need to know (virtually in real time) about changes in 
data or the availability of relevant reports, alerts, and notifications regarding events and 
emerging trends in Web, e-mail, or ·instant messaging (IM) applications . In addition, 
business applications can be programmed to act on what these real-time BI systems 
discover. For example, a supply cbain management (SCM) application might automati­
cally place an order for more "widgets" when real-time inventory falls below a certain 
threshold or when a customer relationsb'ip management (CRM) application automa­
tically triggers a customer service representative and credit control clerk to check a 
customer who has placed an online order larger than $10,000. 

One approach to rea l-time BI uses the DW model of traditional BI systems. In this 
case, products from innovative BI platform providers (like Ascential or Informatica) pro­
vide a service-oriented, near-real-time solution that populates the DW much faster than 
the typical· nightly extract/transfer/load (ETL) batch update does (see Chapter 2). A sec­
ond approach, commonly called business activity management (BAM), is adopted by 
pure play BAM and or hybrid BA!vI-middleware providers (such as Savvion, Iteration 
Software, Vitria, webMethods, Quantive, Tibco, or Vineyard Software). It bypasses the 
DW entirely and uses Web services or other monitoring means to discover key business 
events. These software monitors (or intelligent agents) can be placed on a separate 
server in the network or on the transactional application databases themselves, and they 
can use event- and process-based approaches to proactive ly and intelligently measure 
and monitor operational processes. 

Developing or Acquiring Bl Systems 

Today, many vendors offer diversified tools, some of which are completely prepro­
granm1ed (called shells); all you have to do is insert your numbers. These tools can be 
purchased or leased. For a list of products, demos, white papers, and much current prod­
uct information, see information-management.com/. Free user registration is 
required. Almost all BI applications are constructed with shells provided by vendors who 
may themselves create a custom solution for a client or work with another outsourcing 
provider. The issue that companies face is which alternative to select: purchase, lease, or 
build. Each of these alternatives has several options. One of the major criteria for making 
the decision is justification and cost-benefit analysis. 

Justification and Cost-Benefit Analysis 

As the number of potential BI applications increases, the need to justify and prioritize 
them arises . This is not an easy task clue to the large number of intangible benefits . 
Both direct and intangible benefits need to be identified. Of course, this is where the 
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knowledge of similar applications in other organizations and case studies is extremely 
useful. For example, the Data Warehousing Institute (tdwi.org/) provides a wealth of 
information about products and innovative applications and implementations. Such in­
formation can be useful in estimating direct and indirect benefits. 

security and Protection of Privacy 

This is an extremely important issue in the development of any computerized system, 
especially BI that contain data that may possess strategic value. Also, the privacy of 
employees and customers needs to be protected . 

Integration of Systems and Applications 

With the exception of some small applications, all BI applications must be integrated 
with other systems such as databases, legacy systems, enterprise systems (particularly 
ERP and CRM), e-commerce (sell side, buy side), and many more . In addition, BI appli­
cations are usually connected to the Internet and many times to information systems of 
business partners. 

Furthermore, BI tools sometimes need to be integrated among themselves, creating 
synergy. 

The need for integration pushed software vendors to continuously add capabilities 
to their products. Customers who buy an all-in-one software package deal with only one 
vendor and do not have to deal with systems' connectivity. But, they may lose the advan­
tage of creating systems composed from the "best-of-breed" components. 

SECTION 1.5 REVIEW QUESTIONS 

1. Describe the major types of BI users. 

2. List some of the implementation topics addressed by Gartner's report. 

3. List some other success factors of BI. 

4. Why is it difficult to justify BI applications? ' 

1.6 MAJOR TOOLS AND TECHNIQUES OF BUSINESS INTELLIGENCE 

How DSS/ BI is implemented depends on which tools are used. 

The Tools and Techniques 

A large number of tools and techniques have been developed over the years to support 
managerial decision making. Some of them appear under different names and definitions. 
The major computerized tool categories are summarized in Table 1.3. Full descriptions 
are provided in other chapters of this book, as shown in Table 1.3. 

Selected Bl Vendors 

Recently there has been a major surge in BI software and application providers. Some of 
these company names will become quite familiar after completing this book: Teradata, 
MicroStrategy, Microsoft, IBM+Cognos+SPSS, SAP+ Business Objects, Oracle+ Hyperion, SAS, 
and many others. There has been much consolidation as large software companies acquire 
others to build a full portfolio of offerings. For example, SAP acquired Business Objects, 
IBM acquired Cognos in 2008 and SPSS in 2009, and Oracle acquired Hyperion. New enter­
prises are now emerging in text, Web, and data analysis. Also, companies are collaborating 
with other companies to build partnerships. For example, SAS and Teradata have entered 
into a pa1tnersbip to offer data warehouse and predictive analytic capabilities jointly. 
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TABLE 1.3 Computerized Tools for Decision Support 

Tool Category 

Data management 

Reporting status 
tracking 

Visualization 

Strategy and 
performance 
management 

Business analytics 

Social networking 

New tools for massive 
data mining 

Tools and Their Acronyms 

Databases and database management 
system (DBMS) 

Extraction, transformation, and load (ETL) 
systems 

Data warehouses (DW), real-time DW, and 
data marts 

Online analytical processing (OLAP) 

Executive information systems (EIS) 

Geographical information systems (GIS) 

Dashboards 

Multidimensional presentations 

Business performance management(BPM)/ 
Corporate performance management 
(CPM) 

Dashboards and scorecards 

Data mining 

Web mining, and text mining 

Web analytics 

Web 2.0 

Reality Mining 

SECTION 1.6 REVIEW QUESTIONS 

1. List the six major categories of decision support tools. 

2. Identify some companies that are major vendors in BI. 

1.7 PLAN OF THE BOOK 

Chapter in the Book 

2 

2 

2 

3 

3 

3 

3 

3 

3 

3 

4, 5 

5 

5 

6 

6 

The six chapters of this book are organized as follows . BI includes several distinct compo­
nents. We begin with Chapter 2, which focuses on data warehouses that are necessa1y for 
enabling analytics and performance measurement. Chapter 3 discusses BPM, dashboar~s, 
scorecards, and related topics. We then focus on applications and the process. of data .mm­
ing and analytics in Chapter 4. Chapter 4 also summarizes some of the tec~m1Cal details _of 
the algorithms of data mining, including neural networks. Chapt~r 5 descnbes the eme~.g­
ing application of text and Web mining. Chapter 6 attempt.s to mtegrate all the mateual 
covered here and concludes with a discussion of emergmg trends, such as how th.e 
ubiquity of cell phm1es, GPS devices, and wireless personal digital assista~ts. (PDAs) is 
resulting in the creation of massive new databases. A new breed of data mmmg and BI 
companies is emerging to analyze these new databases and cre~te a much better .and 
deeper understanding of customers' behaviors and movements. This has even been g1v~n 
a new name-reality mining. Application Case 1.4 highlights one such example. We will 
learn about this application and several others in Chapter 6. 

Application Case 1.4 
The Next Net 

Sense Networks is one of many companies deve l­
oping applications to better understand customers' 
moveme nts. One of its applications analyzes data 
on the movements of almost 4 million cell phone 
users. The data come from GPS, cell phone tow­
ers, and local Wi-Fi hotspots. The data are 
anonymized, but are still linked together. This 
linkage enables data miners to see clusters of cus­
tomers getting together at specific locations (bars, 
restaurants) at specific hours. Clustering tech­
niques can be used to identify what types of 
"tribes" these customers belong to-business trav­
elers, "young travelers, " and so on. By analyzing 
data at this level of detail , customer profiles can be 
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built with sufficient granularity to permit targeted 
marketing and promotions. 

Besides the conventional use of the information 
to ta rget customers with better precision and appro­
priate offers, such systems may someday be helpful in 
studying crime and the spread of disease. Other com­
panies that are developing techniques for performing 
similar analyses include Google, Kinetics, and Nokia. 

Source: Compiled from S. Baker, "The Next Net," Business\Veek, 
March 2009, pp. 42-46, Greene, I<., "Mapping a City's Rh)•thm," 
Tecbnology Review, March 2009, at technologyreview.com/ 
communications/22286/pagel/ (accessed January 2010) , and 
Sheridan, B., "A Trillion Points of Data," Newsweek, March 9, 
2009, pp. 34-37. 

1.8 RESOURCES, LINKS, AND THE TERADATA UNIVERSITY 
NETWORK CONNECTION 

The use of this chapter and most other chapters in this book can be enhanced by the 
tools described in the fo llowing sections. 

Resources and Links1 

We recommend the following major resources and links: 

• The Data Warehousing Institute (tdwi.org) 
• Information Management (information-management.com) 
• The OLAP Report (olap1·epo11:.com) 
• DSS Resources (dss1·esources.com) 
• Information Technology Toolbox (businessintelligence.ittoolbox.com) 
• Business Intelligence Network Cb-eye-network.com) 
• AIS World (iswodd.org) 
•Microsoft Ente rprise Consortium (enterpt·ise.waltoncollege.uark.edu/mec) 

Cases 

All major BI vendors (e.g., MicroStrategy, Microsoft, Oracle, IBM, Hyperion, Cognos, 
Exsys, SAS, FICO, Business Objects, SAP, and Information Builders) provide interesting 
customer success stories. Academic-oriented cases are available at Harvard Business 
School Case Collection (hbsp.hanard.edu/bOl/ en/ academic/ edu_home.jhtml), 

1
As this book went to press, we verified that all the cited Web sites were active and valid. However, URLs are 

dynamic. Web sites to which we refer in the text sometimes change or are discontinued because companies 
change names, are bought or sold, merge, or fail. Sometimes \'\leb sites are clown for maintenance, repair, or 
redes ign. Many organizations have dropped the initial "www" designation for the ir sites, but some still use it. If 
you have a problem connecting to a Web site that we mention, please be patient and simply run a \'\leb search 
to tty to identify the possible new site. Most times , you can quickly find the new site through one of the popu­
lar search engines. We apologize in advance for this inconvenience. 
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Chapter Highlights 

Business Performance Improve ment Resource (bpir.com), Idea Group Publishing 
(idea-group.com), Ivy League Publishing (ivylp.com) , KnowledgeStorm 
(knowledgestorm.com), and other sites. Miller's MIS Cases (2005) contains simple 
cases, using spreadsheet and database exercises, that support several of the chapters 
in this book. 

Vendors, Products, and Demos 

Most vendors provide software demos of their products and applications. Information 
about products, architecture, and software is available at dssresources.com. 

Periodicals 

We recommend the following periodicals: 

• Decision Support Systems 
• CIO Insight (cioinsight.com) 
• Technology Evaluation (technologyevaluation.com) 
• Baseline Magazine (baselinemag.com) 
• Business Intelligence journal (tdwi.org) 

The Teradata University Network Connection 

This book is tightly connected with the free resources provided by Teradata University 
Network (TUN; see teradatauniversitynetwork.com). 

The TUN portal is divided into two major parts: one for students and one for fac­
ulty. This bobk is connected to the TUN portal via a special section at the encl of each 
chapter. That section includes appropriate links for the specific chapter, pointing to 
relevant resources. In addition, we provide hands-on exercises, using software and 
other material (e.g., cases), at TUN. 

The Book's Web Site 

This book's Web site, pearsonhighered.com/tut·ban, contains supplemental material 
related to the text content. 

• The business environment is becoming complex 
and is rapidly changing, making decision making 
more difficult. 

• Automated decision support is provided today 
in many industries to find solutions to repetitive 
decisions (such as item pricing) based on busi­
ness rules. • Businesses must respond and adapt to the chang­

ing environment rapidly by making faster and 
better decisions. 

• The time frame for making decisions is shrinking, 
whereas the global nature of decision malting is 
expanding, necessitating the development and 
use of computerized DSS. 

• Computerized support for managers is often 
essential for the survival of an organization. 

• BI methods utilize a central reposito1y called a 
data warehouse that enables efficient data min­
ing, OLAP, BPM, and data visualization. 

• BI architecture includes a data warehouse, busi­
ness analytics tools used by end users, and a user 
interface (such as a dashboard). 

• Many organizations use BPM systems to monitor 
performance, compare it to standards and goals, 

and show it graphically (e.g., using dashboards) 
to managers and executives. 

• Data mining is a tool for discovering information 
and relationships in a large amount of data . 

Key Terms 

analytics 
automated decision 

systems (ADS) 
automated decision 

support 
BI governance 
business analytics 
business intelligence (BI) 
business performance 

management (BPM) 

(o r corporate 
performance 
management [CPM]) 

complexity 
corporate portal 
data 
database 
data mining 
decision making 

Questions for Discussion 

1. Give examples for the content of each cell in Figure 1.2. 
2. Differentiate intelligence gathering from espionage. 

Exercises 

Teradata Unive1·sity Network (TUN) and Other 
Hands-On Exercises 

1. Go to teradatastudentnetwork.com. Using the registra­
tion your instructor provides, log on and learn the con­
tent o f the s ite. Prepare a list of all materials available 
there. You will receive assignments related to this site. 
Prepare a list of 20 items in the site that you think could 
be beneficial to you. 

2. Enter the TUN site and select "cases, projects, and assign­
ments. " Then select the case study: "Harrah's High Payoff 
from Customer Information." Answer the fo llowing ques­
tions about this case: 
a. What information does the data mining generate' 
b. How is this informatio n helpful to management in 

decision making? (Be specific.) 
c. List the types of data that are mined. 
d. Is this a DSS or BI application? Why? 

3. Go to teradatastudentnetwork.com and find the paper 
titled "Data Warehousing Supports Corporate Strategy at 
First American Corporation" (by Watson, Wixom, and 
Goodhue). Read the paper and answer the following 
questions: 
a. What were the drivers for the DW / BI project in the 

company? 
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• \Xleb technology and the Internet, intranets , and 
extrane ts play a key role in the developme nt, 
dissemination , and use of management support 
systems. 

geographical information 
system (GIS) 

global positioning 
system (GPS) 

information 
information overload 
intelligence 
intelligent agent 
knowledge 

3. What is BI governance? 

management science 
online analytical 

processing (OLAP) 
Online Transaction 

Processing (OLTP) 
predictive analysis 
predictive analytics 
user interface 
Web service 

4. Discuss the major issues in implementing BI. 

b. What strategic advantages were realized? 
c . What o perational and tactical advantages were 

achieved? 
d. What were the critical success factors (CSF) for the 

im plementatio n? 

Team Assignments and Role-Playing 

1. Write a five- to ten-page report describing how your com­
pany or a company you are fa mil iar with currently uses 
computers and information systems, including Web tech­
nologies, in decision support. In light of the material in 
this chap ter, describe how a manager could use such 
support syste ms if they were readily available. Which 
ones are ava ilable to you and which ones are not? 

2. Go to fico.com, ilog.com, and pega.com. View the 
demos at these sites. Prepare a list of ADS by industry 
and by functional area. Specify what types of decisions 
are automated . 

Internet Exercises 

1. Go to fico.com. Use the information there to identify five 
problems in different industries and five problems in dif­
ferent functional areas that can be supported by ADS. 



26 Chapter 1 • Introduction to Business Intelligence 

2. Go to sap.com and oracle.com. Find information on 
how ERP software helps decision makers. In addition , 
examine how these software products use Web technology 
and the Web itself. Write a report based on your findings. 

3. Go to intelligententerprise.com. For each topic cited 
in this chapter, find some interesting developments re­
ported on the site, and prepare a report. 

4. Go to cognos.com and businessobjects.com. Compare 
the capabilities of the two companies' BI products in a 
report. 

End of Chapter Application Case 

5. Go to microsoft.com. Examine its BI offerings. 
6. Go to oracle.com. Check out its BI offerings. How do 

Oracle's BI offerings relate to its ERP software? 
7. Go to microstrategy.com. Find information on the five 

styles of BI. Prepare a summary table for each style. 
8. Go to 01·acle.com and click the Hyperion link under 

Applications. Determine what the company's major prod­
ucts are. Relate these to the support technologies cited in 
this chapter. 

Vodafone Uses Business Intelligence to Improve Customer Growth and Retention Plans 

The Problem 
Vodafone New Zealand Ltd., a subsidiary of the U.K.-based 
telecommunications giant, had achieved tremendous success 
in New Zealand. Starting from a very small base, the com­
pany quickly attained more than 50 percent market share. 
However, as the mobile phone industry began to reach 
maturity, Vodafone's market share stagnated at about 56 per­
cent and the total number of customers leveled off. To make 
matters worse, other competitors emerged, the cost of com­
pliance with government regulations be.gan to increase , and 
the revenue per customer also lagged. The company had to 
refocus its strategy of retaining and increasing revenue from 
the current customers . John Stewart, senior manager of cus­
tomer analytics for Vodafone New Zealand, said "Now that 
we have all of these customers , we need to answer new 
questions: How do we increase our profit margins? How do 
we acid revenue streams from these customers? And how do 
we keep them as customers?" Vodafone needed to make 
better decisions based on real-time knowledge of its market, 
customers , and competitors. According to reporter Cheryl 
Krivda, "Vodafone needed to make a wholesale shift to ana­
lytical marketing, using business intelligence (BI) that could 
rapidly provide fact-based decision support. The goal: to 
help the company deliver the right message to the appropri­
ate customers when they wanted it, using the preferred 
channel." 

Solution 
First, Vodafone formed a customer knowledge and analysis 
department to conduct analysis, modeling, market research, 
and competitive intelligence. John Stewart was the manager 
of this unit. Vodafone implemented an enterprise data ware­
house (EDW) to obtain a single view of all of the information 
in the organization. EDW permits a well-integrated view of all 
of the organization's information to allow generation of pre­
defined or ad hoc queries and reports, online analytical pro­
cessing, and predictive analysis (see Chapter 4). The company 

also developed its analytical team by hiring modeling special­
ists . In addition to the Teradata data warehouse platform, 
many other software tools, such as KXEN, SAS, and SPSS, 
were also used to build models and generate insights. 

With the Teradata EDW platform and all the relevant 
tools in place, employees from Vodafone's sales and marketing 
department are now able to perform analyses and achieve 
better customer-offer optimization, campaign effectiveness 
analysis, and customer service. Stewa1t believes that the new 
tools give Vodafone the ability to develop "holistic insights ." 
He says, 

As a team, we're leaning over one another's shoulders , 
asking questions and providing support. In the 
process, we learn from each other, which helps us 
deliver greater value in the insights we put out to the 
business. When you bring all of these sources of 
knowledge and information together, you can uncover 
the deeper insights about our customers. 

One application of the EDW is a trigger-based market­
ing campaign. In the past, manual intervention was required 
to initiate a marketing campaign. With the new platform, 
Vodafone can automatically initiate a marketing offer based 
on a customer's recent activity. 

Results 
Perhaps the biggest benefit of the EDW is that the analysts 
can spend more time generating insights than managing data . 
"Now we can get campaigns to the customer more efficiently 
and effectively," says Stewart. "That's not to say we send out 
wave after wave of campaigns, though. It's increasingly tar­
geted and refined in terms of who we campaign to , and the 
relevance to the customer is greater, too. " 

The system also provides better information to deci­
sion makers to support the decision-making process. 
Vodafone is developing an application to optimize both rev­
enue and prioritization of customer offers . The goal is "to get 

the best possible return ... from the process of campaigning 
and contacting customers. " Without divulging specifics, it ap­
pears that the company is on its way to achieving these goals. 

Source: Compiled from C. D. Ksivcla , "Dialing up Growth in a Mature 
Market," Teradata Magaz ine, March 2008, pp. 1-3. 
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Data Warehousing 

LEARNING OBJECTIVES 

• Understand the basic definitions and 
concepts of data warehouses 
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developing and managing data 
warehouses 

• Explain data warehousing operations 

• Explain the role of data warehouses in 
decision support 

• Explain data integration and the 
extraction, transformation, and load 
(ETL) processes 

11 Describe real~time (active) data 
warehousing 

• Understand data warehouse 
administration and security issues 

The concept of data warehousing has been around since the late 1980s. This chap­
ter provides the foundation for an important type of database , called a data 
warehouse, which is primarily used for decision support and provides improved 

analytical capabilities. We discuss data warehousing in the following sections: 
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2.9 Resources, Links, and the Teradata University Network Connection 73 

29 
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OPENING VIGNETTE: DirecTV Thrives with Active 
Data Warehousing 
As an example of how an interactive data warehousing and business intelligence (Bl) 
product can spread across the enterprise, consider the case of DirecTV. Using software 
solutions from Teradata and GoldenGate, DirecTV developed a product that integrates 
its data assets in near real time throughout the enterprise. The company's data ware­
house director, Jack Gustafson, has said publically that the product has paid for itself 
over and over again through its continuous use. For DirecTV, a technical decision to in­
stall a real-time transactional data management solution has delivered business benefits 
far beyond the technical ones originally anticipated . 

DirecTV, which is known for its direct television broadcast satellite service, has been a 
regular contributor to the evolution of TV with its advanced HD (high definition) program­
ming, interactive features, digital video recording services, and electronic program guides. 
Employing more than 13,000 people across the United States and Latin America , DirecTV's 
2008 revenues reached $20 billion, with total subscriber numbers approaching 50 million. 

PROBLEM 

In the midst of a continuing rapid growth, DirecTV faced the challenge of dealing with 
high transactional data volumes created by an escalating number of daily customer calls. 
Acconm10dating such a large data volume, along with rapidly changing market conditions, 
was one of DirecTV's key challenges. Several years ago, the company began looking for a 
better solution to providing the business side with daily reports on its call-center activities. 
Management wanted reports that could be used in many ways, including measuring and 
maintaining Clistomer service, attracting new customers, and preventing customer churn. 
Equally important, the technical group at DirecTV wanted to reduce the resource load that 
its current data management system imposed on its CPUs. 

Even though an early implementation of the data warehouse was aclclressing the 
company's needs fairly well, as business continued to grow, its limitations became clear. 
Before the active data warehouse solution, the data were pulled from the server every 
night in batch mode, a process that was taking too long and straining the system. 
A daily batch-data upload to the data warehouse had long been Canel for many compa­
nies , still is) the stanclarcl procedure . If the timeliness of the data is not a part of your 
business competitiveness, such a daily upload procedure may very well work for your 
organization. Unfortunately, this was not the case for DirecTV. Functioning within a 
highly dynamic consumer market, with a very high call volume to manage, DirecTV's 
business users neeclecl to access the data from customer calls in a timely fashion. 

SOLUTION 

Originally, the goal of the new data warehouse system was to send fresh data to the call 
center at least daily, but once the capabilities of the integrated solutions became appar­
ent, that goal clroppecl to fresh data every 15 minutes. "We [then] wanted data latency of 
less than 15 minutes across the WAN (wide area network) running between different 
cities," Gustafson explains. 

The seconcla1y goal of the project was to simplify changed data capture to reduce the 
amount of maintenance required from developers. Although data sourcing across multiple 
platforms was not part of the initial requirement, that changed once DirecTV saw the capa­
bilities of the GolclenGate integration system. GolclenGate allows the integration of a range of 
data management systems and platforms. At DirecTV, that incluclecl Oracle, the HP Nonstop 
platform, an IBM DB2 system, and the Teradata data warehouse. "With GolclenGate, we 
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weren't tied to one system," Gustafson says. "That also appealed to us. We're sourcing out of 
call logs, but we're also sourcing out of NonStop and other data sources. We thought, if we're 
going to buy a tool to do this, we want it to work with all the platforms we supp01t. " 

RESULTS 

As the capabilities of the system became increasingly clear, its potential benefits to the busi­
ness also became apparent. "Once we set it up, a huge business benefit [turned out to be] 
that it allowed us to measure our churn in real time," Gustafson says. "We said, 'Now that 
we have all these repo1ts in real time, what can we do with them?"' One answer was to use 
the data to immediately reduce churn by targeting specific customers. With fresh data at 
their fingertips, call-center sales personnel were able to contact a customer who had just 
asked to be clisconnectecl and make a new sales offer to retain the customer only hours 
later the same clay. Once the IT group set up the necessa1y repo1ting tools, sales campaigns 
could target specific customers for retention and prioritize them for special offers. That sort 
of campaign has clearly worked: "Our churn has actually gone clown since we've imple­
mented this program," Gustafson says. "Analysts are just raving about how great we're 
doing compared to our competitors in this area. A lot of it comes clown to using this real­
time copy to do analysis on customers, and to [make a fresh] offer to them the same clay. " 

The system has also been set up to log customer se1vice calls, repo1ting back constantly 
on technical problems that are reported in the field . That allows management to better eval­
uate and react to field reports, improving se1vice and saving on dispatching technicians. 
Real-time call-center reports can also be proclucecl to help manage the center's workload 
based on daily information on call volumes. Using that data , management can compare daily 
call volumes with historical averages for exception rep01ting. 

In another business-centric use that was not originally anticipated , the company is 
using real-time operational reports for both order management and fraud detection. 
With access to real-time order information on new customers, fraud management 
experts can examine the data and then use that information to weed out fraudulent 
orders. "That saves us rolling a truck, which drives [labor] and product costs down, " 
Gustafson points out. 

QUESTIONS FOR THE OPENING VIGNETTE 

1. Why is it important for DirecTV to have an active data warehouse? 

2. What were the challenges DirecTV faced on its way to having an integrated active 
data warehouse? 

3. Identify the major differences between a traditional data warehouse and an active 
data warehouse such as the one implemented at DirecTV. 

4. What strategic advantage can DirecTV derive from the real-time system as opposed to 
a traditional information system? 

5. Why do you think large organizations like DirecTV cannot afford not to have a 
capable data warehouse? 

WHAT WE CAN LEARN FROM THIS VIGNETTE 

The opening vignette illustrates the strategic value of implementing an active data warehouse, 
along with its suppo1ting BI methods. DirecTV was able to leverage its data assets spread 
throughout the enterprise to be used by lmowleclge workers wherever and whenever they 
are neeclecl . The data warehouse integrated various databases t11rm1ghout the organization 
into a single, in-house enterprise unit to generate a single version of the trutl1 for the com­
pany, putting all employees on t11e same page. Frnthermore, tl1e data were made available in 
real time to t11e decision makers who needed it, so they could use it in their decision making, 
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ultimately leading to a strategic competitive advantage in the inclustty. The key lesson here is 
that a real-time, enterprise-level active data warehouse combined with a strategy for its use in 
decision suppo1t can result in significant benefits (financial and othe1wise) for an organization. 

Source: L. L. Briggs, "DirecTV Connects with Data Integra tion Solution," Business Jnlelligence]oumal, Vol. 14, 
No. 1, 2009, pp. 14-16; "DirecTV Enables Active Data Warehousing with Golcle nGate's Real-Time Data 
Integration Technology," Jnfor111alio11 Manage111e111 Magazine, January 2008; directv.com. 

2.1 DATA WAREHOUSING DEFINITIONS AND CONCEPTS 

Using real-time data warehousing (RDW) in conjunction with decision support system 
(DSS) and BI tools is an important way to conduct business processes. The opening 
vignette demonstrates a scenario in which a real-time active data warehouse supported 
decision making by analyzing large amounts of data from various sources to provide 
rapid results to support critical processes. The single version of the truth stored in the 
data warehouse and provided in an easily digestible form expands the boundaries of 
DirecTV's innovative business processes. \Xfith real-time data flows , DirecTV can view the 
current state of its business and quickly identify problems, which is the first and foremost 
step toward solving them analytically. In addition, customers can obtain real-time infor­
mation on their subscriptions, TV se1vices, and other account information, so the system 
also provides a significant competitive advantage over competitors. 

Decision makers require concise, dependable information about current operations, 
trends, and changes. Data are often fragmented in distinct operational systems, so managers 
often make decisions with partial information, at best. Data warehousing cuts through this 
obstacle by accessing, integrating, and organizing key operational data in a form that is con­
sistent, reliable , timely, and readily available, wherever and whenever needed . 

What Is a Data Warehouse'? 

In simple terms, a data warehouse (DW) is a pool of data produced to support decision 
making; it is also a reposito1y of current and historical data of potential interest to man­
agers throughout the organization. Data are usually structured to be available in a form 
ready for analytical processing activities (i.e. , online analytical processing [OLAP], data 
mining, querying, reporting, and other decision support applications). A data warehouse 
is a subject-oriented, integrated , time-variant, nonvolatile collection of data in support of 
management's decision-making process. 

Characteristics of Data Warehousing 

A common way of introducing data warehousing is to refer to its fundamental character­
istics (Inmon, 2005): 

• Subject orie11ted. Data are organized by detailed subject, such as sales, products, 
or customers , containing only information relevant for decision support. Subject ori­
entation enables users to determine not only how their business is performing, but 
why. A data warehouse differs from an operational database in that most opera­
tional databases have a product orientation and are tuned to handle transactions 
that update the database. Subject orientation provides a more comprehensive view 
of the organization. 

• J11tegrated. Integration is closely related to subject orientation. Data warehouses 
must place data from different sources into a consistent format. To do so, they must 
deal with naming conflicts and discrepancies among units of measure. A data ware­
house is presumed to be totally integrated. 
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• Time variant (time series). A warehouse maintains historical data. The data do 
not necessarily provide current status (except in real-time systems). They detect 
trends, deviations, and long-term relationships for forecasting and comparisons, lead­
ing to decision making. Eve1y data warehouse has a temporal quality. Time is the one 
important dimension that all data warehouses must suppo1t. Data for analysis from 
multiple sources contains multiple time points (e.g., daily, weekly, monthly views). 

• Nouvolatile. After data are entered into a data warehouse, users cannot change or 
update the data. Obsolete data are discarded, and changes are recorded as new data. 

These characteristics enable data warehouses to be tuned almost exclusively for data 
access. Some additional characteristics may include the following: 

• Web based. Data warehouses are typically designed to provide an efficient com­
puting environment for Web-based applications. 

• Relatio11al/multidime11sio11al A data warehouse uses either a relational struc­
ture or a multidimensional structure. A recent su1vey on multidimensional structures 
can be found in Romero and Abell6 (2009). 

• Client/server. A data warehouse uses the client/server architecture to provide 
easy access for end users . 

• Real time. Newer data warehouses provide real-time, or active, data access and 
analysis capabilities (Basu, 2003; and Bonde and Kuckuk, 2004). 

• Metadata. A data warehouse contains metaclata (data about data) about how the 
data are organized and how to effectively use them. 

Whereas a data warehouse is a reposito1y of data , data warehousing is literally the 
entire process (Watson, 2002). Data warehousing is a discipline that results in applications 
that provide decision support capability, allows ready access to business information, and 
creates business insight. The three main types of data warehouses are data marts , opera­
tional data stores (ODSs), and enterprise data warehouses (EDWs). In addition to dis­
cussing these three types of warehouses next, we also discuss metadata. 

Data Marts 

Whereas a data warehouse combines databases across an entire enterprise, a data matt 
is usually smaller and focuses on a particular subject or department. A data mart is a sub­
set of a data warehouse, typically consisting of a single subject area (e.g., marketing, op­
erations). A data mart can be either dependent or independent. A dependent data mart 
is a subset that is created directly from the data warehouse. It has the advantages of using 
a consistent data model and providing quality data. Dependent data marts support the 
concept of a single enterprise-wide data model, but the data warehouse must be con­
structed first. A dependent data mart ensures that the encl user is viewing the same ver­
sion of the data that is accessed by all other data warehouse users . The high cost of data 
warehouses limits their use to large companies. As an alternative, many firms use a lower­
cost, scaled-down version of a data warehouse referred to as an independent data ma1t. 
An independent data ma1·t is a small warehouse designed for a strategic business unit 
or a department, but its source is not an EDW. 

Operational Data Stores (ODS} 

An operational data store (ODS) provides a fairly recent form of customer information 
file . This type of database is often used as an interim staging area for a data warehouse. 
Unlike the static contents of a data warehouse, the contents of an ODS are updated 
throughout the course of business operations. An ODS is used for short-term decisions 
involving mission-critical applications rather than for the medium- and long-term 
decisions associated with an EDW. An ODS is similar to short-term memo1y in that it 
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stores only very recent information. In comparison, a data warehouse is like long-term 
memory because it stores permanent information. An ODS consolidates data from multi­
ple source systems and provides a near-real-time, integrated view of volatile, current data. 
The ETL processes (discussed later in this chapter) for an ODS are identical to those for a 
data warehouse. Finally, ope1· marts (Imhoff, 2001) are created when operational data 
need to be analyzed multidimensionally. The data for an oper mart come from an ODS. 

Enterprise Data Warehouses (EDWs) 

An enterpdse data warehouse (EDW) is a large-scale data warehouse that is used 
across the enterprise for decision support. It is the type of data warehouse that DirecTV 
clevelopecl, as described in the opening vignette . The large-scale nature provides integra­
tion of data from many sources into a stanclarcl format for effective BI and decision 
support applications. EDWs are used to provide data for many types of DSS, including 
customer relationship management (CRM), supply chain management (SCM), business 
performance management (BPM), business activity monitoring (BAM), product lifecycle 
management (PLM), revenue management, and sometimes even knowledge management 
systems (KMS). Application Case 2.1 shows the enormous benefits a large company can 
benefit from EDW, if it is designed and implemented correctly. 

Application Case 2.1 
Enterprise Data Warehouse (EDW) Delivers Cost Savings and Process Efficiencies 

Founded in 1884 in Dayton, Ohio, the NCR 
Corporation is now a $5.6 billon NYSE-listed com­
pany providing technology solutions worldwide in 
the retail, financial, insurance, communications, 
manufacturing, and travel and transportation indus­
tries . NCR's technology solutions include store au­
tomation and automated teller machines, consulting 
services, media products , and hardware technology. 

When acquired by AT&T in 1991 , NCR oper­
ated on an autonomous countty- and product-centric 
structure, in which each count1y made its own deci­
sions about product and se1vice offerings, marketing, 
and pricing and developed its own processes and 
reporting norms. Under the countty model, dozens 
of different financial and operational applications 
were required to capture the total results of the com­
pany, by no means an enterprise solution. 

In 1997, when NCR was spun off on its own 
again, company operations were losing substantial 
amounts of money eve1y clay. The spin-off provided 
NCR with the much-needed funds to engage in the 
deep process changes required to maintain and 
strengthen its competitive position in the global 
market and to undertake the transformation to a 
truly global enterprise. 

The goal was to move from a prima1ily harclware­
focusecl and country-centric organizational model to an 

integrated, solution-oriented business structure with a 
global focus. To do this, NCR needed to globalize, cen­
u·alize, and integrate its vast store of information re­
sources. Only then could it gain effective contt"O! over 
the necessa1y business changes. NCR's EDW initiative 
was critical to the company's successful u·ansformation 
and would be vital to the successful deployment of a 
new worlclwicle, single-instance, enterprise resource 
planning (ERP) system planned for several years later. 

NCR Finance and Worlclwicle Customer Se1vices 
(WCS) led the diive for implementation of the EDW. 
Business teams from NCR Finance and WCS, Financial 
Information Delivery and Global Information Systems 
(GIS), respectively, worked closely with the EDW 
team to ensure that IT understood the business re­
quirements for the new sttucture. The Teradata system 
was chosen for its scalability, its flexibility to supp01t 
unstt<-JCtured queries and high numbers of concurrent 
users, and its relatively low maintenance costs. 

The enormous potential of the EDW spread 
throughout the company, driving organizational and 
process changes in NCR Finance, where the financial 
close cycle was reduced from 14 days to 6 and world­
wide reporting integrity standards were established; 
in \VCS, where individual customer profitability pro­
files and improvement plans were made possible; 
and in sales and marketing, operations and invento1y 

management, and human resources. ERP operational 
standardization and a dramatic improvement in the 
business of serving its customers mean that NCR is 
poised for the future . Internally and externally, NCR 
has become a global solution provider, supported by 
global business processes. 

The returns have already been superb. Not only 
bas the EDW project proved to be more than self­
funding at the project-cost level, but revenue genera­
tion is around the corner. Some of the benefits include 
$100 million in annual savings in invento1y-canying 
costs, a $200 million sustainable reduction in accounts 
receivable, a $50 million reduction in annual finance 
costs, and $22 million in cost savings over the first 
5 years of the EDW implementation for WCS. 

There is still much to be clone and significant 
value to be realized by the project. Beyond cost sav­
ings and process efficiencies, the stt·ategy going for­
ward is to use the EDW to drive growth. 

Although the EDW project was not uncle1taken 
as a profit-producing opportunity, it was self-funding. 
The cost savings far exceeded the expense of imple­
mentation. As the EDW matures, growth-focused 
goals are developing, and the EDW will drive profits 
in the future. The quantified benefits of the EDW 
speak for themselves. There are many more benefits 
of a qualitative nature. A sampling of both follows. 

QUALITATIVE BENEFITS 

• Reduced financial close cycle from 14 days to 6 
• Heightened reporting integrity to corporate 

standards 
• Created individual customer profitability pro­

files and improvement plans 
• Provided consistent worldwide reporting 

processes 

Metadata 
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• Improved on-time delive1y 
• Decreased obsolescence due to enhanced in­

vent01y management 

QUANTIFIED BENEFITS 

• $50 million reduction in annual finance con­
trollership costs 

• $200 million sustainable reduction in accounts 
receivable, which translates into $20 million 
per year savings in accounts receivable cany­
ing costs 

• $100 million sustainable reduction in finished 
invento1y, which, in turn, equals a $10 million 
per year savings in invento1y carrying costs 

• $22 million cost savings over the first 5 years 
of the EDW implementation for WCS, includ­
ing automation of the se1vice level agreement _ 
(SLA) reporting to customers, headcount sav­
ings, and lower customer maintenance costs 

• $10 million for improved supply chain man­
agement 

• $6.1 million net present value (NPV) of cost re­
ductions over 5 years as a result of reducing 
headcount from the financial and accounting 
reporting function 

• $3.5 million reduction in telecommunications 
costs 

• $3 million in savings through the reduction of 
ERP transition costs 

• $1. 7 million saved on report development 
costs in the rollout from Oracle 10.7 and 11 to 
lli, for repo1ts that do not have to be custom 
written for Oracle 

Source. Teradata , "Enterprise Data Warehouse Delivers Cost 
Savings and Process Efficiencies," teradata.com/t/resources/ 
case-studies/NCR-Corporation-eb4455/ (accessed June 2009). 

Metadata are data about data (Sen, 2004; and Zhao, 2005). Metadata describe the structure of 
and some meaning about data , thereby contributing to their effective or ineffective use. 
Mehra (2005) indicated that few organizations really understand metadata, and fewer under­
stand how to design and implement a metaclata strategy. Metaclata are generally defined in 
terms of usage as technical or business metadata. Pattern is another way to view metadata. 
According to the pattern view, we can differentiate between syntactic metaclata (i.e., data de­
scribing the syntax of data), structural metadata (i.e. , data describing the structure of the data), 
and semantic metadata (i.e., data describing the meaning of the data in a specific domain). 

We next explain traditional metaclata patterns and insights into how to implement an 
effective metadata strategy via a holistic approach to enterprise metaclata integration. The 
approach includes ontology and metadata registries; enterprise information integration 
(Ell); extraction, transformation, and load (ETL); and se1vice-oriented architectures (SOA). 
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Effectiveness, extensibility, reusability, interoperability, efficiency and performance, 
evolution, entitlement, flexibility, segregation, user interface, versioning, versatility, and low 
maintenance cost are some of the key requirements for building a successful metadata­
driven enterprise. 

According to Kassam (2002) , business metadata comprise information that increases 
our understanding of traditional (i.e., structured) data. The primary purpose of metadata 
should be to provide context to the reported data; that is, it shou ld provide enriching in­
formation that leads to the creation of knowledge. Business metadata, though difficult to 
provide efficiently, release more of the potential of structured data . The context need not 
be the same for all users. In many ways, metadata assist in the conversion of data and in­
formation into knowledge. Metadata form a foundation for a metabusiness architecture 
(Bell, 2001). Tannenbaum (2002) described how to identify metadata requirements. 
Vaduva and Vetterli (2001) provided an overview of metadata management for data ware­
housing. Zhao (2005) described five levels of metadata management maturity: (1) ad hoc, 
(2) discovered, (3) managed, (4) optimized, and (5) automated. These levels help in un­
derstanding where an organization is in terms of how and how well it uses its metadata . 

The design, creation, and use of metadata-descriptive or summary data abou t 
data-and their accompanying standards may involve ethical issues. There are ethical 
considerations involved in the collection and ownership of the information contained in 
metadata, including privacy and intellectual property issues that arise in the design, col­
lection, and dissemination stages (for more information, see Brody, 2003). 

SECTION 2.1 REVIEW QUESTIONS 

1. What is a data warehouse? 

2. How does a data warehouse differ from a database? 

3. What is an·ODS? 

4. Differentiate among a data mart, an ODS, and an EDW. 

5. Explain the importance of metadata. 

2.2 DATA WAREHOUSING PROCESS OVERVIEW 

Organizations, private and public, continuously collect data , information, and knowledge at 
an increasingly accelerated rate and store them in computerized systems. Maintaining and 
using these data and information becomes extremely complex, especially as scalability is­
sues arise. In addition, the number of users needing to access the information continues to 
increase as a result of improved reliability and availabi lity of network access, especially the 
Internet. Working with multiple databases, either integrated in a data warehouse or not, has 
become an e>..1:remely difficult task requiring considerable expertise, but it can provide im­
mense benefits far exceeding its cost (see the opening vignette and Application Case 2.2). 

Application Case 2.2 
Data Warehousing Supports First American Corporation's Corporate Strategy 
First American Corporation changed its corporate 
strategy from a traditional banking approach to one 
that was centered on CRM. This enabled First 
American to transform itself from a company that 
lost $60 million in 1990 to an innovative financial 
services leader a decade later. The successfu l imple­
mentation of this strategy would not have been pos­
sible without its VISION data warehouse, which 

stores information about customer behavior such as 
products used, buying preferences, and client-value 
positions. VISION provides: 

• Identification of the top 20 percent of prof­
itable customers 

• Identification of the 40 to 50 percent of un­
profitable customers 

Chapter 2 • Data Warehousing 37 

• Retention strategies 
• Lower-cost distribution channels 

change, moving itself into the "sweet 16" of financial 
services corporations. 

• Strategies to expand customer re la tion­
ships 

• Redesigned information flows 

Access to information through a data warehouse 
can enable both evolutionary and revolutionary 
change. First American achieved revolutionary 

Sources: Based on B. L. Cooper, H. J. \Vatson, B. H. Wi,xom, and 
D. L. Goodhue, "Data Warehousing Supports Corporate Strategy 
at First American Corporation,"M/S Quarterly, Vol. 24, No. 4, 
2000, pp. 547-567; and B. L. Cooper, H.). Watson, B. H. Wixom, 
and D. L. Goodhue, "Data Warehousing Supports Corporate 
Strategy at First American Corporation," SIM Internationa l 
Conference, Atlanta, August 15-19, 1999. 

Many organizations need to create data warehouses-massive data stores of time­
series data for decision support. Data are imported from various external and internal 
resources and are cleansed and organized in a manner consistent with the organization's 
needs. After the data are populated in the data warehouse , data marts can be loaded for a 
specific area or department. Alternatively, data marts can be created first, as needed, and 
then integrated into an EDW. Often, though, data marts are not developed, but data are 
simply loaded onto PCs or left in their original state for direct manipulation using BI tools. 

In Figure 2.1, we show the data warehouse concept. The following are the major 
components of the data warehousing process: 

• Data sources. Data are sourced from multiple independent operational "legacy" 
systems and possibly from external data providers (such as the U.S . Census) . Data 
may also come from an online transaction processing (OLTP) or ERP system. Web 
data in the form of Web logs may also feed a data warehouse. 

• Data extraction and tra11sfor111atio11. Data are extracted and properly trans­
formed using custom-written or commercial software called ETL. 

• Data loading. Data are loaded into a staging area, where they are transformed and 
cleansed. The data are then ready to load into the data warehouse and/ or data marts . 

• Compreheusive database. Essentially, this is the EDW to support all decision 
analysis by providing relevant summarized and detailed information originating 
from many different sources. 
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FIGURE 2.1 A Data Warehouse Framework and View s. 
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• Metadata. Metadata are maintained so that they can be assessed by IT personnel 
and users. Metadata include soft-vvare programs about data and rules for organizing 
data summaries that are easy to index and search, especially with Web tools. 

• Middleware tools. Middleware tools enable access to the data warehouse. Power 
users such as analysts may write their own SQL queries. Others may employ a managed 
que1y environment, such as Business Objects, to access data. There are many front-end 
applications that business users can use to interact with data stored in the data reposito­
ries, including data mining, OLAP, repo1ting tools, and data visualization tools. 

SECTION 2.2 REVIEW QUESTIONS 

1. Describe the data warehousing process. 

2. Describe the major components of a data warehouse. 

3. Identify the role of middleware tools. 

2.3 DATA WAREHOUSING ARCHITECTURES 

There are several basic information system architectures that can be used for data ware­
housing. Generally speaking, these architectures are commonly ca lled client/ server or 
n-tier architectures, of which two-tier and three-tier architectures are the most common 
(see Figures 2.2 and 2.3), but sometimes there is simply one tier. These types of multi­
tiered architectures are known to be capable of serving the needs of large-sca le , 
performance-demanding information systems such as data warehouses. Referring to the 
use of n-tiered architectures for data warehousing, Hoffer et al. (2007) distinguished 
among these architectures by dividing the data warehouse into three parts: 

1. The data warehouse itself, which conta ins the data and associated software. 
2. Data acquisition (back-end) softvvare, which extracts data from legacy systems and 

external sources, consolidates and summarizes them, and loads them into the data 
warehouse. 

3. Client (front-end) software, which allows users to access and analyze data from the 
warehouse (a DSS/ Bl/ business analytics [BA] engine) 

In a three-tier architecture, operational systems contain the data and the software 
for data acquisition in one tier (i .e. , the server) , the data warehouse is another tier, and 
the third tier includes the DSS/ Bl/BA engine (i.e. , the application server) and the client 
(see Figure 2.2). Data from the warehouse are processed twice and deposited in an addi­
tional multidimensional database, organized for easy multidimensional analysis 
and presentation, or replicated in data marts. The advantage of the three-tier architecture 
is its separation of the functions of the data warehouse, which eliminates resource con­
straints and makes it possible to easily create data marts. 

Tier 1: Tier 2: 
Client workstation Application server 

FIGURE 2 .2 Architecture of a Three-Tier Data Warehouse. 
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FIGURE 2.3 Architecture of a Two-Tier Data Warehouse. 
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In a two-tier architecture, the DSS engine physically runs on the same hardware 
platform as the data wa rehouse (see Figure 2.3). Therefore, it is more economical than 
the three-tier structure. The two-tier architecture can have performance problems for 
large data warehouses that work with data-intensive applications for decision support. 

Much of the common wisdom assumes an absolutist approach, maintaining that 
one solution is better than the other, despite the organization's circumstances and unique 
needs. To further complicate these architectural decisions, many consultants and software 
vendors focus on one portion of the architecture, therefore limiting their capacity and 
motivation to assist an organization through the options based on its needs. But these 
aspects are being questioned and analyzed. For example, Ball (2005) provided decision 
criteria for organizations that plan to implement a BI application and have already deter­
mined their need for multidimensional data marts but need help determining the appro­
priate tiered architecture. His criteria revolve around forecasting needs for space and 
speed of access (Ball , 2005). 

Data warehousing and the Internet are two key technologies that offer important 
solutions for managing corporate data. The integration of these two technologies pro­
duces Web-based data warehousing. In Figure 2.4, we show the architecture of Web­
based data warehousing. The architecture is three tiered and includes the PC client, Web 
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(Web browser) Internet/ 

Intranet/ 
Extranet 

Web pages 

Web 
server 

FIGURE 2.4 Architecture of Web-Based Data Warehousing. 
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server, and application server. On the client side, the user needs an Internet connection 
and a Web browser (preferably Java enabled) through the familiar graphical user inter­
face (GUI). The Internet/ intranet/ extranet is the communication medium between client 
and servers. On the server side, a Web server is used to manage the inflow and outflow 
of information between client and server. It is backed by both a data warehouse and an 
application server. Web-based data warehousing offers several compelling advantages, 
including ease of access, platform independence, and lower cost. 

The Vanguard Group moved to a Web-based, three-tier architecture for its enterprise 
architecture to integrate all its data and provide customers with the same views of data as 
internal users (Dragoon, 2003). Likewise, Hilton Hotels migrated a ll its independent 
client/ server systems to a three-tier data warehouse, using a Web design enterprise sys­
tem. This change involved an investment of $3 .8 million (excluding labor) and affected 
1,500 users. It increased processing efficiency (speed) by a factor of six. When it was de­
ployed, Hilton expected to save $4.5 to $5 million annually. Finally, Hilton experimented 
with Dell's clustering (i.e., parallel computing) technology to enhance scalability and 
speed (Anthes, 2003). 

Web architectures for data warehousing are similar in structure to other data ware­
housing architectures, requiring a design choice for housing the Web data warehouse 
with the transaction server or as a separate se1ver(s). Page-loading speed is an important 
consideration in designing Web-based applications; therefore, server capacity must be 
planned carefully. 

Several issues must be considered when deciding which architecture to use. Among 
them are the following: 

• Which database manageme11t system (DBMS) should be used? Most data 
warehouses are built using relational database management systems (RDBMS). 
Oracle (Oracle Corporation, oracle.com), SQL Server (Microsoft Corporation, 
microsoft.com/sql/), and DB2 (IBM Corporation, 306.ibm.com/software/data/ 
db2/) are the ones most commonly used. Each of these products supports both 
client/ server and Web-based architectures. 

• lVill parallel processi11g a11d/or partitioning be used? Parallel processing 
enables multiple CPUs to process data warehouse query requests simultaneously and 
provides scalability. Data warehouse designers need to decide whether the database 
tables will be partitioned (i.e., split into smaller tables) for access efficiency and what 
the criteria will be. This is an important consideration that is necessitated by the large 
amounts of data contained in a typical data warehouse. A recent su1vey on parallel 
and distributed data warehouses can be found in Furtado (2009). Teradata (teradata. 
com) has successfully adopted and often commented on its novel implementation of 
this approach. 

• lVill data migration tools be used to load the data wa·rehouse? Moving 
data from an existing system into a data warehouse is a tedious and laborious 
task. Depending on the diversity and the location of the data assets, migration 
may be a relatively simple procedure o r (in contrary) a months-long project. The 
results of a thorough assessment of the existing data assets should be used to de­
termine whether to use migration tools, and if so, what capabilities to seek in 
those commercial tools. 

• lVbat tools will be used to supp01·t data retrieval and analysis? Often it is 
necessary to use specialized tools to periodically locate, access, analyze, extract, 
transform, and load necessary data into a data warehouse. A decision has to be 
made on (i) developing the migration tools in-house, (ii) purchasing them from a 
third-party provider, or (iii) using the ones provided with the data warehouse sys­
tem. Overly complex, real-time migrations warrant specialized third-party ETL tools. 
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Alternative Data Warehousing Architectures 

At the highest level, data warehouse architecture design viewpoints can be categorized into 
enterprise-wide data warehouse (EDW) design and data mart (DM) design (Golfarelli and 
Rizzi, 2009). In Figure 2.5 (parts a-e), we show some alternatives to the basic architectural 
design types that are neither pure EDW nor pure DM, but in between or beyond the tradi­
tional architectural structures . Notable new ones include hub-and-spoke and federated 
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FIGURE 2.5 Alternative Data Warehouse Architectures. Source: Adapted from T. Ariyachandra and 

H. Watson, "Which Data Warehouse Architecture Is Most Successful?" Business Intelligence Journal, 

Vol. 11, No. 1, First Quarter, 2006, pp. 4-6. 
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architectures. The five architectures shown in Figure 2.5 (pa rts a-e) are proposed by 
Ariyacbandra and Watson (2005, 2006a, and 2006b). Previously, in an e:>-.1:ensive study, Sen 
and Sinha (2005) identified 15 different data warehousing methodologies. The sources of 
these methodologies are classified into three broad categories: core-technology vendors, in­
frastructure vendors, and information-modeling companies. 

a. I11depe11de11t data marts. This is arguably the simplest and the least costly arch i­
tecture alternative. The data marts are developed to operate independently of each 
other to serve for the needs of individual organizational units . Because of the inde­
pendence, they may have inconsistent data definitions and different dimensions and 
measures, making it difficult to analyze data across the data marts (i.e., it is difficult, 
if not impossible , to get to the "one version of the truth"). 

b. Data marl bus architecture. This architecture is a viable alternative to the in­
dependent data marts where the individual marts are linked to each other via 
some kind of middleware. Because the data are linked among the individual 
marts, there is a better chance of maintaining data consistency across the enter­
prise (at least at the metadata level). Even though it a llows for complex data 
queries across data marts, the performance of these types of ana lysis may not be 
at a satisfactory level. 

c. Hub-and-spoke architecture. This is perhaps the most famous data warehousing 
architecture today. Here the attention is focused on building a scalable and maintain­
able infrastructure (often developed in an iterative way, subject area by subject area) 
that includes a centralized data warehouse and several dependent data marts (each 
for an organizational unit). This architecture allows for easy and customization of 
user interfaces and reports . On the negative side, this architecture lacks the holistic 
enterprise view, and may lead to data redundancy and data latency. 

d. Centralized data warehouse. The centralized data warehouse architecture is 
similar to the hub-and-spoke architecture except that there are no dependent data 
marts; instead, there is a gigantic enterprise data warehouse that serves fo r the 
needs of a ll organizational units. This centra lized approach provides users with 
access to all data in the data warehouse instead of limiting them to data marts. In 
addition , it reduces the amount of data the technical team has to transfer or 
change , therefore simplifying data management and adm inistra tion . If designed 
and implemented properly, this architecture provides a timely and holistic view of 
the enterprise to whomever, whenever, and wherever they may be within the or­
ganization. The central data warehouses architecture, which is advocated mainly 
by Teradata Corp., advises using data warehouses without any data marts (see 

Figure 2.6). 
e . Federated data warehouse. The federated approach is a concession to the nat­

ural forces that undermine the best plans for developing a perfect system. It uses all 
possible means to integrate analytica l resources from multip le sources to meet 
changing needs or business conditions. Essentially, the federated approach involves 
integrating disparate systems. In a federated architecture, existing decision support 
structures are left in place, and data are accessed from those sources as needed. The 
federated approach is supported by middleware vendors that propose distributed 
que1y and join capabilities. These eXtensible Markup Language (X!VIL)-based tools 
offer users a global view of distributed data sources, including data warehouses, data 
marts, Web sites, documents, and operational systems. When users choose query ob­
jects from this view and press the submit button, the tool automatica lly queries the 
distributed sources, joins the results, and presents them to the user. Because of per­
fo rmance and data quality issues, most experts agree that federated approaches 
work well to supplement data warehouses, not replace them (Eckerson, 2005). 
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Ariyachandra and Watson (2005) identified 10 facto rs that potentially affect the 
architecture selection decision : 

1. Information interdependence between organizational units 
2. Upper management's information needs 
3. Urgency of need for a data warehouse 
4. Nature of end-user tasks 
5. Constraints on resources 
6. Strategic view of the da ta warehouse prior to implementation 
7. Compatibility with existing systems 
8. Perceived ability of the in-house IT staff 
9. Technical issues 

10. Social/political factors 

These factors are sin1ilar to many success factors described in the literature for infor­
mation systems projects and DSS and BI projects. Technical issues, beyond providing tech­
~ology that is feasibly ready for use, are important, but often not as important as behavioral 
issues such as meeting upper management's information needs and user involvement in the 
development process (a social/political factor). Each data warehousing architecture has 
specific applications for which it is most (and least) effective and thus provides maximal 
benefits to the organization. However, overall, the data matt structure seems to be the least 
effective in practice. See Ariyachandra and Watson (2006a) for some additional details. 

Which Architecture Is the Best? 

Ev~r since data warehousing became a critica l part of modern enterprises, the question of 
which data warehouse architecture is the best has been a topic of regular d iscussion. The 
two gurus of the data warehousing field , Bill Inmon and Ralph Kimball, are at the heart 
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of this discussion. Inmon advocates the hub-and-spoke architecture (e.g., the Corpora te 
Information Factory), whereas Kimball promotes the data mart bus architecture with 
conformed dimensions. Other architectures are possible, but these two options are funda­
mentally different approaches, and each has strong advocates. To shed light on this con­
troversial question, Ariyachandra and Watson (2006b) conducted an empirical study. To 
collect the data, they used a Web-based survey targeted at individuals involved in data 
warehouse implementations. Their survey included questions about the respondent, the 
respondent's company, the company's data warehouse, and the success of the data ware­
house architecture. 

In total, 454 respondents provided usable information . Su1veyed companies ranged 
from small (less than $10 million in revenue) to large (in excess of $10 billion). Most of the 
companies were located in the United States (60%) and represented a variety of industries, 
with the financial se1vices industty (15%) providing the most responses. The predominant 
architecture was the hub-and-spoke architecture (39%), followed by the bus architecture 
(26%), the centralized architecture (17%), independent data marts (12%), and the federated 
architecture (4%). The most conunon platform for hosting the data warehouses was Oracle 
(41%), followed by Microsoft (19%) and IBM (18%). The average (mean) gross revenue var­
ied from $3.7 biJ!ion for independent data marts to $6 billion for the federated architecture. 

They used four measures to assess the success of the architectures: (1) information 
quality, (2) system quality, (3) individual impacts, and ( 4) organiza tional impacts. The 
questions used a seven-point scale, with the higher score indicating a more successful ar­
chitecture. Table 2. 1 shows the average scores fo r the measures across the architectures . 

As the results of the study indicate, independent data marts scored the lowest on all 
measures. This finding confirms the conventional wisdom that independent data marts 
are a poor architectural solution. Next lowest on all measures was the federated architec­
ture . Firms sometimes have disparate decision-support platforms resulting from mergers 
and acquisitions, and they may choose a federa ted approach, at least in the short run. The 
findings suggest that the federated architecture is not an optimal long-term solution. What 
is interesting, however, is the similarity of the averages for the bus, hub-and-spoke, and 
centralized architectures. The differences are sufficiently small that no claims can be 
made for a particular architecture 's superiority over the others, at least based on a simple 
comparison of these success measures. 

Ariyachandra and Watson also collected data on the domain (e.g ., varying from a 
subunit to company-wide) and the size (i.e., amount of data stored) of the warehouses. 
They found that the hub-and-spoke architecture is typically used with more enterprise-wide 

TABLE 2.1 Average Assessment Scores for the Success of the Architectures 

Centralized 
Architecture (No 

Independent Bus Hub-and Spoke Dependent Data Federated 
Data Marts Architecture Architecture Marts) Architecture 

Information 4.42 5.16 5.35 5.23 4.73 
Quality 

System 4.59 5.60 5.56 5.41 4.69 
Quality 

Individual 5.08 5.80 5.62 5.64 5.15 
Impacts 

Organizational 4.66 5.34 5.24 5.30 4.77 
Impacts 
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implementations and larger warehouses. They also investigated the cost and time required 
to implement the different architectures. Overall , the hub-and-spoke architecture was the 
most expensive and time-consuming to implement. 

SECTION 2.3 REVIEW QUESTIONS 

1. What are the key similarities and differences between a two-tiered architecture and a 
three-tiered architecture? 

2. How has the Web influenced data warehouse design? 

3. List the alternative data warehousing architectures discussed in this section. 

4. What issues should be considered when deciding which architecture to use in devel­
oping a data warehouse? List the 10 most important factors. 

5. Which data warehousing architecture is the best? Why? 

2.4 DATA INTEGRATION AND THE EXTRACTION, 
TRANSFORMATION, AND LOAD {ETL) PROCESSES 

Global competitive pressures, demand for return on investment (ROI), management and 
investor inquity, and government regulations are forcing business managers to rethink 
how they integrate and manage their businesses. A decision maker typically needs access 
to multiple sources of data that must be integrated . Before data warehouses, data marts, 
and BI software, providing access to data sources was a major, laborious process. Even 
with modern Web-based data management tools, recognizing what data to access and 
providing them to the decision maker is a nontrivial task that requires database special­
ists. As data warehouses grow in size, the issues of integrating data grow as well. 

The business analysis needs continue to evolve. Mergers and acquisitions , regula­
to1y requirements, and the introduction of new channels can drive changes in BI require­
ments. In addition to historical, cleansed, consolidated, and point-in-time data, business 
users increasingly demand access to real-time, unstructured, and/ or remote data . And 
eve1ything must be integrated with the contents of an existing data warehouse . Moreover, 
access via personal digital assistants and through speech 1·ecognition and synthesis is 
becoming more commonplace, further complicating it1tegration issues (Edwards, 2003). 
Many integration projects involve enterprise-wide systems. Orovic (2003) provided a 
checklist o f what works and w hat does not work when attempting such a project. 
Properly integrating data from various databases and other disparate sources is difficult. 
But when it is not done properly, it can lead to disaster in enterprise-wide systems such 
as CRNI, ERP, and supply chain projects (Nash , 2002). 

Data Integration 

Data integ1·ation comprises three major processes that, when correctly implemented, 
permit data to be accessed and made accessible to an array of ETL and analysis tools and 
data warehousing environment: data access (i .e., the ability to access and extract data 
from any data source), data federation (i.e ., the integration of business views across mul­
tiple data stores), and change capture (based on the identification, capture, and delive1y 
of the changes made to enterprise data sources). See Application Case 2.3 for an example 
of how BP Lubricants benefits from implementing a data warehouse that integrates data 
from many sources. Some vendors, such as SAS Institute , Inc. , have developed strong 
data integration tools. The SAS enterprise data integration se1ver includes customer data 
integration tools that improve data quality in the integration process. The Oracle Business 
Intelligence Suite assists in integrating data as well. 
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Application Case 2.3 
BP Lubricants Achieves BIGS Success 

BP Lubricants established the Business Intelligence 
and Global Standards (BIGS) program following re­
cent merger activity to deliver globally consistent 
and transparent management information. As well 
as timely business intelligence, BIGS provides de­
tailed, consistent views of performance across func­
tions such as finance, marketing, sales, and supply 
and logistics. 

BP Lubricants is one of the world's largest oil 
and petrochemicals groups. Part of the BP pie 
group, BP Lubricants is an established leader in the 
global automotive lubricants market. Perhaps best 
known for its Castro! brand of oils, the business 
operates in over 100 countries and employs 10,000 
people. Strategically, BP Lubricants is concentrat­
ing on further improving its customer focus and 
increasing its effectiveness in automotive markets . 
Following recent merger activity, the company is 
undergoing transformation to become more effec­
tive and agile and to seize opportunities for rapid 
growth. 

Challenge 

Following recent merger act1v1ty, BP Lubricants 
wanted to improve the consistency, transparency, 
and accessibility of management information and 
business intelligence. In order to do so, it needed to 
integrate data held in disparate source systems, 
without the delay of introducing a standardized ERP 
system. 

Solution 

BP Lubricants implemented the pilot for its BIGS 
program, a strategic initiative for management infor­
mation and business intelligence. At the heart of 
BIGS is Kalida, an adaptive enterprise data ware­
housing solution for preparing, implementing, oper­
ating, and managing data warehouses. 

Kalido's federated enterprise data warehousing 
solution supported the pilot program's complex data 
integration and diverse reporting requirements. To 
adapt to the program's evolving reporting require­
ments , the software also enabled the underlying 
information architecture to be easily modified at high 

speed while preserving all information. The system 
integrates and stores information from multiple 
source systems to provide consolidated views for: 

• Marketing. Customer proceeds and margins 
for market segments with ddll down to 
invoice-level detail 

•Sales. Sales invoice reporting augmented 
with both detailed tariff costs and actual 
payments 

• Fi11a11ce. Globally standard profit and loss, 
balance sheet, and cash flow statements-with 
audit ability; customer debt management sup­
ply and logistics; consolidated view of order, 
and movement processing across multiple ERP 
platforms 

Benefits 

By improving the visibility of consistent, timely data, 
BIGS provides the information needed to assist 
the business in identifying a multitude of business 
opportunities to maximize margins and/or manage 
associated costs. Typical responses to the benefits of 
consistent data resulting from the BIGS pilot include: 

• Improved consistency and transparency of 
business data 

• Easier, faster, and more flexible reporting 
• Accommodation of both global and local 

standards 
• Fast, cost-effective, and flexible implementa­

tion cycle 
• Minimal disruption of existing business 

processes and the day-to-day business 
• Identification of data quality issues and help 

with their resolution 
• Improved ability to respond intelligently to 

new business opportunities 

Source. Kalido, "BP Lubricants Achieves BIGS, Key IT Solutions," 
keyitsolutions.com/ asp/ rptdetails/ report/95/ cat/1175/ (ac­
cessed August 2009); Kalido, "BP Lubricants Achieves BIGS 
Success," kalido.com/ collateral/Documents/English-US/ 
CS-BP%20BIGS.pdf (accessed August 2009); and BP Lubricant 
homepage, bp.com/lub1'icanthome.do (accessed August 
2009). 
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A major purpose of a data warehouse is to integrate data from multiple systems. 
Various integration technologies enable data and metaclata integration: 

• Enterprise application integration (EAI) 
• Service-oriented architecture (SOA) 
• Enterprise information integration (Ell) 
• Extraction, transformation, and load (ETL) 

Enterprise application integration (EAi) provides a vehicle for pushing data 
from source systems into the data warehouse. It involves integrating application function­
ality and is focused on sharing functionality (rather than data) across systems, thereby 
enabling flexibility and reuse. Traditionally, EAI solutions have focused on enabling 
application reuse at the application programming interface level. Recently, EAI is accom­
plished by using SOA coarse-grained services (a collection of business processes or func­
tions) that are well defined and documented. Using Web services is a specialized way of 
implementing an SOA. EAI can be used to facilitate data acquisition directly into a near­
real-time data warehouse or to deliver decisions to the OLTP systems. There are many 
different approaches to and tools for EAI implementation. 

Enterp1·ise information integration (Ell) is an evolving tool space that promises 
real-time data integration from a variety of sources such as relational databases, Web 
se1vices, and multidimensional databases. It is a mechanism for pulling data from source 
systems to satisfy a request for information. EU tools use predefined metadata to populate 
views that make integrated data appear relational to encl users. XML may be the most im­
portant aspect of Ell because XML allows data to be tagged either at creation time or later. 
These tags can be extended and modified to accommodate almost any area of knowledge 
(Kay, 2005). 

Physical data integration has conventionally been the main mechanism for creating 
an integrated view with data warehouses and data marts . With the advent of Ell tools 
(Kay, 2005), new virtual data integration patterns are feasible. Manglik and Mehra (2005) 
discussed the benefits and constraints of new data integration patterns that can expand 
traditional physical methodologies to present a comprehensive view for the enterprise. 

We next turn to the approach for loading data into the warehouse: ETL. 

Extraction, Transformation, and Load (ETL} 

At the heart of the technical side of the data warehousing process is extraction, transfor­
mation, and load (ETL). ETL technologies, which have existed for some time, are instn_1-
mental in the process and use of data warehouses. The ETL process is an integral component 
in any data-centric project. IT managers are often faced with challenges because the ETL 
process typically consumes 70 percent of the time in a data-centric project. 

The ETL process consists of extraction (i.e., reading data from one or more data­
bases), transformation (i.e ., converting the extracted data from its previous form into the 
form in which it needs to be so that it can be placed into a data warehouse or simply an­
other database), and load (i.e., putting the data into the data warehouse). Transformation 
occurs by using rules or lookup tables or by combining the data with other data . The 
three database functions are integrated into one tool to pull data out of one or more data­
bases and place them into another, consolidated database or a data warehouse. 

ETL tools also transport data between sources and targets , document how data 
elements (e.g., metaclata) change as they move between source and target, exchange meta­
data with other applications as needed, and administer all runtin1e processes and operations 
(e.g., scheduling, error management, audit logs, statistics). ETL is extremely impo1tant for 
data integration as well as for data warehousing. The purpose of the ETL process is to load 
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the warehouse with integrated and cleansed data . The data used in ETL processes can come 
from any source: a mainframe application, an ERP application, a CRM tool, a flat file, an 
Excel spreadsheet, or even a message queue. In Figure 2.7, we outline the ETL process. 

The process of migrating data to a data warehouse involves the extraction of data 
from all relevant sources. Data sources may consist of files extracted from OLTP databases, 
spreadsheets, personal databases (e.g., Microsoft Access), or external files. Typically, all the 
input files are written to a set of staging tables, which are designed to facilitate the load 
process. A data warehouse contains numerous business rules that define such things as 
how the data will be used, summarization rules, standardization of encoded attributes, and 
calculation ri.iles. Any data quality issues pertaining to the source files need to be corrected 
before the data are loaded into the data warehouse. One of the benefits of a well-designed 
data warehouse is that these rules can be stored in a metadata repositoty and applied to 
the data warehouse centrally. This differs from the OLTP approach, which typically has data 
and business rules scattered throughout the system. The process of loading data into a data 
warehouse can be performed either through data transformation tools that provide a GUI to 
aid in the development and maintenance of business rules or through more traditional 
methods, such as developing programs o r utilities to load the data warehouse, using pro­
gramming languages such as PL/SQL, C++, or .NET Framework languages. This decision is 
not easy for organizations. Several issues affect whether an organization will purchase data 
transformation tools or build the transformation process itself: 

• Data transformation tools are expensive. 
• Data transformation tools may have a long learning curve. 
• It is difficult to measure how the IT organization is doing until it has learned to use 

the data transformation tools. 

In the long run, a transformation-tool approach should simpli fy the maintenance of 
an organization's data warehouse. Transformation tools can also be effective in detecting 
and scrubbing (i.e., removing any anomalies in the data). OLAP and data mining tools 
rely on how well the data are transformed. 

As an example of effective ETL, let us consider Motorola, Inc., which uses ETL to 
feed its data warehouses. Motorola collects information from 30 different procurement 
systems and sends them to its global SCM data warehouse for analysis of aggregate com­
pany spending (Songini, 2004). 

Solomon (2005) classified ETL technologies into four categories: sophisticated, 
enabler, simple, a nd rudimentary. It is generally acknowledged that tools in the 
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sophisticated catego1y will result in the ETL process being better documented and more 
accurately managed as the data warehouse project evolves. 

Even though it is possible for programmers to develop software for ETL, it is simpler 
to use an existing ETL tool. The following are some of the important criteria in selecting 
an ETL tool (Brown, 2004): 

• Ability to read from and write to an unlimited number of data source architectures 
• Automatic capturing and delivery of metadata 
• A histoty of conforming to open standards 
• An easy-to-use interface for the developer and the functional user 

Performing extensive ETL may be a sign of poorly managed data and a fundamen­
tal Jack of a coherent data management strategy. Karacsony (2006) indicated that there is 
a direct correlation between the extent of redundant data and the number of ETL 
processes. When data are managed correctly as an enterp rise asset, ETL efforts are signif­
icantly reduced, and redundant data are completely eliminated. This leads to huge sav­
ings in maintenance and greater efficiency in new development while also improving 
data quality. Poorly designed ETL processes are costly to maintain, change, and update. 
Consequently, it is crucia l to make the proper choices in terms of technology and tools to 
use for developing and maintaining the ETL process. 

A number of packaged ETL tools are available. Database vendors currently offer 
ETL capabilities that both enhance and compete with independent ETL tools. SAS ac­
knowledges the importance of data quality and offers the industry's first fully integrated 
solution that merges ETL and data quality to transform data into strategic valuable assets. 
Other ETL software providers include Microsoft, Oracle, IBM, Informatica, Embarcadero, 
and Tibco. For additional information on ETL, see Golfarelli and Rizzi (2009), Karacsony 
(2006), and Songini (2004). 

SECTION 2.4 REVIEW QUESTIONS 

1. Describe data integration. 

2. Describe the three steps of the ETL process. 

3. Why is the ETL process so important for data warehousing efforts? 

2.5 DATA WAREHOUSE DEVELOPMENT 

A data warehousing project is a major undertaking for any organization and is more com­
pl icated than a simple, mainframe selection and implementation project because it com­
prises and influences many departments and many input and output interfaces and it can 
be part of a CRM business stra tegy. A data warehouse provides several benefits that can 
be classified as direct and indirect. Direct benefits include the following: 

• Encl users can perform extensive analysis in numerous ways. 
• A consolidated view of corporate data (i.e., a single version of the truth) is possible. 
• Better and more-timely information is possible. A data warehouse permits informa­

tion processing to be re lieved from costly operational systems onto low-cost 
servers; therefore, many more end-user information requests can be processed 
more quickly. 

• Enhanced system performance can result. A data warehouse frees production pro­
cessing because some operational system reporting requirements are moved to DSS. 

• Data access is simplified. 

Indirect benefits result from end users using these direct benefits. On the whole, 
these benefits enhance business knowledge, present competitive advantage, improve 
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customer service and satisfaction, facilitate decision making, and help in reforming 
business processes, and therefore, they are the strongest contributions to competitive 
advantage. (For a discussion of how to create a competitive advantage through data ware­
housing, see Parzinger and Fralick, 2001.) For a detailed discussion of how organizations 
can obtain exceptional levels of payoffs, see Watson et al. (2002). Given the potential ben­
efits that a data warehouse can provide and the substantial investments in time and money 
that such a project requires , it is critical that an organization structure its data warehouse 
project to maximize the chances of success. In addition, the organization must, obviously, 
take costs into consideration. Kelly (2001) described a ROI approach that considers bene­
fits in the categories of keepers (i.e., money saved by improving traditional decision 
support functions) ; gatherers (i.e ., money saved clue to automated collection and dissemi­
nation of information); and users (i.e., money saved or gained from decisions made using 
the data warehouse). Costs include those related to hardware , software, network band­
width, internal development, internal support, training, and external consulting. The net 
present value (NPV) is calculated over the expected life of the data warehouse. Because 
the benefits are broken clown approximately as 20 percent for keepers , 30 percent for 
gatherers, and 50 percent for users, Kelly indicated that users should be involved in the 
development process, a success factor typically mentioned as critical for systems that imply 
change in an organization. 

Application Case 2.4 provides an example of a data warehouse that was 
developed and delivered intense competitive advantage for the Hokuriku (Japan) 

Application Case 2.4 
Things Go Better with Coke's Data Warehouse 
In the face of competitive pressu'res and consumer 
demand, how does a successful bottling company en­
sure that its vending machines are profitable? The an­
swer for HCCBC is a data warehouse and analytical 
software implemented by Teradata. HCCBC built the 
system in response to a data warehousing system de­
veloped by its rival, Mikuni American Corporation . 
The data warehouse collects not only historical data 
but also near-real-time data from each vending ma­
chine (viewed as a store) tlut could be transmitted 
via wireless connection to headquarters. The initial 
phase of the project was deployed in 2001. The data 
warehouse approach provides detailed product infor­
mation, such as time and elate of each sale, when a 
product sells out, whether someone was short­
changed, and whether t11e machine is malfunctioning. 
In each case, an alert is triggered, and t11e vending 
machine immediately reports it to the data center 
over a wireless transmission system. (Note that Coca­
Cola in the United States has used modems to link 
vending machines to distributors for over a decade.) 

In 2002, HCCBC conducted a pilot test and put 
all its Nagano vending machines on a wireless net­
work to gatl1er near-real-time point-of-sale (POS) data 

from each one. The results were astounding because 
they accurately forecastecl demand and identified 
problems quickly. Total sales immediately increased 
10 percent. In addition, due to the more accurate ma­
chine servicing, overtime and ot11er costs decreased 
46 percent. In addition, each salesperson was able to 
service up to 42 percent more vending machines. 

The test was so successful that planning began 
to expand it to encompass the entire enterprise 
(60,000 machines), using an active data warehouse. 
Eventually, t11e data warehousing solution will ideally 
expand across corporate boundaries into the entire 
Coca-Cola Bottlers network so that the more than 
1 million vending machines in Japan will be net­
worked, leading to immense cost savings and higher 
revenue. 

Sources. Adapted from K. D. Schwattz, "Decisions at the Touch of a 
Button," Teradata Magazine, teradata.com/t/page/117774/ 
index.html (accessed June 2009); K. D. Schwa1tz, "Decisions at the 
Touch of a Button," DSS Reso11rces, JVlarch 2004, pp. 28-31 , 
dssresom·ces.com/ cases/ coca-colajapan/index.html (accessed 
Apri l 2006); and Teradata Corp., "Coca-Cola Japan Puts the Fizz 
Back in Vending l'vlachine Sales," temdata.com/t/page/118866/ 
index.html (accessed June 2009). 

Chapter 2 • Data Warehousing 51 

coca-Cola Bottling Company (HCCBC) . The system was so successful that plans are 
under way to expand it to encompass the more than 1 million Coca-Cola vending ma­
chines in Japan. 

Clearly defining the business objective, gathering project support from management 
encl users, setting reasonable time frames and budgets, and managing expectations are 
critical to a successful data warehousing project. A data warehousing strategy is a blue­
print for the successful introduction of the data warehouse. The strategy should describe 
where the company wants to go, why it wants to go there, and what it will do when it 
gets there . It needs to take into consideration the organization's vision, structure, and cul­
ture . See Matney (2003) for the steps that can help in developing a flexible and efficient 
support strategy. When the plan and support for a data warehouse are established, the or­
ganization needs to examine data warehouse vendors. (See Table 2.2 for a sample list of 
vendors; also see The Data Warehousing Institute [twdi.com] and DM Review 
[dmreview.com] .) Many vendors provide software demos of their data warehousing and 
BI products. 

TABLE 2.2 Sample List of Data Warehousing Vendors 

Vendor 

Computer Associates (cai.com) 

DataMirror (datamirror.com) 

Data Advantage Group 
(dataadvantagegroup.com) 

Dell (dell.com) 

Embarcadero Technologies 
(embarcadero.com) 

Business Objects (businessobjects.com) 

Harte-Hanks (harte-hanks.com) 

HP (hp.com) 

Hummingbird Ltd . (hummingbird.com) 

Hyperion Solutions (hyperion.com) 

IBM (ibm.com) 

Informatica (informatica.com) 

Microsoft (microsoft.com) 

Oracle (including PeopleSoft and Siebel) 
(oracle.com) 

SAS Institute (sas.com) 

Siemens (siemens.com) 

Sybase (sybase.com) 

Teradata (teradata.com) 

Product Offerings 

Comprehensive set of data warehouse (DW) 
tools and products 

DW administration, management, and 
performance products 

Metadata software 

DW servers 

DW administration, management, and 
performance products 

Data cleansing software 

CRM products and services 

DW servers 

DW engines and exploration warehouses 

Comprehensive set of DW tools, products, 
and app lications 

DW tools, products, and applications 

DW administration, management, and 
performance products 

DW tools and products 

DW, ERP, and CRM tools, products, and 
applications 

DW tools, products, and applications 

DW servers 

Comprehensive set of DW tool s and 
applications 

DW tools, products, and applications 
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Data Warehouse Vendors 

McCloskey (2002) cited six guidelines that need to be considered when developing a ven­
dor list: financial strength, ERP linkages, qualified consultants, market share, inclust1y 
experience, and established partnerships. Data can be obtained from trade shows and 
corporate Web sites, as well as by submitting requests for specific product information. 
Van den Hoven (1998) differentiated three types of data warehousing products. The first 
type handles functions such as locating, extracting, transforming, cleansing, transporting, 
and loading the data into the data warehouse. The second type is a data management 
tool-a database engine that stores and manages the data warehouse as well as the meta­
data. The third type is a data access tool that provides end users with access to analyze 
the data in the data warehouse. This may include query generators, visualization, EIS, 
OLAP, and data mining capabilities. 

Data Warehouse Development Approaches 

Many organizations need to create the data warehouses used for decision support. Two 
competing approaches are employed. The first approach is that of Bill Inmon, who is often 
called "the father of data warehousing." Inmon supports a top-clown development 
approach that adapts traditional relational database tools to the development needs of an 
enterprise-wide data warehouse, also known as the EDW approach. The second approach 
is that of Ralph Kimball, who proposes a bottom-up approach that employs dimensional 
modeling, also known as the data mart approach. 

Knowing how these two models are alike and how they differ helps us understand 
the basic data warehouse concepts (Breslin, 2004). Table 2.3 compares the two ap­
proaches. We describe these approaches in detail next. 

THE INMON MODEL: THE EDW APPROACH Inmon's approach emphasizes top-clown 
development, employing established database development methodologies and tools, 
such as entity-relationship diagrams (ERD), and an adjustment of the spiral develop­
ment approach. The EDW approach does not preclude the creation of data marts . The 
EDW is the ideal in this approach because it provides a consistent and comprehensive 
view of the enterprise. Murtaza 0998) presented a framework for developing EDW. 

THE KIMBALL MODEL: THE DATA MART APPROACH Kimball's data mart strategy is a 
"plan big, build small" approach. A data mart is a subject-oriented or department-oriented 
data warehouse. It is a scaled-down version of a data warehouse that focuses on the 
requests of a specific department such as marketing or sales. This model applies dimen­
sional data modeling, which starts with tables. Kimball advocated a development method­
ology that entails a bottom-up approach, which in the case of data warehouses means 
building one data mart at a time. 

WHICH MODEL IS BEST? There is no one-size-fits-all strategy to data warehousing. 
An enterprise's data warehousing strategy can evolve from a simple data mart to a 
complex data warehouse in response to user clemancls, the enterprise 's business 
requirements , and the enterprise's maturity in managing its data resources. For many 
enterprises, a data mart is frequently a convenient first step to acquiring experience in 
constructing and managing a data warehouse while presenting business users with the 
benefits of better access to their data ; in addition, a data mart commonly indicates the 
business value of data warehousing. Ultimately, obtaining an EDW is ideal (see 
Application Case 2.5). However, the development of individual data marts can often 
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TABLE 2.3 Contrasts Between the Data Mart and EDW Development Approaches 

Effort 

Scope 

Development time 

Development cost 

Development 
difficulty 

Data prerequisite for 
sharing 

Sources 

Size 

Time horizon 

Data transformations 

Update frequency 

Technology 

Hardware 

Operating system 

Databases 

Usage 

Number of 
simultaneous users 

User types 

Business spotlight 

Data Mart Approach 

One subject area 

Months 

$10,000 to $100,000+ 

Low to medium 

Common (within business area) 

Only some operational and 
external systems 

Megabytes to several gigabytes 

Near-current and historical data 

Low to medium 

Hourly, daily, weekly 

Workstations and departmental 
servers 

Windows and Linux 

Workgroup or standard 
database servers 

1 Os 

Business area analysts and 
managers 

Optimizing activities within the 
business area 

EDW Approach 

Several subject areas 

Years 

$1,000,000+ 

High 

Common (across enterprise) 

Many operational and external 
systems 

Gigabytes to petabytes 

Historical data 

High 

Weekly, monthly 

Enterprise servers and mainframe 
computers 

Unix, Z/OS, OS/390 

Enterprise database servers 

100s to 1,000s 

Enterprise analysts and senior 
executives 

Cross-functional optimization 
and decision making 

Sources: Based on]. Van den Hoven, "Data Marts: Plan Big, Build Small," in JS Managemenl Handbook, 
8th ed., CRC Press, Boca Raton, FL, 2003; and T. Ariyachandra and H. Watson, "Which Data Warehouse 
Architecture ls Most Successful?" Business fnlelligencejoumal, Vol. 11 , No. 1, First Quarter 2006, pp. 4---6. 

Application Case 2.5 
HP Consolidates Hundreds of Data Marts into a Single EDW 
In December 2005, Hewlett-Packard planned to 
consolidate its 762 data marts around the world into 
a single EDW. HP took this approach to gain a supe­
rior sense of its own business and to determine how 
best to serve its customers . Mark Hurd, HP's presi­
dent and chief executive, stated that "there was a 
thirst for analytic data" inside the company that had 
unfortunately led to the creation of many data marts. 
Those data silos were ve1y expensive to design and 

maintain, and they did not produce the enterprise­
wicle view of internal and customer information that 
HP wanted . In micl-2006, HP started to consolidate 
the data in the data marts into the new data ware­
house. All the disparate data marts will ultimately be 
eliminated . 

Sources: Based on C. Martins, "HP to Consolidate Data Marts into 
Single \\larehouse," Compute1worlcl , December 13, 2005. 
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TABLE 2.4 Essential Differences Between Inmon and Kimball's Approaches 

Characteristic 

Methodology and 
Architecture 

Overall approach 

Architecture structure 

Complexity of the 
method 

Comparison with 
established 
development 
methodologies 

Discussion of physical 
design 

Data Modeling 

Data orientation 

Tools 

End-user accessibility 

Philosophy 

Primary audience 

Place in the 
organization 

Objective 

Inmon 

Top-down 

Enterprise-wide (atomic) data 
warehouse "feeds" 
departmental databases 

Quite complex 

Derived from the spiral 
methodology 

Fairly thorough 

Subject or data driven 

Traditional (ERD, data flow 
diagrams) 

Low 

IT professionals 

Integral part of the corporate 
information factory 

Deliver a sound technical 
solution based on proven 
database methods and 
technologies 

Kimball 

Bottom-up 

Data marts model a single business 
process, and enterprise consistency 
is achieved through a data bus and 
conformed dimensions 

Fairly simple 

Four-step process; a departure from 
RDBMS methods 

Fairly light 

Process oriented 

Dimensional modeling; a departure 
from relational modeling 

High 

End users 

Transformer and retainer of 
operational data 

Deliver a solution that makes it 
easy for end users to directly query 
the data and still get reasonable 
response times 

Sources: Based on M. Breslin, "Data Warehousing Battle of the Giants: Comparing the Basics of Kimball and 
Inmon Models," Business Intel/igencejoumal, Vol. 9, No. 1, Winter 2004, pp. 6-20; and T. Ariyachandra and 
H. Watson, "Which Data Warehouse Architecture Is Most Successful?" Business Intelligence journal, Vol. 11, 
No. 1, First Quarter 2006. 

provide many benefits along the way toward developing an EDW, especially if the 
organization is unable or unwilling to invest in a large-scale project. Data marts can 
also demonstrate feasibility and success in providing benefits . This could potentially 
lead to an investment in an EDW. Table 2.4 summarizes the most essentia l characteris­
tic differences between the two models . 

Additional Data Warehouse Development Considerations 

Some organizations want to completely outsource their data warehousing efforts. 
They simply do not want to deal with software and hardware acquisitions, and they 
do not want to manage their information systems . One alternative is to use hosted 

Chapter 2 • Data Warehousing 55 

data warehouse~. In this scenario, another firm-ideally, one that has a lot of experi-
ence and expertise-develops and maintains the data warehouse. However, there are 
security and privacy concerns with this approach. See Technology Insight 2.1 for 
some details. 

Representation of Data in Data Warehouse 

A typical data warehouse structure is shown in Figure 2.1. Many variations of data ware­
house architecture are possible (see Figure 2.5). No matter what the architecture was the 
design of data representation in the data warehouse has always been based on the ~on­
cept of di°,1ensional modeling. Dimensional modeling is a retrieval-based system that 
supports high-volume que1y access. Representation and storage of data in a data ware­
house should be designed in such a way that not only accommodates but also boosts the 
processing of complex multidimensional queries. Often, the sta r schema and the 
snowflakes schema are the means by which dimensional modeling is implemented in 
data warehouses. 

The star .schema (sometimes referenced as star join schema) is the most commonly 
used and the s11nplest style of dimensional modeling. A star schema contains a central fact 
table surrounded by and connected to several dimension tables (Adamson, 2009). The 
fact table contains a large number of rows that correspond to obse1Yed facts and external 

TECHNOLOGY INSIGHT 2.1 Hosted Data Warehouses 

A hosted data warehouse has nearly the same, if not more, functionality as an onsite data ware­
house, but it does not consume computer resources on client premises. A hosted data warehouse 
offers the benefits of BI minus the cost of computer upgrades, network upgrades, software licenses 
in-house development, and in-house suppo1t and maintenance. ' 

A hosted data warehouse offers the following benefits: 

• Requires minimal investment in infrastructure 
• Frees up capacity on in-house systems 
• Frees up cash flow 
• Makes powerful solutions affordable 
• Enables powerful solutions that provide for growth 
• Offers better quality equipment and software 
• Provides faster connections 
• Enables users to access data from remote locations 
• Allows a company to focus on core business 
• Meets storage needs for large volumes of data 

. Despite its benefits, a hosted data warehouse is not necessarily a good fit for eve1y organi­
zation. Large companies with revenue upward of $500 million could lose money if they already 
have underused internal infrastructure and IT staff. Furthermore, companies that see the 
par~d1gm shift of outsourcing applications as loss of control of their data are not prone to use a 
busmess in.telligence service provider. Finally, the most significant and common argument against 
1'.11Plementmg a hosted data warehouse is that it may be unwise to outsource sensitive applica­
tions for reasons of security and privacy. 

Sources: Based on M. Thornton and M. Lampa , "Hosted Data Warehouse," journal of Data Warehousing, 
Vol. 7, No. 2, 2002, pp . 27-34 ; and M. Thornton, "What About Security? The Most Common but 
Unwarranted, Objection to Hosted Data Warehouses," DM Review, Vol. 12, No. 3, March 18, 2002, pp. 3~3. 
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Dimension 
time 

I Quarter 

I 

Dimension 
peoole 

I Division 

1 . .. 

links (i.e., foreign keys). A fact table contains the descriptive attributes needed to perform 
decision analysis and que1y reporting, and foreign keys are used to link to dimension 
tables. The decision analysis attributes consist of performance measures , operational met­
rics, aggregated measures (e.g. , sales volumes, customer retention rates, profit margins, 
production costs, crap rates)and all the other metrics needed to analyze the organization's 
performance. In other words, the fact table primarily addresses what the data warehouse 
supports for decision analysis. 

Surrounding the central fact tables (and linked via foreign keys) are dimension 
tables. The dimension tables contain classification and aggregation information about the 
central fact rows. Dimension tables contain attributes that describe the data contained 
within the fact table; they address how data will be analyzed and summarized. Dimension 
tables have a one-to-many relationship with rows in the central fact table. In querying, 
the dimensions are used to slice and dice the numerical values in the fact table to address 
the requirements of an ad hoc information need. The star schema is designed to provide 
fast query-response time, simplicity, and ease of maintenance for read-only database 
structures. A simple star schema is shown in Figure 2.8a . The star schema is considered a 
special case of the snowflake schema. 

The snowflake schema is a logical arrangement of tables in a multidimensional 
database in such a way that the entity relationship diagram resembles a snowflake in 
shape. Closely related to the star schema , the snowflake schema is represented by cen­
tralized fact tables (usually only one), which are connected to multiple dimensions. In the 
snowflake schema, however, dimensions are normalized into multiple related tables 
whereas the star schema's dimensions are denormalized with each dimension being rep­
resented by a single table. A simple snowflake schema is shown in Figure 2.8b. 

Analysis of Data in Data Warehouse 

Once the data are properly stored in a data warehouse, that data can be used in various 
ways to support organizational decision making. OLAP is arguably the most commonly 
used data analysis technique in data warehouses, and it has been growing in popularity due 
to the exponential increase in data volumes and the recognition of the business value of 
data-driven analytics. Simply, OLAP is an approach to quickly answer ad hoc questions by 

(a) Star Schema (b] Snowflake Schema 
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FIGURE 2.8 (a) The Star Schema, and (b) The Snowflake Schema. 
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executing multidimensional analytical queries against organizational data repositories (i.e. , 
data warehouses, data marts). 

OLAP versus OLTP 

OLTP is a term used for transaction system that is primarily responsible for capturing and 
storing data related to clay-to-clay business functions such as ERP, CRM, SCM, POS, and so 
on. OLTP system addresses a critical business need, automating daily business transac­
tions and running real-time reports and routine ana lysis . But these systems are not 
designed for ad hoc analysis and complex queries that deal with a number of data items. 
OLAP, on the other hand, is designed to address this need by providing ad hoc analysis 
of organizational data much more effectively and efficiently. OLAP and OLTP rely heavily 
on each other: OLAP uses the data captures by OLTP, and OLTP automates the business 
processes that are managed by decisions supported by OLAP. Table 2.5 provides a multi­
criteria comparison between OLTP and OLAP. 

OLAP Operations 

The main operational structure in OLAP is based on a concept called cube. A cube in OLAP 
is a multidimensional data structure (actual or virtual) that allows fast analysis of data . It can 
also be defined as the capability of efficiently manipulating and analyzing data from multi­
ple perspectives. The arrangement of data into cubes aims to overcome a limitation of rela­
tional databases: Relational databases are not well suited for near-instantaneous analysis of 
large amounts of data. Instead, they are better suited for manipulating records (adding, 
deleting, and updating data) that represent a series of transactions. Although many report­
writing tools exist for relational databases, these tools are slow when a multidimensional 
query that encompasses many database tables needs to be executed. 

Using OLAP, an analyst can navigate through the database and screen for a particu­
lar subset of the data (and its progression over time) by changing the data's orientations 
and defining analytical calculations . These types of user-initiated navigation of data 
through the specification of slices (via rotations) and drill down/ up (via aggregation and 
disaggregation) are sometimes called "slice and dice. " Commonly used OLAP operations 
include slice and dice , drill down, roll up, and pivot. 

TABLE 2.5 A Comparison Between OLTP and OLAP 

Criteria OLTP 

Purpose 

Data source 

Reporting 

Resource 
requirements 

Execution 
speed 

To carry out day-to-day business 
functions. 

Transaction database (a normalized 
data repository primarily focused on 
efficiency and consistency). 

Routine, periodic, narrowly focused 
reports. 

Ordinary relational databases. 

Fast (recording of business 
transactions and routine reports). 

OLAP 

To support decision making and 
provide answers to business and 
management queries. 

Data warehouse or data mart (a non­
normalized data repository primarily 
focused on accuracy and 
completeness). 

Ad hoc, multidimensional, broadly 
focused reports and queries. 

Multiprocessor, large-capacity, 
specialized databases. 

Slow (resource intensive, complex, 
large-sca le queries). 
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•Slice: A slice is a subset of a multidimensional array (usually a two-dimensional 
representation) corresponding to a single value set for one (or more) of the dimen­
sions not in the subset. A simple slicing operation on a three-dimensional cube is 
shown in Figure 2.9. 

• Dice: The dice operation is a slice on more than two dimensions of a data cube. 
• Drill Down/Up: Drilling down or up is a specific OLAP technique whereby the 

user navigates among levels of data ranging from the most summarized (up) to the 
most detailed (down). 

• Roll up: A roll up involves computing all of the data relationships for one or more 
dimensions. To do this, a computational relationship or formula might be defined. 

• Pivot: It is used to change the dimensional orientation of a report or an ad hoc 
query-page display. 

VARIATIONS OF OLAP OLAP has a few variations; among them, ROLAP, MOLAP and 
HOLAP are the most common ones. 

ROLAP stands for Relational Online Analytical Processing. ROLAP is an alterna­
tive to the MOLAP (Multidimensional OLAP) technology. While both ROLAP and MOLAP 
analytic tools are designed to allow analysis of data through the use of a multidimensional data 
model, ROLAP differs significantly in that it does not require the pre-computation and 
storage of information. Instead, ROLAP tools access the data in a relational database 
and generate SQL queries to calculate information at the appropriate level when an end 
user requests it. With ROLAP, it is possible to create additional database tables (sununa1y tables 
or aggregations) that summarize the data at any desired combination of dimensions. While 
ROLAP uses a relational database source, generally the database must be carefully designed 
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FIGURE 2.9 Slicing Operations on a Simple Three-Dimensional Data Cube. 
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for ROLAP use. A database that was designed for OLTP will not function well as a ROLAP 
database. Therefore, ROLAP still involves creating an additional copy of the data. 

MOLAP is an alternative to the ROLAP technology. MOLAP differs from ROLAP 
significantly in that it requires the pre-computation and storage of information in the 
cube-the operation known as preprocessing. MOLAP stores this data in an optimized 
multidimensional array storage rather than in a relational database (which is often the 
case for ROLAP). 

The undesirable trade-off between ROLAP and MOLAP with regard to the additional 
ETL cost and slow que1y performance has led to inquiries for better approaches where 
the pros and cons of these two approaches are optimized. These inquiries resulted in 
HOLAP (Hybrid Online Analytical Processing), which is a combination of ROLAP and 
MOLAP. HOLAP allows storing part of the data in a MOLAP store and another part of the 
data in a ROLAP store. The degree of control that the cube designer has over this parti­
tioning varies from product to product. Technology Insight 2.2 provides opportunity for 
conducting a simple hands-on analysis on MicroStrategy BI tool. 

TECHNOLOGY INSIGHT 2.2 Hands-On Data Warehousing with 
MicroStrategy 

MicroStrategy is the leading independent provider of BI, data warehousing performance man­
agement, and business reporting solutions . The other big players in this market were recently 
acquired by large IT firms: Hyperion was acquired by Oracle, Cognos was acquired by IBM, and 
Business Objects was acquired by SAP. Despite these recent acquisitions, the BI and data ware­
housing market remains active, vibrant, and full of opportunities. 

Following is a step-by-step approach to using MicroStrategy software to analyze a hypo­
thetical business situation. A more comprehensive version of this hands-on exercise can be found 
at the TDUN Web site. According to this hypothetical scenario, you (the vice president of sales at 
a global telecommunications company) are planning a business visit to European region. Before 
meeting with the regional sales people on Monday, you want to know the sale representatives' 
activities for the last qualter (Quarter 4 of 2004) . You are to create such an ad hoc report using 
MicroStrategy's Web access. In order to create this and many other OLAP reports, you will need 
the access code for the TeradataStudentNetwork.com Web site. It is free of charge for educa­
tional use, and only your professor will be able to get the necessa1y access code for you to utilize 
not only MicroStrategy software but also a large collection of other BI resources at this site. 

Once you are in TeradataStudentNetwork, you need to go to "APPLY & DO" and select 
"MicroStrategy BI" from the "Software" section. On the "MicroStrategy/ BI" Web page, follow 
these steps: 

1. Click on the link for "MicroStrategy Application Modules ." This will lead you to a page that 
shows a list of previously built MicroStrategy applications. 

2. Select the "Sales Force Analysis Module. " This module is designed to provide you with 
in-depth insight into the entire sales process. This insight in turn allows you to increase 
lead conversions, optimize product lines, take advantage of your organization's most 
successful sales practices, and improve your sales organization's effectiveness. 

3. In the "Sales Force Analysis Module" site, you will see three sections: View, Create, and 
Tolls. In the View section, click on the link for "Shared Reports." This link will take you to 
a place where a number of previously created sales reports are listed for eve1ybody's use. 

4. In the "Shared Reports" page, click on the folder named "Pipeline Analysis." Pipeline 
Analysis reports provide insight into all open opportunities and deals in the sales pipeline. 
These reports measure the current status of the sales pipeline, detect changing trends and 
key events, and identify key open opportunities. Review what is in the pipeline for each 
sales rep, as well as whether or not the representatives hit their sales quota last quarter. 

59 
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5. In the "Pipeline Analysis" page, click on the report named "Current Pipeline v~. Quot; 
by Sales Region and District. " This report presents the current pipeline status or eac 1 
sales district within a sales region. It also projects whether target quotas can be 

achieved for the current quarter. 
6. In the "Current Pipeline vs. Quota by Sales Region and District" page, select (7ith si

1
n­

gle click) "2004 Q4" as the report parameter, indicating that you want to see 1ow t 1e 
representatives performed against their quotas for the last quarter. 

7. Run the report by clicking on the "Run Report" button at the bottom of the pa1ge . dT~is 
will lead you to a sales report page where the values for each metric are. calcu ate or 
all three European sales regions. In this interactive report, you can easily change the 
region from Europe to United States or Canada using. the pull-d~wn combo bo_x, ~r 
you can drill in one of the three European regions by simply chckmg_ on the app10p11-
ate regions heading to see more detailed analysis of the selected region. 

SECTION 2.5 REVIEW QUESTIONS 

1. List the benefits of data warehouses. 
2. List several criteria for selecting a data warehouse vendor, and describe why they are 

important. 
3. What is OLAP and how does it differ from OLTP? 
4. What is a cube? What do drill down/ roll up/ slice and dice mean? 

5. What are ROLAP, MOLAP, and HOLAP? How do they differ from OLAP? 

2.6 DATA WAREHOUSING IMPLEMENTATION ISSUES 

Implementing a data warehouse is generally a massive effort that ~rnst .be planned 
and executed according to established methods. However, the proiect hfecycl.e has 
many facets, and no single person can be an expert in each area . Here we d.1scuss 
specific ideas and issues as they relate to data warehousing. Inmon (2006) provided a 
set of actions that a data warehouse systems programmer may use to tune a data 

warehouse. . . 
Reeves (2009) and Solomon (2005) provided some guidelines regarding the cntteal 

questions that must be asked, some risks that should be weighted.' and some processes 
that can be followed to help ensure a successful data warehouse 1mplementat1on. They 
compiled a list of 11 major tasks that could be performed in parallel: 

1. Establishment of service-level agreements and data-refresh requirements 
2. Identification of data sources and their governance policies 
3. Data quality planning 
4. Data model design 
5. ETL tool selection 
6. Relational database software and platform selection 
7. Data transport 
8. Data conversion 
9. Reconciliation process 

10. Purge and archive planning 
11. End-user support 

Following these guidelines should increase an organizati~n:s. c~1ance~ for succe~s. 
Given the size and scope of an enterprise-level data warehouse m1ttattve, fai lure to antte­
ipate these issues greatly increases the risks of fa ilure. 
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Hwang and Xu (2005) conducted a major survey of data warehousing success 
issues. The results established that data warehousing success is a multifaceted construct, 
and Hwang and Xu proposed that a data warehouse be constructed while keeping in 
mind the goal of improving user productivity. Extremely significant benefits of doing so 
include prompt information retrieval and enhanced quality information. The survey 
results also indicated that success hinges on factors of different dimensions. 

People want to !mow how successful their BI and data warehousing initiatives are in 
comparison to those of other companies. Ariyachandra and Watson (2006a) proposed some 
benchmarks for BI and data warehousing success . Watson et al. (1999) researched data 
warehouse failures. Their results showed that people define a "failure" in different ways, and 
this was confirmed by Ariyachandra and Watson (2006a). The Data Warehousing Institute 
(tdwi.org) has developed a data warehousing maturity model that an ente1prise can apply 
in order to benchmark its evolution. The model offers a fast means to gauge where the orga­
nization's data warehousing initiative is now and where it needs to go ne1'.1:. The maturity 
model consists of six stages: prenatal, infant, child, teenager, adult, and sage. Business value 
rises as the data warehouse progresses through each succeeding stage. The stages are iden­
tified by a number of characteristics, including scope, analytic structure, executive percep­
tions, types of analytics, stewardship, funding , technology platform, change management, 
and administration. See Eckerson et al. (2009) and Eckerson (2003) for more details. 

Saunders (2009) provided an easy-to-understand cooking analogy to developing data 
warehouses. Weir (2002) specifically described some of the best p1·actices for in1plementing 
a data warehouse. A list of the most pronounced in1plementation guidelines is as follows: 

• The project must fit with corporate strategy and business objectives. 
• There must be complete buy-in to the project by executives, managers, and users. 
• It is important to manage user expectations about the completed project. 
• The data warehouse must be built incrementally. 
• Adaptability and scalabili ty must be in consideration right from the start. 
• The project must be managed by both IT and business professionals (a healthy 

business-supplier relationship must be developed). 
• Only load data that are relevant to decision analysis, have been cleansed, and are 

from known/ trusted source (both internal as well as external to the organization). 
• Do not overlook training requirements (intended users may not be ve1y computer 

literate). 
• Choose proven tools and methodologies that fit nicely into the existing infrastructure. 
• Be aware of the organizational forces , politics, and turf wars . 

Data warehouse projects have many risks. Most of them are also found in other IT 
projects, but data wa rehousing risks are more serious because data warehouses are 
expensive, time-and-resource demanding, large-scale projects. Each risk should be 
assessed at the inception of the project. When developing a successful data warehouse, it 
is important to carefully consider various risks and avoid the following issues: 

• Starting with the wrong sponsorship chain. You need an executive sponsor 
who has influence over the necessa1y resources to support and invest in the data 
warehouse. You also need an executive project driver, someone who has earned 
the respect of other executives, has a healthy skepticism about technology, and is 
decisive but flexible . You also need an IS/IT manager to head up the project. 

• Setting expectations that you cannot meet. You do not want to frustrate execu­
tives at the moment of truth. Eve1y data warehousing project has two phases: Phase 1 
is the selling phase, in which you internally market the project by selling the benefits to 
those who have access to needed resources. Phase 2 is the struggle to meet the expec­
tations described in Phase 1. For a mere $1 to $7 million, hopefully, you can deliver. 
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• E11gagi11g i11 politically naive behavim: Do not simply state that a data ware­
house will help managers make better decisions. This may imply that you feel they 
have been making bad decisions until now. Sell the idea that they will be able to get 
the information they need to help in decision making. 

• Loading the data warehouse with i11formatio11 just because it is available. 
Do not let the data warehouse become a data landfill . This would unnecessarily 
slow clown the use of the system. There is a trend toward real-time computing and 
analysis. Data warehouses must be shut down to load data in a timely way. 

• Believing that data warehousi11g database design is the same as transac­
tional database design. In general, it is not. The goal of data warehousing is to 
access aggregates rather than a single or a few records, as in transaction-processing 
systems. Content is also different, as is evident in how data are organized. DBMS 
tend to be nonredundant, normalized, and relational, whereas data warehouses are 
redundant, not normalized, and multidimensional. 

•Choosing a data warehouse manager who is technology oriented rather 
than user oriented. One key to data warehouse success is to understand that the 
users must get what they need, not advanced technology for technology's sake. 

• Focusing on traditional internal record-oriented data and ig11oring the 
value of external data and of text, images, and, perhaps, sound and 
video. Data come in many formats and must be made accessible to the right peo­
ple at the right time and in the right format. They must be cataloged properly. 

• Delivering data with overlapping and confusing definitions. Data cleansing 
is a critical aspect of data warehousing. It includes reconciling conflicting data defi­
nitions and formats organization wide. Politically, this may be difficult because it 
involves change, typically at the executive level. 

• Believ.ing promises of pe1:fonna11ce, capacity, and scalability. Data ware­
houses generally require more capacity and speed than is originally budgeted for. 
Plan ahead to scale up. 

• Believing that your p1·oble111s are over when the data warehouse is up and 
run11ing. DSS/ BI projects tend to evolve continually. Each deployment is an 
iteration of the prototyping process. There will always be a need to acid more and 
different data sets to the data warehouse, as well as additional ana lytic tools for 
existing and additional groups of decision makers. High energy and annual budgets 
must be planned for because success breeds success. Data warehousing is a contin­
uous process. 

• Focusing on ad hoc data mining and periodic reporting instead of alerts. 
The natural progression of information in a data warehouse is as follows: (1) Extract 
the data from legacy systems, cleanse them, and feed them to the warehouse; 
(2) Support ad hoc reporting until you learn what people want; and (3) Convert the 
ad hoc reports into regularly scheduled reports . This process of learning what peo­
ple want in order to provide it seems natural , but it is not optimal or even practical. 
Managers are busy and need time to read reports. Alert systems are better than 
periodic reporting systems and can make a data warehouse mission critical. Alert 
systems monitor the data flowing into the warehouse and inform all key people 
who have a need to know as soon as a critical event occurs. 

In many organizations, a data warehouse will be successful only if there is strong 
senior management support for its development and if there is a project champion who 
is high up in the organizational chart. Although this would likely be true for any large­
scale IT project, it is especially important for a data warehouse realization. The successful 
implementation of a data warehouse results in the establishment of an architectural 
framework that may allow for decision analysis throughout an organization and in some 
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cases also provides comprehensive SCM by granting access to information of an organi­
zation's customers and suppliers. The implementation of Web-based data warehouses 
(sometimes called V(lebbousing) has facilitated ease of access to vast amounts of data, but 
it is difficult to determine the hard benefits associated with a data warehouse. Hard ben­
efits are defined as benefits to an organization that can be expressed in moneta1y terms. 
Many organizations have limited IT resources and must prioritize projects. Management 
support and a strong project champion can help ensure that a data warehouse project will 
receive the resources necessa1y for successful implementation. Data warehouse resources 
incur significant costs, in some cases requiring high-end processors and large increases in 
direct-access storage devices. Web-based data warehouses may also have special security 
requirements to ensure that only authorized users have access to the data. 

User participation in the development of data and access modeling is a critical 
success factor in data warehouse development. During data modeling, expertise is 
required to determine what data are needed, define business rules associated with the 
data , and decide what aggregations and other calculations may be necessary. Access 
modeling is needed to determine how data are to be retrieved from a data warehouse, 
and it assists in the physical definition of the warehouse by helping to define which 
data require indexing. It may also indicate whether dependent data marts are needed to 
facilitate information retrieval. A set of team skills is needed to develop and implement 
a data warehouse; such skills may include in-depth knowledge of the database technol­
ogy and development tools used . Source systems and development technology, as 
mentioned previously, reference the many inputs and the processes used to load and 
maintain a data warehouse . 

Application Case 2.6 presents an excellent example for a large-scale implementation 
of an integrated data warehouse in the insurance indust1y. 

Application Case 2.6 
A Large Insurance Company Integrates Its Enterprise Data with AXIS 
A large U.S. insurance company developed an inte­
grated data management and reporting environment 
to provide a unified view of the enterprise perform­
ance and risk and to take a new strategic role in 
planning and management activities of the large 
number of business units. 

XYZ Insurance Company (the actual name is 
not revealed) and its affiliated companies consti­
tute one of the world's largest financial services 
organization. Incorporated a century ago, XYZ 
Insurance has grown and diversified to become a 
leading provider of domestic property and casualty 
insurance, life insurance, retirement savings, asset 
management, and strategic investment services. 
Today the firm is an industry powerhouse with 
over $150 billion in statutory assets, over $15 bil­
lion in annual revenue, 20,000+ employees, and 
more than 100 companies operating under XYZ 
Insurance umbrella. 

Problem 

For most of its years in business, the growing family 
of XYZ Insurance companies enjoyed considerable 
independence and autonomy. Over time, as the 
enterprise got bigger, such decentralized manage­
ment style produced an equally diverse reporting 
and decision-making environment. With no com­
mon view of enterprise performance, corporate 
reporting was shortsighted, fragmented, slow, and 
often inaccurate. The burden of acquiring, consoli­
dating, cleaning, and validating basic financial infor­
mation crippled the organization's ability to support 
management with meaningful analysis and insight. 

In order to address the pressing needs for inte­
gration, in January 2004, XYZ Insurance launched a 
needs-analysis initiative, which resulted in a shared 
vision for having a unified data management system. 
The integrated system, called AXIS, was envisioned 
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to be capable of supporting enterprise-level plan­
ning, capital management, risk assessment, and 
managerial decision making with state-of-the-art 
reporting and analytical services that were timely, 
accurate, and efficient. 

Solution 

XYZ Insurance decided to develop AXIS using a 
best-of-breed approach. As opposed to buying all of 
the components from a single vendor, it chose the 
best fit for each module as determined by the needs 
analysis . The following tools/vendors were selected: 

• The data warehouse: The AXIS environment 
has a hub-and-spoke architecture with a 
Teradata data warehouse at the center. 

• Extraction, transportation, integration, and 
metadata management: All data movement 
from originating systems into the AXIS envi­
ronment (and between systems within AXIS) is 
handled by Informatica PowerCenter. 

• Reporting and analysis: Virtually all reporting 
and analytical functionality in the AXIS environ­
ment is provided through a suite of Hyperion 
tools that includes Essbas<"., Planning, Repo1ter, 
Analyzer, and Intelligence. 

• Master data management: Reference data hier­
archies and dimensions and business mies for 
interface translation and transformation are 
developed and maintained using master data 
management (MDM) software from Kalida. 

Results 

Implementing the AXIS environment was a monu­
mental undertaking, even for an organization with 
XYZ Insurance's resources . More than 200 opera­
tional source system interfaces had to be created. At 
its peak, the development team employed 280 peo­
ple (60% from internal IT and the business depart­
ment and 40% external contractors) who dedicated 
600,000 man-hours to the project. The system with 
full functionality was released in April 2006. 

By standardizing the information assets along 
with the technology base and supporting processes, 
XYZ Insurance was able to consolidate much of the 
labor-intensive transactional and reporting activi­
ties. That freed up people and resources for more 
strategic, high-value contributions to the business. 
Another benefit is that business units across the 
organization now have consistent and accurate 
operating information to base their decisions on. 
Probably the most important benefit of AXIS envi­
ronment is its ability to turn XYZ Insurance into an 
agile enterprise. Because they have access to corpo­
rate level data in timely manner, the business units 
can react to changing conditions (address problems 
and take advantage of opportunities) accurately and 
rapidly. 

Source-. Based on Teradata, "A Large US-based Insurance 
Company Masters Its Finance Data," Teradata Industry Solutions," 
teradata.com/t/WorkArea/DownloadAsset.aspx?id=4858 
(accessed July 2009). 

Massive Data Warehouses and Scalability 

In addition to flexibility, a data warehouse needs to support scalability. The main issues 
pertaining to scalability are the amount of data in the warehouse, how quickly the ware­
house is expected to grow, the number of concurrent users, and the complexity of user 
queries . A data warehouse must scale both horizontally and vertically. The warehouse 
will grow as a function of data growth and the need to expand the warehouse to support 
new business functionality . Data growth may be a result of the addition of current cycle 
data (e.g., this month's results) and/ or historical data. 

Hicks (2001) described huge databases and data warehouses. Wal-Mart is continually 
increasing the size of its massive data warehouse. Wal-Mart is believed to use a warehouse 
with hundreds of terabytes of data to study sales trends and track invento1y and other tasks. 
IBM recently publicized its 50-terabyte warehouse benchmark (IBM, 2009) . The U.S. 
Department of Defense is using a 5-petabyte data warehouse and reposito1y to hold med­
ical records for 9 million milita1y personnel. Because of the storage required to archive its 
news footage, CNN also has a petabyte-sized data warehouse. 

Given that the size of data warehouses is expanding at an exponential rate, scalability 
is an impo1tant issue. Good scalability means that queries and other data-access functions 
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will grow (ideally) linearly with the size of the warehouse. See Rosenberg (2006) for 
approaches to improve que1y performance. In practice, specialized methods have been 
developed to create scalable data warehouses. Scalability is difficult when managing hun­
dreds of terabytes or more. Terabytes of data have considerable ine1tia, occupy a lot of phys­
ical space, and require powerful computers. Some firms use parallel processing, and others 
use clever indexing and search schemes to manage their data. Some spread their data across 
different physical data stores. As more data warehouses approach the petabyte size, better 
and better solutions to scalability continue to be developed. 

Hall (2002) also addressed scalability issues. AT&T is an indust1y leader in deploy­
ing and using massive data warehouses. With its 26-terabyte data warehouse, AT&T can 
detect fraudulent use of calling cards and investigate calls related to kidnappings and 
other crimes. It can also compute millions of call-in votes from TV viewers selecting the 
next American Idol. 

For a sample of successful data warehousing implementations, see Edwards (2003). 
Jukic and Lang (2004) examined the trends and specific issues related to the use of off­
shore resources in the development and support of data warehousing and BI applications. 
Davison (2003) indicated that IT-related offshore outsourcing had been growing at 20 to 
25 percent per year. When considering offshoring data warehousing projects, careful con­
sideration must be given to culture and security (for details , see Jukic and Lang, 2004). 

SECTION 2.6 REVIEW QUESTIONS 

1. What are the major DW implementation tasks that can be performed in parallel? 

2. List and discuss the most pronounced DW implementation guidelines? 

3. When developing a successful data warehouse, what are the most important risks and 
issues to consider and potentially avoid? 

4. What is scalability? How does it apply to DW? 

2.7 REAL-TIME DATA WAREHOUSING 

Data warehousing and BI tools traditionally focus on assisting managers in making strate­
gic and tactical decisions. Increased data volumes and accelerating update speeds are 
fundamentally changing the role of the data warehouse in modern business. For many 
businesses, making fast and consistent decisions across the enterprise requires more than 
a traditional data warehouse or data mart. Traditional data warehouses are not business 
critical. Data are commonly updated on a weekly basis, and this does not allow for 
responding to transactions in near real time. 

More data , coming in faster and requiring immediate conversion into decisions, 
means that organizations are confronting the need for real-time data warehousing. This is 
because decision support has become operational , integrated BI requires closed-loop 
analytics, and yesterday's ODS will not support existing requirements . 

In 2003, with the advent of real-time data warehousing, there was a shift toward 
using these technologies for operational decisions. Real-time data warehousing 
(RDW), also known as active data warehousing (ADW), is the process of loading and 
providing data via the data warehouse as they become available. It evolved from the 
EDW concept. The active traits of an RDW I ADW supplement and expand traditional data 
warehouse functions into the realm of tactical decision making. People throughout the 
organization who interact directly with customers and suppliers will be empowered with 
information-based decision making at their fingertips. Even further leverage results when 
an ADW provides information directly to customers and suppliers. The reach and impact 
of information access for decision making can positively affect almost all aspects of 
customer service, SCM, logistics, and beyond. E-business has become a major catalyst in 
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Application Case 2.7 
Egg Pie Fries the Competition in Near Real Time 

Egg pie (egg.com) is the world's largest online 
bank. It provides banking, insurance, investments, 
and mortgages to more than 3.6 million customers 
through its Internet site. In 1998, Egg selected Sun 
Microsystems to create a reliable, scalable , secure 
infrastrncture to support its more than 2.5 million 
daily transactions. In 2001, the system was 
upgraded to eliminate latency problems. This new 
CDW used Sun, Oracle, and SAS software products. 
The initial data warehouse had about 10 terabytes 
of data and used a 16-CPU server. The system pro­
vides near-real-time data access. It provides data 
warehouse and data mining services to internal 
users, and it provides a requisite set of customer 

data to the customers themselves. Hundreds of 
sales and marketing campaigns are constructed 
using near-real-time data (within several minutes). 
And better, the system enables faster decision 
making about specific customers and customer 
classes. 

Sources. Compiled from "Egg's Customer Data Warehouse Hits the 
Mark," Dlvl Review, Vol. 15, No. 10, October 2005, pp. 24-28; Sun 
Microsystems, "Egg Banks on Sun to Hit the Mark with Customers," 
September 19, 2005, sun.com/smi/Press/sunflash/2005-09/ 
sunflash.20050919.1.xml (accessed April 2006); and ZD Net UK, 
"Sun Case Study: Egg's Customer Data Warehouse," whitepapers. 
zdnet . co.uk/0,39025945, 60159401p-39000449q,00. htm 
(accessed June 2009). 

the demand for active data warehousing (Armstrong, 2000) . For example, online retailer 
Overstock.com, Inc. (overstock.com) connected data users to a real-time data ware­
house . At Egg pie, the world 's largest purely online bank, a customer data warehouse 
(CDW) is refreshed in near real time (see Application Case 2.7). 

As business needs evolve, so do the requirements of the data warehouse. At this basic 
level, a data warehouse simply reports what happened . At the next level, some analysis 
occurs. As the system evolves, it provides prediction capabilities, which lead to the next level 
of operationalization. At its highest evolution, the ADW is capable of making events happen 
(e.g., activities such as creating sales and marketing campaigns or identifying and exploiting 
opportunities). See Figure 2.10 for a graphic description of this evolutiona1y process. A re­
cent su1vey on managing evolution of data warehouses can be found in Wrembel (2009). 

Teradata Corp. provides the baseline requirements to support an EDW. It also 
provides the new traits of active data warehousing required to deliver data freshness, 
performance, and availabil ity and to enable enterprise decision management (see 
Figure 2.11 for an example). 

An ADW offers an integrated information reposito1y to drive strategic and tactical 
decision support within an organization. With real-time data warehousing, instead of ex­
tracting operational data from an OLTP system in nightly batches into an ODS, data are 
assembled from OLTP systems as and when events happen and are moved at once into 
the data warehouse. This permits the instant updating of the data warehouse and the 
elimination of an ODS. At this point, tactical and strategic queries can be made against the 
RDW to use immediate as well as historical data . 

According to Basu (2003), the most distinctive difference between a traditional data 
warehouse and an RDW is the shift in the data acquisition paradigm. Some of the busi­
ness cases and enterprise requirements that led to the need for data in real tin1e include 
the following: 

• A business often cannot afford to wait a whole day for its operational data to load 
into the data warehouse for analysis. 

• Until now, data warehouses have captured snapshots of an organization's fixed 
states instead of incremental real-tin1e data showing eve1y change and analogous 
patterns over time. 
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FIGURE 2.10 Enterprise Decision Evolution. Source: Courtesy of Teradata Corporation. 
Used with permission. 

Active Access 
Front-Line operational 
decisions or services 
supported by NAT access; 
Service Level Agreements of 
5 seconds or less 

Active Load 
Intra-day data acquisition; 
Mini-batch to near-real-time 
(NAT] trickle data feeds 
measured in minutes or 
seconds 

Active Events 
Proactive monitoring of 
business activity initiating 
intelligent actions based on 
rules and context; to 
systems or users supporting 
an operational business 
process 

Active Workload 
Management 
Dynamically manage system 
resources for optimum 
performance and resource 
utilization supporting a 
mixed-workload environment 

Active Enterprise 
Integration 
Integration into the 
Enterprise Architecture for 
delivery of intelligent 
decisioning services 

Active Availability 
Business Continuity to 
support the requirements of 
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(up to 7x 24) 

FIGURE 2-11 The Teradata Active EDW. Source: Courtesy of Teradata Corporation. 
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• With a traditional hub-and-spoke architecture, keeping the metadata in sync is diffi­
cult. It is also costly to develop, maintain, and secure many systems as opposed to 
one huge data warehouse so that data are centralized for Bl/BA tools. 

• In cases of huge nightly batch loads, the necessary ETL setup and processing power 
for large nightly data warehouse loading might be ve1y high, and the processes 
might take too long. An EAI with real-time data collection can reduce or eliminate 
the nightly batch processes. 

Despite the benefits of an RDW, developing one can create its own set of issues. 
These problems relate to architecture, data modeling, physical database design, storage 
and scalability, and maintainability. In addition, depending on exactly when data are 
accessed, even down to the microsecond, different versions of the truth may be 
extracted and created, which can confuse team members. For details, refer to Basu 
(2003) and Terr (2004). 

Real-time solutions present a remarkable set of challenges to BI activities. Although 
it is not ideal for all solutions, real-time data warehousing may be successful if the organ­
ization develops a sound methodology to handle project risks, incorporates proper plan­
ning, and focuses on quality assurance activities. Understanding the common challenges 
and applying best practices can reduce the extent of the problems that are often a part of 
implementing complex data warehousing systems that incorporate Bl/BA methods . 
Details and real implementations are discussed by Burdett and Singh (2004) and Wilk 
(2003). Also see A](bay (2006) and Ericson (2006). 

See Technology Insight 2.3 for some details on how the real-time concept evolved. 
The flight management dashboard application at Continental Airlines (see the End of 
Chapter Application Case) illustrates the power of real-time BI in accessing a data ware­
house for use in face-to-face customer interaction situations. The operations staff uses the 
real-time system to identify issues in the Continental flight network. As another example, 
UPS invested $600 million so it could use real-time data and processes. The investment 
was expected to cut 100 million delive1y miles and save 14 million gallons of fuel annu­
ally by managing its real-time package-flow technologies (Malykhina, 2003). Table 2.6 
compares traditional data warehousing and active data warehousing environments. 

TECHNOLOGY INSIGHT 2.3 The Real-Time Realities of Active Data 
Warehousing 

By 2003, the role of data warehousing in practice was growing rapidly. Real-time systems, 
though a novelty, were the latest buzz, along with the major complications of providing data and 
information instantaneously to those who need them. Many experts, including Peter Coffee, 
el\'leek's technology editor, believe that real-time systems must feed a real-time decision-making 
process. Stephen Brobst, CTO of the Teradata division of NCR, indicated that active data ware­
housing is a process of evolution in how an enterprise uses data. Active means that the data 
warehouse is also used as an operational and tactical tool. Brobst provided a five-stage model 
that fits Coffee's experience (2003) of how organizations "grow" in their data utilization (Brobst 
et al., 2005). These stages (and the questions they purport to answer) are reporting (What hap­
pened?), analysis (Why did it happen?), prediction (What will happen?), operationalizing (What 
is happening?) , and active warehousing (What do I want to happen?). The last stage, active data 
warehousing, is where the greatest benefits may be obtained. Many organizations are enhancing 
centralized data warehouses to serve both operational and strategic decision making. 

Sources. Based on P. Coffee, "'Active' Warehousing," e\\"ieek, Vol. 20, No. 25, June 23, 2003, p. 36; and Teradata 
Corp. , "Active Data Warehousing," tet·adata.com/t/page/87127/index.html (accessed April 2006). 
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TABLE 2.6 Comparison Between Traditional and Active Data Warehousing 
Environments 

Traditional Data Warehousing 
Environment 

Strategic decisions only 

Results sometimes hard to measure 

Daily, weekly, monthly data currency is 
acceptable; summaries are often appropriate 

Moderate user concurrency 

Highly restrictive reporting used to confirm 
or check existing processes and patterns; 
often uses predeveloped summary tables or 
data marts 

Power users, knowledge workers, internal users 

Active Data Warehousing 
Environment 

Strategic and tactical decisions 

Results measured with operations 

Only comprehensive detailed data available 
within minutes is acceptable 

High number (1,000 or more) of users 
accessing and querying the system 
simultaneously 

Flexible ad hoc reporting as well as machine­
assisted modeling (e.g., data mining) to 
discover new hypotheses and relationships 

Operational staffs, call centers, external users 

Sources: Based on P. Coffee, "'Active' Warehousing," e\\7eek, Vol. 20, No. 25, June 23, 2003, p . 36; and Teradata 
Corp., "Active Data Warehousing," teradata.com/t/page/87127/index.html (accessed April 2006). 

Real-time data warehousing, near-real-time data warehousing, zero-latency ware­
housing, and active data warehousing are different names used in practice to describe 
the same concept. Gonzales (2005) presented different definitions for ADW. According to 
Gonzales, ADW is only one option that provides blended tactical and strategic data on 
demand. The architecture to build an ADW is ve1y similar to the corporate information 
facto1y architecture developed by Bill Inmon. The only difference between a corporate 
info.rmation factory and an ADW is the implementation of both data stores in a single 
environment. However, an SOA based on XML and Web services provide another option 
for blending tactical and strategic data on demand. 

One critical issue in real-time data warehousing is that not all data should be 
updated continuously. This may certainly cause problems when reports are generated in 
real time, because one person's results may not match another person's. For example, a 
company using Business Objects Web Intelligence noticed a significant problem with 
real-time intelligence. Real-time reports produced at slightly different times differ 
(Peterson, 2003). Also, it may not be necessa1y to update certain data continuously (e.g., 
course grades that are 3 or more years old). 

Real-time requirements change the way we view the design of databases, data 
wa1 .. ehouses, OLAP, and data mining tools, because they are literally updated concurrently 
whtle queries are active. But the substantial business value in doing so has been demon­
strated, so it is crucial that organizations adopt these methods in their business processes. 
Careful planning is critica l in such implementations. 

SECTION 2. 7 REVIEW QUESTIONS 

1. What is an RDW? 

2. List the benefits of an RDW. 

3. What are the major differences between a traditional data warehouse and a real-time 
data warehouse? 

4. List some of the drivers for RDW. 
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2.8 DATA WAREHOUSE ADMINISTRATION, SECURITY ISSUES, 
AND FUTURE TRENDS 

Data warehouses provide a distinct competitive edge to enterprises that effectively create 
and use them. Due to its huge size and its intrinsic nature, a data warehouse requires espe­
cially strong monitoring in order to sustain satisfact01y efficiency and productivity. The suc­
cessful administration and management of a data warehouse entails skills and proficiency 
that go past what is required of a traditional database administrator (DBA). A data ware­
house administrator (DWA) should be familiar with high-performance software, hard­
ware, and networking technologies. He or she should also possess solid business insight. 
Because data warehouses feed BI systems and DSS that help managers with their decision­
making activities, the DWA should be familiar with the decision-making processes so as to 
suitably design and maintain the data warehouse structure. It is particularly significant for a 
DWA to keep the existing requirements and capabilities of the data warehouse stable while 
sinmltaneously providing flexibility for rapid improvements. Finally, a DWA must possess 
excellent conununications skills. See Benander et al. (2000) for a description of the key dif­
ferences between a DBA and a DWA. 

Security and privacy of information is a main and significant concern for a data ware­
house professional. The U.S. government has passed regulations (e.g., the Granun-Leach 
Bliley privacy and safeguards rules, the Health Insurance Portability and Accountability Act 
of 1996 [HIPAA]) , instituting obligatory requirements in the management of customer infor­
mation. Hence, companies must create security procedures that are effective yet flexible to 
conform to numerous privacy regulations. According to Elson and LeClerc (2005), effective 
security in a data warehouse should focus on four main areas: 

1. Establishing effective corporate and security policies and procedures. An effective 
security policy should start at the top, with executive management, and should be 
communicated to all individuals within the organization. 

2. Implementing logical security procedures and techniques to restrict access . This 
includes user authentication, access controls, and encryption technology. 

3. Limiting physical access to the data center environment. 
4. Establishing an effective internal control review process with an emphasis on secu­

rity and privacy. 

See Technology Insight 2.4 for a description of Ambeo's important software tool that 
monitors security and privacy of data warehouses. Finally, keep in mind that accessing a 

TECHNOLOGY INSIGHT 2.4 Ambeo Delivers Proven Data Access 
Auditing Solution 

Since 1997, Ambeo (ambeo.com; now Embarcadero Technologies, Inc.) has deployed technol­
ogy that provides performance management, data usage tracking, data privacy auditing, and 
monitoring to Fortune 1000 companies. These firms have some of the largest database environ­
ments in existence. Ambeo data access auditing solutions play a major role in an enterprise 
information security infrastructure. 

The Ambeo technology is a relatively easy solution that records eve1ything that happens 
in the databases, with low or zero overhead. In addition, it provides data access auditing that 
identifies exactly who is looking at data, when they are looking, and what they are doing with 
the data. This real-time monitoring helps quickly and effectively identify security breaches. 

Sources: Based on "Ambeo Delivers Proven Data Access Auditing So lution," Database Trends and 
Applications, Vol. 19, No. 7, July 2005; and Ambeo, "Keeping Data Private (and Knowing It): Moving Beyond 
Conventional Safeguards to Ensure Data Privacy," am-beo.com/why_ambeo_white_papers.html 
(accessed May 2009). 
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data warehouse via a mobile device should always be performed cautiously. In this in­
stance, data should only be accessed as read only. 

In the near term, data warehousing developments will be determined by noticeable 
factors (e.g., data volumes, increased intolerance for latency, the diversity and complexity of 
data types) and less noticeable factors (e.g., unmet end-user requirements for dashboards, 
balanced scorecards, master data management, information quality). Given these drivers, 
Moseley (2009) and Agosta (2006) suggested that data warehousing trends will lean toward 
simplicity, value, and performance. 

The Future of Data Warehousing 

The field of data warehousing is/ has been a vibrant area in information technology in the 
last couple of decades, and the evidence in the BI world shows that the importance of the 
field will only get better. Following are some of the recently popularized concepts and 
technologies that will play a significant role in defining the future of data warehousing. 

• Sourcing (acquisition of data from diverse and dispersed sources) 
• Open source software. Use of open source software tools is increasing at an 

unprecedented level in warehousing, business intelligence, and data integration. 
There are good reasons for the upswing of open source software used in data 
warehousing (Russom, 2009): (1) The recession has driven up interest in low-cost 
open source software; (2) Open source tools are coming into a new level of 
maturity, and (3) Open source software augments traditional enterprise software 
without replacing it. 

•Saas (software as a service), "The Extended ASP Model" Saas is a creative 
way of deploying information systems application where the provider licenses its 
applications to customers for use as a service on demand (usually over the Internet) . 
Saas software vendors may host the application on their own servers or upload the 
application to the consumer site. In essence, Saas is the new and improved version 
of the ASP model. For data warehouse customers, finding SaaS-based software 
applications and resources that meet specific needs and requirements can be chal­
lenging. As these software offerings become more agile, the appeal and the actual 
use of Saas as the choice of data warehousing platform will also increase. 

•Cloud computing. Cloud computing is perhaps the newest and the most inno­
vative platform choice to come along in years, where numerous hardware and soft­
ware resources are pooled and viltualized, so that they can be freely allocated to ap­
plications and software platforms as resources are needed. This enables information 
systems applications to dynamically scale up as workloads increase. Although cloud 
computing and siITlilar viltualization techniques are fairly established for operational 
applications today, they are just now starting to be used as data warehouse platforms 
of choice. The dynamic allocation of a cloud is particularly useful when the data vol­
ume of the warehouse varies unpredictably, making capacity planning difficult. 

• Data warehouse appliances. One of the most widely discussed data ware­
house option of the recent years has to be the data warehouse appliances . Its 
original definition referred to a holistic solution by simply providing a whole­
technology stack (software, hardware, etc.) for data warehousing. Since then, the 
definition has been modified to include options to mix and match parts and 
pieces in a way so that it fits the specific needs of the customers. Future is 
expected to move in the direction of this best-of-breed philosophy. 

• Infrastructure (architectural-hardware and software-enhancements) 
•Real-time data warehousing. RDW implies that the refresh cycle of an exist­

ing data warehouse to update the data is more frequent (almost at the same til11e as 
the data become available at operational databases). These real-ti111e data warehouse 
systems can achieve near-real-time update of data , where the data latency 
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typically is in the range from minutes to hours. As the latency gets smaller, the 
cost of data update seems to be increasing exponentially. Future advancements in 
many technological fronts (ranging from automatic data acquisition to intelligent 
software agents) are needed to make the real-time data warehousing a reality 
with affordable price tag. 

• Data ma11ageme11t technologies a11d practices. Some of the most pressing 
needs for a next generation data warehouse platform involve technologies and 
practices that we generally don't think of as part of the platform. In particular, many 
users need to update the data management tools that process data for use through 
the data warehousing. Future holds strong growth for master data management 
(MDM). This relatively new but extremely important concept is gaining popularity 
for many reasons including: (1) Tighter integration with operational systems 
demands MDM, (2) Most data warehouses still lack MDM and data quality func­
tions, and (3) Regulato1y and financial reports must be perfectly clean and accurate. 

• In-memoty processing (64-bit computing) or "super computing." Sixty-four­
bit systems typically offer faster CPUs and more power-efficient hardware than older 
systems. But, for data warehousing, the most compelling benefit of 64-bit systems is 
the large space of addressable memo1y, allowing to deploy an in-memo1y database 
for repo1ting or analytic applications that need ve1y fast que1y response. In-memo1y 
databases provide such speed because they don't have disk input/ output to slow 
them clown. The in-memo1y database is usually a function of a DBMS, but some 
BI platforms for repo1ting and analysis also suppo1t in-memo1y data stores and re­
lated processing. 

Tools for ETL commonly support in-memo1y processing in a 64-bit environ­
ment so that complex joins and transformations are executed in a large memo1y 
space without the need to land data to disk in temporary tables. This makes an 
ETL data flow a true "pipe," which means the ETL tool can scale up to large data 
volumes that are processed in relatively short time periods. 

• New DBMS A data warehouse platform consists of several basic components, of 
which the most critical one is the database management system (DBMS). It is 
only natural; given the fact that DBMS is the component of the platform where 
most work must be done to implement a data model and optimize it for que1y 
performance. Therefore, the DBMS is where many next-generation innovations 
are expected to happen. 

•Advanced analytics. There are different ana lytic methods users can choose as 
they move beyond basic OLAP-based methods and into advanced analytics. Some 
users choose advanced analytic methods based on data mining, predictive analytics, 
statistics, artificial intelligence, and so on. Still, the majority of users seem to be 
choosing SQL-basecl methods. SQL-based or not, advanced analytic methods seem 
to be among the most important promises of the next generation data warehousing. 

The future of data warehousing seems to be full of promises and significant 
challenges . As the world of business becomes more global and complex, the need for 
business intelligence and data warehousing tools also becomes more prominent. The 
fast improving information technology tools and techniques seem to be moving in the 
right direction to address the needs of the future business intelligence systems. 

SECTION 2.8 REVIEW QUESTIONS 

1. What steps can an organization take to ensure the security and confidentiality of cus­
tomer data in its data warehouse? 

2. What skills should a DWA possess? Why? 

3. What are the recent technologies that may shape the future of data warehousing? Why? 

2.9 RESOURCES, LINKS, AND THE TERADATA 
UNIVERSITY NETWORK CONNECTION 
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The use of this chapter and most other chapters in this book can be enhanced by the 
tools described in the following sections. 

Resources and Links 

We recommend looking at the following resources and links for further reading and 
explanations: 

• The Data Warehouse Institute (tdwi.com) 
• DM Review (dnu·eview.com) 
• DSS Resources (dssresou1·ces.com) 

Cases 

All major. MSS vendors (e.g. , MicroStrategy, Microsoft, Oracle, IBM, Hyperion, Cognos, 
Exsys, Fair Isaac, SAP, Information Builders) provide interesting customer success stories. 
Academic-oriented cases are available at the Harvard Business School Case Collection 
(harvardbus~nessonline.hbsp.harva1·d.edu) , Business Performance Improvement 
~esource (bpir.com), Idea Group Publishing (idea-group.com), Ivy League Publishing 
(tvylp.com), ICFAI Center for Management Research (icnu·.icfai.org/casestudies/ 
icnu·_case_studies.htm), KnowledgeStorm (knowledgesto1·m.com) and other sites. For 
additional case resources, see Teradata University Network (teradata~niversitynetwork 
.com). For data :varehousing cases, we specifically recommend the following from the 
Teradata University Network (teradatauniversitynetwork.com): "Continental Airlines 
Flies High with Real-Time Business Intelligence," "Data Warehouse Governance at Blue 
Cross and Blue Shield of North Carolina," "3M Moves to a Customer Focus Using a Global 
Data Warehouse, " "Data Warehousing Supports Corporate Strategy at First American 
Corporation," "Harrah's High Payoff from Customer Information, " and "Whirlpool. " We also 
reconu11end the Data Warehousing Failures Assignment, which consists of eight short cases 
on data warehousing failures. 

Vendors, Products, and Demos 

A comprehensive list of vendors , products, and demos is ava ilable at DM Review 
(dmreview.com). Vendors are listed in Table 2.2. Also see technologyevaluation.com. 

Periodicals 

We recommend the following periodicals: 

• Baseline (baselinemag.com) 
• Business Intelligence journal (tdwi.org) 
• CIO (do.com) 
• CIO lnsigbt (cioinsight.com) 
• Computerwodd (computerwodd.com) 
• Decision Support Systems (elsevier.com) 
• DM Review (dmreview.com) 
• eWeek (eweek.com) 
• Info Week (infoweek.com) 
• Info 1Vorld (infoworld.com) 
• lnternetiVeek (internetweek.com) 
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Chapter Highlights 

• Management Information Systems Quarterly (MIS Quarterly, misq.org) 
• Tecbnology Evaluation (technologyevaluation.com) 
• Teradata Magazine (teradata.com) 

Additional References 

For additional information on data warehousing, see the following. 

• C. Imhoff, N. Galemmo, and ]. G. Geiger. (2003). Mastering Data "\X/arebouse 
Design: Relational and Dimensional Tecbniques. New York: Wiley. 

• D. Marco and M. Jennings. (2004). Universal Meta Data Models. New York: Wiley. 
• ]. Wang. (2005). Encyclopedia of Data "\X/arebousing and Mining. Hershey, PA: Idea 

Group Publishing. 

For more on databases, the structure on which data warehouses are developed, see 
the following: 

• R. T. Watson. (2006). Data Mcmagement, 5th eel., New York: Wiley. 

The Teradata University Network (TUN) Connection 

TUN (teradatauniversitynetwork.com) provides a wealth of information and cases on 
data warehousing. One of the best is the Continental Airlines case, which we require you 
to solve in a later exercise. Other reconm1encled cases are mentioned earlier in this chap­
ter. At TUN, if you click the Courses tab and select Data Warehousing, you will see links to 
many relevant articles, assignments, book chapters, course Web sites, PowerPoint presen­
tations, projects, research repo1ts, syllabi, and Web seminars. You will also find links to 
active data warehousing software demonstrations. Finally, you will see links to Teradata 
(teradata.com), where you can find additional information, including excellent data 
warehousing success stories, white papers, Web-based courses, and the online version of 
Teradata Magazine. 

• A data warehouse is a specially constructed data 
reposito1y where data are organized so that they 
can be easily accessed by encl users for several 
applications. 

When these three processes are correctly imple­
mented, data can be accessed and made accessi­
ble to an array of ETL and ana lysis tools and data 
warehousing environments. 

• Data marts contain data on one topic (e.g., market­
ing). A data matt can be a replication of a subset of 
data in the data warehouse. Data marts are a less 
expensive solution that can be replaced by or can 
supplement a data warehouse. Data marts can 
be independent of or dependent on a data ware­
house. 

• An ODS is a type of customer-information-file 
database that is often used as a staging area for a 
data warehouse. 

• Data integration comprises three major processes: 
data access, data federation, and change capture. 

• ETL technologies pull data from many sources, 
cleanse them, and load them into a data ware­
house. ETL is an integral process in any data­
centric project. 

• Rea l-time or active data warehousing supple­
ments and expands traditional data warehous­
ing, moving into the realm of operational and 
tactical decision making by loading data in real 
time and providing data to users for active deci­
sion making. 

• The security and privacy of data and information is 
a critical issue for a data warehouse professional. 

Key Terms 

active data warehousing 
(ADW) 

ad hoc query 
best practices 
cloud computing 
cube 
data cube 
data integration 
data mart 
data quality 
data warehouse (DW) 
data warehouse 

administrator (DWA) 
database management 

system 
(DBMS) 

decision support systems 
(DSS) 

dependent data mart 
dimensional modeling 
dimension tables 
drill down 
enterprise application 

integration (EAI) 
enterprise data 

warehouse (EDW) 
enterprise decision 

management 
enterprise information 

integration (Ell) 
expert 
extraction 

Questions for Discussion 

1. Compare data integration and ETL. How are they related? 
2. What is a data warehouse, and what are its benefits? Why 

is Web accessibility important to a data warehouse? 
3. A data mart can replace a data warehouse or complement 

it. Compare and discuss these options. 
4. Discuss the major drivers and benefits of data warehous­

ing to end users. 
5. List the differences and/or similarities between the roles of a 

database administrator and a data warehouse administrator. 
6. Describe how data integration can lead to higher levels of 

data quality. 

Exercises 

Tel'adata Univei·sity and Othe1· Hands-on Exe1·cises 

1. Consider the case describing the development and appli­
cation of a data wa rehouse for Coca-Cola Japan (a sum­
mary appears in Application Case 2.4), available at the 
DSS Resources Web s ite, dssresources.com/ cases/ 
cocacolajapan/index.html. Read the case and answer 
the nine questions for further analysis and discussion. 

2. Read the Ball (2005) article and rank-order the crite ria 
(ideally for a rea l orga nization). In a report, explain how 
important each criterion is and why. 

3. Explain when you should implement a two- or three­
tiered architecture when considering developing a data 
warehouse. 

4. Read the full Continental Airlines case (sununarized in 
the End of Chapter Application Case) at teradata 
studentnetwork.com and answer the questions. 
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extraction, transformation, 
and load (ETI) 

grain 
graphical user interface 

(GUI) 
independent data mart 
metadata 
multidimensional analysis 
multidimensional 

database 
multidimensional OLAP 

(MO LAP) 
aper marts 
operational data store 

(ODS) 

parallel processing 
prototyping 
real-time data 

warehousing (RDW) 
relational database 
Relational Online 

Analytical Processing 
(RO LAP) 

risk 
scenario 
software agent 
speech recognition 
SQL 
snowflake schema 
star schema 

7. Compare the Kimball and Inmon approaches toward data 
warehouse development. Identify when each one is most 
effective. 

8. Discuss security concerns involved in building a data 
warehouse . 

9. Investigate current data warehouse development imple­
mentation through offshoring. Write a report about it . In 
class, debate the issue in terms of the benefits and costs , 
as well as social factors. 

5. At teradatastudentnetwo1·k.com, read and answer the 
questions to the case "Harrah's High Payoff from 
Customer Information ." Relate Harrah's results to how 
airlines and other casinos use their customer data . 

6. At teradatastudentnetwork.com, read and answer the 
questions of the assignment "Data Warehousing 
Failures ." Because e ight cases are described in that 
assignment, the class may be divided into eight groups, 
with one case assigned per group. In addition, read 
Ariyachandra and Watson (2006a), and for each case 
identify how the failure occurred as related to not focus­
ing on one or more of the reference's success factor(s). 

7. At teradatastudentnetwork.com, read and answer the 
questions with the assignment "Ad-Vent Technology: 
Using the MicroStrategy Sales Analytic Model. " The 
MicroStrategy software is accessible from the TUN site. 
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Also, you might want to use Barbara Wixom's 
PowerPoint presentation about the MicroStrategy soft­
ware ("Demo Slides for MicroStrategy Tutorial Script"), 
which is also available at the TUN site. 

8. At teradatastudentnetwork.com, watch the Web semi­
nars titled "Real-Time Data Warehousing: The Next 
Generation of Decision Support Data Management" and 
"Building the Real-Time Enterprise." Read the article 
"Teradata's Real-Time Enterprise Reference Architecture: 
A Blueprint for the Future of IT, " also available at this 
site. Describe how real-time concepts and technologies 
work and how they can be used to extend existing data 
warehousing and BI architectures to support day-to-day 
decision making. Write a report indicating how real-time 
data warehousing is specifically providing competitive 
advantage for organizations. Describe in detail the diffi­
culties in such implementations and operations, and 
describe how they are being addressed in practice. 

9. At teradatastudentnetwork.com, watch the Web semi­
nars "Data Integration Renaissance: New Drivers and 
Emerging Approaches," "In Search of a Single Version of 
the Tmth: Strategies for Consolidating Analytic Silos," and 
"Data Integration: Using ETL, EAI, and Ell Tools to Create 
an Integrated Enterprise." Also read the "Data Integration" 
research report. Compare and contrast the presentations. 
What is the most impo1tant issue described in these semi­
nars? What is the best way to handle the strategies and 
challenges of consolidating data marts and spreadsheets 
into a unified data warehousing architecture? Perform a 
Web search to identify the latest developments in the 
field. Compare the presentation to the material in the text 
and the new material that you found. 

10. Consider the future of data warehousing. Perform a Web 
search on this topic. Also, read these two articles: L. Agosta, 
"Data Warehousing in a Flat World: Trends for 2006," 
DM Direct Newslette1; March 31, 2006; and]. G. Geiger, 
"CIFe: Evolving with the Times," DM Review, November 
2005, pp. 38-41. Compare and contrast your findings. 

11. Access teradatastudentnetwork.com. Identify the latest 
articles, research reports, and cases on data warehousing. 
Describe recent developments in the field . Include in your 
report how data warehousing is used in BI and DSS. 

Team Assignments and Role-Playing Projects 

1. Kathryn Ave1y has been a DBA with a nationwide retail 
chain (Big Chain) for the past 6 years. She has recently 
been asked to lead the development of Big Chain's first 
data warehouse. The project has the sponsorship of sen­
ior management and the chief information officer. The 
rationale for developing the data warehouse is to advance 
the reporting systems, pa1ticularly in sales and marketing, 
and, in the longer term, to improve Big Chain's CRM. 
Kath1yn has been to a Data Warehousing Institute confer­
ence and has been doing some reading, but she is still 
mystified about development methodologies. She knows 
there are two groups-EDW (Inmon) and architected data 
marts (Kimball)-that have equally robust features . 

Initially, she believed that the two methodologies 
were extremely dissimilar, but as she has examined them 
more carefully, she isn't so certain. Kathryn has a number 
of questions that she would like answered: 

a. What are the real differences between the method­
ologies? 

b. What factors are important in selecting a particular 
methodology? 

c. What should be her next steps in thinking about a 
methodology? 

Help Kathryn answer these questions. (This exer­
cise was based on K. Duncan, L. Reeves, and J . Griffin, 
"BI Experts' Perspective ," Business Intelligence journal, 
Vol. 8, No. 4, Fall 2003, pp. 14-19.) 

2. Jeet Kumar is the administrator of data warehousing at 
a big regional bank. He was appointed 5 years ago to inl­
plement a data warehouse to support the bank's CRM busi­
ness strategy. Using the data warehouse, the bank has been 
successful in integrating customer information, understand­
ing customer profitability, attracting customers, enhancing 
customer relationships, and retaining customers. 

Over the years, the bank's data warehouse has moved 
closer to real time by moving to more frequent refreshes of 
the data warehouse. Now, the bank wants to implement 
customer self-se1vice and call-center applications that re­
quire even fresher data than is currently available in the 
warehouse. 

Jeet wants some support in considering the possi­
bilities for presenting fresher data. One alternative is to 
entirely commit to implementing real-time data ware­
housing. His ETL vendor is prepared to assist him make 
this change. Nevertheless, Jeet has been informed about 
EAI and Ell technologies and wonders how they might fit 
into his plans. 

In particular, he has the following questions: 

a. What exactly are EAI and Ell technologies? 
b. How are EAI and Ell related to ETL? 
c. How are EAI and Ell related to real-time data ware­

housing? 
d. Are EAI and Ell required, complementa1y, or alterna­

tives to real-time data warehousing? 

Help Jeet answer these questions. (This exercise is 
based on S. Brobst, E. Levy, and C. Muzilla, "Enterprise 
Application Integration and Enterprise Information 
Integration," Business Intelligencejou.mal, Vol. 10, No. 2, 
Spring 2005, pp. 27-32.) 

3. Inte1view administrators in your college or executives in 
your organization to determine how data warehousing 
cou ld assist them in their work. Write up a proposal 
describing your findings. Include cost estimates and ben­
efits in your report. 

4. Go through the list of data warehousing risks described 
in this chapter and find two examples of each in practice. 

5. Access teradata.com and read the white papers "Measuring 
Data Warehouse ROI" and "Realizing ROI: Projecting and 
Ha1vesting the Business Value of an Enterprise Data 

Warehouse." Also, watch the Web-based course "The ROI 
Factor: How Leading Practitioners Deal with the Tough Issue 
of Measuring DW ROI. " Describe the most imp01tant issues 
described in them. Compare these issues to the success fac­
tors described in Ariyachandra and Watson (2006a). 

6. Read the article K. Liddell Ave1y and Hugh ]. Watson, 
"Training Data Warehouse End-users," Business Intelligence 
journal, Vol. 9, No. 4, Fall 2004, pp. 40--51 (which is avail­
able at teradatastudentnetwork.com). Consider the dif­
ferent classes of end users, describe their difficulties, and 
discuss the benefits of appropriate training for each group. 
Have each member of the group take on one of the roles 
and have a discussion about how an appropriate type of 
data warehousing training would be good for each of you. 

Internet Exercises 

1. Search the Internet to find information about data ware­
housing. Identify some newsgroups that have an interest 
in this concept. Explore ABI/INFORM in your library, 
e-library, and Google for recent articles on the topic. 
Begin with tdwi.com, technologyevaluation.com, 
and the major vendors: teradata.com, sas.com, oracle 

End of Chapter Application Case 
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.com, and ncr.com. Also check do.com, dmreview 

.com, dssresources.com, and db2mag.com. 
2. Srnvey some ETL tools and vendors. Start with fairisaac 

.com and egain.com. Also consult dmreview.com. 
3. Contact some data warehouse vendors and obtain infor­

mation about their products. Give special attention to 
vendors that provide tools for multiple purposes, such as 
Cognos, Software A&G, SAS Institute, and Oracle . Free 
online demos are available from some of these vendors. 
Download a demo or two and tty them. Write a report 
describing your experience. 

4. Explore teradata.com for developments and success 
stories about data warehousing. Write a report about 
what you have discovered. 

5. Explore teradata.com for white papers and Web-based 
courses on data warehousing. Read the former and watch 
the latter. (Divide up the class so that all the sources are 
covered.) Write up what you have discovered in a report. 

6. Find recent cases of successful data warehousing applica­
tions. Go to data warehouse vendors' sites and look for 
cases or success stories. Select one and write a brief sum­
mary to present to your class. 

Continental Airlines Flies High With Its Real-Time Data Warehouse 

As business intelligence (BI) becomes a critical component of 
daily operations, real-time data warehouses that provide end 
users with rapid updates and alerts generated from transac­
tional systems are increasingly being deployed. Real-tin1e data 
warehousing and BI, supporting its aggressive Go Forward 
business plan, have helped Continental Airlines alter its indus­
tty status from "worst to first" and then from "first to favorite ." 
Continental Airlines is a leader in real-time BI. In 2004, 
Continental won the Data Warehousing Institute's Best 
Practices and Leadership Award. 

Problem(s) 
Continental Airlines was founded in 1934, with a single-engine 
Lockheed aircraft in the southwestern United States. As of 
2006, Continental was the fifth largest airline in the United 
States and the seventh largest in the world. Continental has the 
broadest global route network of any U.S. airline, with more 
than 2,300 daily departures to more than 227 destinations. 

Back in 1994, Continental was in deep financial trouble. 
It had filed for Chapter 11 bankruptcy protection twice and was 
heading for its third, and probably final , bankruptcy. Ticket 
sales were hurting because performance on factors that are 
important to customers was dismal, including a low percentage 
of on-time depa1tures, frequent baggage arrival problems, and 
too many customers turned away due to overbooking. 

Solution 
The revival of Continental began in 1994 when Gordon 
Bethune became CEO and initiated the Go Fo1ward plan, 

which consisted of four interrelated pa1ts to be implemented 
simultaneously. Bethune targeted the need to improve 
customer-valued performance measures by better understand­
ing customer needs as well as customer perceptions of the 
value of services that were and could be offered. Financial 
management practices were also targeted for a significant over­
haul. As early as 1998, the airline had separate databases for 
marketing and operations, all hosted and managed by outside 
vendors. Processing queries and instigating marketing pro­
grams to its high-value customers were time consuming and 
ineffective. In addition, information that the workforce needed 
to make quick decisions was simply not available. In 1999, 
Continental chose to integrate its marketing, IT, revenue, and 
operational data sources into a single, in-house, EDW. The data 
warehouse provided a variety of early, major benefits. 

As soon as Continental returned to profitability and 
ranked first in the airline industty in many performance met­
rics, Bethune and his management team raised the bar by 
escalating the vision. Instead of just performing best, they 
wanted Continenta l to be their customers' favorite airline. 
The Go Fo1ward plan established more actionable ways to 
move from first to favorite among customers. Technology be­
came increasingly critical for supporting these new initiatives. 
In the early days, having access to historical, integrated infor­
mation was sufficient. This produced substantial strategic 
value . But it became increasingly imperative for the data 
warehouse to provide real-time, actionable information to 
support enterprise-wide tactical decision making and business 
processes . 
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Luckily, the warehouse team had expected and 
arranged for the real-time shift. From the ve1y beginning, the 
team had created an architecture to handle real-time data 
feeds into the warehouse, extracts of data from legacy systems 
into the warehouse, and tactical queries to the warehouse that 
required almost immediate response times. In 2001, real-time 
data became available from the warehouse , and the amount 
stored grew rapidly. Continenta l moves real-time data (ra ng­
ing from to-the-minute to hourly) about customers, reserva­
tions, check-ins , operations, and flights from its main opera­
tional systems to the wareho use. Continenta l's rea l-time 
applications include the fo llowing: 

• Revenue management and accounting 
• Customer relationship management (CRM) 
• Crew operations and payroll 
• Security and fraud 
• Flight operations 

Results 
In the first year alone, after the data warehouse project was 
deployed, Continental identified and eliminated over $7 million 
in fraud and reduced costs by $41 million. With a $30 million 
investment in hardware and software over 6 years, Continental 
has reached over $500 million in increased revenues and cost 
savings in marketing, fraud detection, demand forecasting and 
tracking, and improved data cente r management. The single, in­
tegrated, trusted view of the business (i.e., ,d1e single version of 
d1e trud1) has led to better, faster decision making. 

Continental is now identified as a leader in real-tin1e BI, 
based on its scalable and extensible architecture, practical deci­
sions on what data are captured in real time, strong relationships 
wid1 encl users, a small and highly competent data warehouse 
staff, sensible weighing of strategic and tactical decision support 
requirements, understanding of me synergies between decision 
suppo1t and operations, and changed business processes d1at 
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Business Performance 
Management 

LEARNING OBJECTIVES 

• Understand the all-encompassing nature 
of business performance management 
(BPM) 

• Understand the closed-loop processes 
linking strategy to execution 

• Describe some of the best practices in 
planning and management reporting 

• Describe the difference between 
performance management and 
measurement 

• Understand the role of methodologies 
in BPM 

111 Describe the basic elements of the 
balanced scorecard (BSC) and Six Sigma 
methodologies 

Describe the differences between 
scorecards and dashboards 

Understand some of the basics 
of dashboard design 

B usiness performance management (BPM) is an outgrowth of decision support sys­
te.ms (DSS),. enterprise i.nfo1:mation systems (EIS): and business intelligence (BI). 
F10m a ma1ket standpomt, tt was over 25 years m the making. As with decision 

sup~ort, BP~ is more than just a technology. It is an integrated set of processes, method­
ologies, metncs, and applications designed to drive the overall financial and operational 
~erformance of ~n enterprise. It helps enterprises translate their strategies and objectives 
mto plans, monitor performance against those plans, analyze variations between actual 
results and planned results , and adjust their objectives and actions in response to this 
analysis. 

This chapter examines the processes, methodologies, metrics, and systems underlying 
B~M . Because BPM is distinguished from DSS and BI by its focus on strategy and objectives, 
this chapter begins with an exploration of the notions of enterprise strategy and execution 
and the gap that often exists between them. The specific sections are: 

Opening Vignette: Double Down at Harrah's 82 

3.1 Business Performance Management (BPM) Overview 85 

3.2 Strategize: Where Do We Want to Go? 87 

81 
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3.3 Plan: How Do We Get There? 89 

3.4 Monitor: How Are We Doing? 91 

3.5 Act and Adjust: What Do We Need to Do Differently? 95 

3.6 Performance Measurement 97 

3. 7 BPM Methodologies 103 

3.8 BPM Technologies and Applications 112 

3.9 Pe rformance Dashboards and Scorecards 117 

OPENING VIGNETTE: Double Down at Harrah's 
Harrah's Entertainment, Inc. is the largest gaming company in the world and has been in 
operation since 1937. For most of its histo1y, it has enjoyed financial success and unprece­
dented growth. In 2000, it had 21 hotel-casinos in 17 markets across the United States, 
employed over 40,000 people, and served over 19 million customers. By 2008, those 
numbers had risen to 51 hotel-casinos on 6 continents, 85,000 employees, and over 
40 million customers. Much of Harrah's growth is attributable to savvy marketing opera­
tions and customer service, as well as its acquisition strategy. 

PROBLEM 

Besides being a leader in the gaming indust1y, Harrah's has been a long-time leader in the 
business intelligence and performance management arena . Unlike its competitors, 
Harrah 's has generally avoided investing vast sums of money in lavish hotels , shopping 
malls, and attractions. Instead, it has operated on the basis of a business strategy that 
focuses on "knowing their customers well, giving them great service, and rewarding their 
loyalty so that they seek out a Harrah 's casino whenever and wherever they play" 
(Watson and Volonino, 2001). The execution of this strategy has involved creative market­
ing, innovative uses of information technology, and operational excellence. 

The strategy actually started back in the late 1990s when Harrah's hired Gary 
Loveman as its chief operating officer. Today, Loveman is Harrah Entertainment's chair­
man, president, and chief executive officer (CEO). Prior to joining Harrah's, Loveman had 
been an associate professor at the Harvard University Graduate School of Business 
Administration, with extensive experience in retail marketing and service management. 
When he arrived at Harrah's, he was given the task of turning Harrah's into a "market­
driven company that would build customer loyalty" (Swabey, 2007). At the time, Harrah's 
actually had little choice . Harrah 's didn't have the capital to build new luxu1y casinos and 
entertainment centers, a strategy being pursued by its rivals like the Bellagio. Instead, it 
decided to maximize its return on investment (ROI) by understanding its customers' 
behavior and preferences. It reasoned that in the highly competitive gaming market, the 
need to attract and retain customers is critical to business success, because customer loy­
alty and satisfaction can make or break a company. Attraction and retention require more 
than opulent accommodations and surroundings. Instead, the goal should be to persuade 
gamblers to spend a greater share at Harrah's properties . 

Because it had a couple of years' worth of loyalty card data , Harrah's already knew 
a lot about its customers (Swabey, 2007). But focus groups revealed what management 
suspected-they might have cards, but they weren't loyal. Nearly 65 percent of their 
gambling expenditures went elsewhe re. The first step was to find out who its customers 
were. The analysis revealed two facts: (1) Over 80 percent of revenues came from over 
25 percent of customers and (2) Most of the customers were "average folks " (middle 
aged or seniors) and not the high rollers attracted by the luxury hotels (Shill and 
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Thomas, 2005) . How could Harrah's collect, utilize , and leverage data , analysis, and 
findings of this type to maximize the lifetime value of a customer? 

SOLUTION 

Harrah's answer was Total Gold, a patented customer loyalty program that is now known 
as the Total Rewards program. Not only did the program serve to reward customers with 
cash and comps for their gaming and other activities at any of Harrah's properties, but, 
more important , it provided Harrah's with a vast collection of high volume, real-time 
transaction data regarding its customers and their behaviors. The data are collected via 
the Total Rewards card, which is used to record guest activities of all sorts (e.g. , purchases 
at restaurants and wins and losses from any type of gaming activity). 

The data are fed to a centralized data warehouse. Staff at any of Harrah's properties 
can access the data. The data warehouse forms the base of a "closed-loop" marketing sys­
tem that enables Harrah's to clearly define the objectives of its marketing campaigns, to 
execute and monitor those campaigns, and to learn what types of campaigns provide the 
highest return for particular types of customers. The overall result is that Harrah's has es­
tablished a "differentiated loyalty and service framework to continuously improve cus­
tomer service interactions and business outcomes" (Stanley, 2006). The system also acts 
as a real-time feed to Harrah's operational systems, which can impact the experience of 
customers while they gamble and participate in other activities at Harrah's properties. 

RESULTS AND A NEW PROBLEM 

Harrah's Total Rewards loyalty card program and closed-loop marketing system has pro­
duced substantial returns over the past decade, including (Watson and Volonino, 2001): 

• A brand identity for Harrah's casinos 
• An increase in customer retention worth several million dollars 
• An increase in the number of customers who play at more than one Harrah's property, 

increasing profitability by millions of dollars 
• A high internal rate of return on its information technology investments 

The bottom line is that customers' discretiona1y spending versus their competitors 
has increased substantially from year to year, resulting in hundreds of millions of dollars 
in additional revenue. 

The system has won a number of awards (e.g ., TDWI Best Practices Award) and has 
been the subject of many case studies. It has been recognized as the "most spectacularly 
successful example of analytics in action today" (Swabey, 2007). Of course, awards and 
accolades are no guarantee of future success, especially in the face of a global economic 
downturn. 

For the 10 years leading up to the end of 2007, the U.S. gaming indust1y had the high­
est performing equity index of any industty in America (Knowledge@W.P. Carey, 2009). 
The past 2 years have been a different story. Once thought to be immune to economic 
downturns, the gaming industty has suffered substantially from the collapse of the capital 
markets and the world economy. In cities like Las Vegas, not only have hotel occupancy 
rates declined, but the average spend per visitor has also dwindled. The plight of many 
casinos remains precarious, because they relied on huge amounts of debt to build newer 
and bigger hotel-casino projects and lacked the reserves to handle declining revenues. 

Unlike its competitors, Harrah's has never had an "edifice" complex (Shill and 
Thomas, 2005). Yet, like its competitors, Harrah's still faces substantial economic prob­
lems. In the first 3 months of 2009, it posted operating losses of $127 million, although 
this was an improvement over 2008. In the first 3 months of 2008, it had operating losses 
of $270 million. In 2008, Harrah's also doubled its debt load (to the tune of $24 billion) 
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when it was taken private in Janua1y 2008 by the equity firms Apollo Management and 
TPG Capital. Today, its debt load has left it facing potential bankruptcy. 

So, even though Harrah's has had an award-winning performance management 
system in place for years and is a recognized leader in the use of data and predictive 
analytics, it still confronts the same strategic problems and economic issues that its 
"lesser equipped" competitors face. 

Harrah's has continued to rely on its marketing campaigns to boost demand. 
Additionally, it has instituted a number of initiatives designed to reduce its debt and to cut 
costs. In December 2008, Harrah's completed a debt-exchange deal that reduced its overall 
debt by $1.16 billion, and it is in the midst of another debt-reduction and maturity-extension 
program involving $2.8 million in notes. Like most other gaming companies, it laid off 1,600 
workers in Las Vegas, cut managers' pay, and suspended 401K contributions during the 
downturn. It delayed the completion of 660 more rooms at Caesar's Palace, although it is 
still working on a new convention center at Caesar's, which has had strong bookings. 

Management has also been encouraged by the results of an "efficiency-management" 
process, pioneered by Toyota , ca lled Lean Operations Management. Lean Operations 
Management is a performance management framework focused primarily on efficiency 
rather than effectiveness. Harrah's has launched pilot programs at several properties and 
planned to roll it out company-wide in 2009. 

QUESTIONS FOR THE OPENING VIGNETTE 

1. Describe Harrah 's marketing strategy. How does Harrah's strategy differ from 
its competitors? 

2. What is Harrah's Total Rewards program? 

3. What are the basic elements of Harrah's closed-loop marketing system? 

4. What were the results of Harrah 's marketing strategy? 

5. What economic issues does Harrah's face today? Could the Total Rewards system be 
modified in any way to handle these issues? 

WHAT WE CAN LEARN FROM THIS VIGNETTE 

For a number of years, Harrah's closed-loop marketing system enabled it to execute a 
strategy that clearly differentiated it from its competitors. The system also provided the 
means to monitor key indicators of operational and tactical importance. One of the prob­
lems with the system is that it is predicated on the assumption of growing, or at least sta­
ble, demand. What it could not do, at least in the short run, was predict drastically reduced 
or nonexistent demand or fundamental changes in the economy. As Loveman, Harrah's 
CEO, has said, "We are not experiencing a recession, but a fundamental restructuring of 
financial interaction that we have grown accustomed to over a ve1y long period of time. 
And it's not at all clear yet where that's going. " 

Sou rces: Compiled from Knowledge@W.P. Carey, "High-Rolling Casinos Hit a Losing Streak," March 2, 2009, 
knowledge.wpcarey.asu.edu/article.cfm?articleid=l 752# (accessed January 2010); S. Green, "Harrah's 
Reports Loss, Says LV Properties Hit Hard," Las Vegas Sun, March 13, 2009, lasvegassun.com/news/2009/mar/ 
13/ harrahs-reports-loss-says-lv-pi·operties-hit-hard (accessed January 2010); W. Shi ll and R. Thomas, 
"Exploring the Mindset of the High Performer," Outlook journal, Octobe r 2005, accenture.com/Global/ 
Research_and_Insights/Outlook/By _Issue/Y2005/ExploringPerformer.htm (accessed January 201 O); 
T. Stanley, "High-Stakes Analytics," Info rmation1fleek, February 1, 2006, informationweek.com/shared/ 
printableArticle.jhtml?articleID=177103414 (accessed Janua1y 2010); P. Swabey, "Noth ing Left to Chance," 
Information Age, .January 18, 2007, information-age.com/channels/information-management/features/ 
272256/nothing-left-to-chance.thtml (accessed Janua1y 2010); and H. Watson and L. Volonino, "Harrah 's High 
Payoff from Customer Information," 77n Data \Va rehousing Institute Indust1y Study 2000--Harnessing Customer 
Information for Strategic Advantage: Tecbnical Cballenges and Business Solutions, January 2001, terry.uga.edu/­
hwatson/Hanahs.doc (accessed January 2010). 
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3.1 BUSINESS PERFORMANCE MANAGEMENT (BPM) OVERVIEW 

As this chapter will show, Harrah's closed-loop marketing system has all the hallmarks of 
a performance management system. Essentially, the system allowed Harrah's to align its 
strategies, plans, ana lytical systems, and actions in such a way that it substantially 
improved its performance. Harrah 's recent experience also shows that successful perform­
ance also requires a broad focus, as opposed to a narrow one (e.g., just on marketing or 
customer loyalty), as well as the ability to question and explore assumptions, especially 
during times of uncertainty. Organizations need to adapt constantly if they are to achieve 
sustained success. An organization's performance management processes are the principal 
mechanism for assessing the impact of change and tuning the business in order to su1vive 
and prosper (Axson, 2007). 

BPM Defined 

In the business and trade literature, performance management has a number of names, 
including corporate performance management (CPM), enterprise performance management 
(EPM), strategic enterprise management (SEM), and business performance management 
(BPM). CPM was coined by the market analyst firm Ga1tner (gartner.com). EPM is a term 
associated with Oracle's PeopleSoft offering by the same name. SEM is the term that SAP 
(sap.com) uses. In this chapter, BPM is used rather than the other terms, because the term 
was originally coined by the BPM Standards Group and is still used by the BPM Forum. The 
term business performance management (BPM) refers to the business processes, 
methodologies, metrics, and technologies used by enterprises to measure, monitor, and 
manage business performance. It encompasses three key components (Colbert, 2009): 

1. A set of integrated, closed-loop management and analytic processes, supported by 
technology, that addresses financial as well as operational activities 

2. Tools for businesses to define strategic goals and then measure and manage per­
formance against those goals 

3. A core set of processes, including financial and operational planning, consolidation 
and reporting, modeling, ana lysis, and monitoring of key performance indicators 
(KPis), linked to organizational strategy 

BPM and Bl Compared 

BPM is an outgrowth of BI and incorporates many of its technologies, applications, and 
techniques. When BPM was first introduced as a separate concept, there was confusion 
about the differences between BPM and BI. Was it simply a new term for the same con­
cept? Was BPM the next generation of BI, or were there substantial differences between 
the two? The confusion persists even today for the following reasons: 

• BPM is promoted and sold by the same companies that market and sell the BI tools 
and suites. 

• BI has evolved so that many of the original differences between the two no longer exist 
(e.g., BI used to be focused on departmental rather than on enterprise-wide projects). 

• BI is a crucial element of BPM. 

The term BI now describes the technology used to access, ana lyze, and report on 
data relevant to an enterprise. It encompasses a wide spectrum of software, including 
ad hoc querying, reporting, online analytical processing (OLAP), dashboards, scorecards, 
search, visualization, and more. These software products started as stand-alone tools, but 
BI software vendors have incorporated them into their BI suites. 

BPM has been characterized as "BI + Planning," meaning that BPM is the conver­
gence of BI and planning on a unified platform-the cycle of plan, monitor, and analyze 
(Calumo Group, 2009). The processes that BPM encompasses are not new. Virtually 
every medium and large organization has processes in place (e .g ., budgets, detailed 
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plans, execution, and measurement) that feed back to the overall strategic plan, as well 
as the operational plans. What BPM adds is a framework for integrating these processes, 
methodologies, metrics, and systems into a unified solution. 

BI practices and software are almost always part of an overall BPM solution. BPM, 
however, is not just about software. BPM is an enterprise-wide strategy that seeks to pre­
vent organizations from optimizing local business at the expense of overall corporate 
performance. BPM is not a "one-off' project or departmentally focused. Instead, BPM is an 
ongoing set of processes that, if done correctly, impacts an organization from top to bot­
tom. Critical to the success of BPM is alignment throughout an organization. It "helps users 
take action in pursuit of their 'common cause': achieving performance targets, executing 
company strategy, and delivering value to stakeholders" (Tucker and Dimon, 2009). 

This is not to say that a BI project cannot be strategically oriented, centrally con­
trolled, or impact a substantial part of an organization. For example, the Transportation 
Security Administration (TSA) uses a BI system called the Performance Information System 
(PIMS) to track passenger volumes, screen performance (attrition, absenteeism, overtime, 
and injuries), dangerous items, and total passenger throughput (Henschen, 2008). The sys­
tem is built on BI software from MicroStrategy (microstt·ategy.com) and is used by over 
2,500 "power users" on a daily basis and 9,500 casual users on a weekly basis. The infor­
mation in PIMS is critical to the operation of the TSA and in some cases is mandated by 
Congress. It is used by TSA employees from the top of the agency to the bottom, and it 
reduced agency costs by approximately $100 million for fiscal year 2007-2008. Clearly, the 
system has strategic and operational importance. However, it is not a BPM system. 

The prima1y distinction is that a BPM system is strategy driven. It encompasses a 
closed-loop set of processes that link strategy to execution in order to optimize business 
performance (see Figure 3.1). The loop implies that optimum performance is achieved by 

Strategy 

Integrated 
Data and 
Metrics 

Execution 

FIGURE 3.1 BPM Cycle. Source: W. Eckerson, "Performance Management Strategies: How to Create 

and Deploy Performance Management Strategies." TOW/ Best Practices Report, 2009. 
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setting goals and objectives (i.e., strategize), establishing initiatives and plans to achieve 
those goals (i.e., plan), monitoring actual performance against the goals and objectives 
(i.e ., monitor), and taking corrective action (i.e., act and adjust). In Sections 3.3 through 
3,6, each of these major processes is examined in detail. 

SECTION 3.1 REVIEW QUESTIONS 

1. Define BPM. 

2. How does BPM differ from BI? How are they the same? 

3. Briefly describe TSA's PIMS. 

4. List the major BPM processes. 

3.2 STRATEGIZE: WHERE DO WE WANT TO GO? 

for the moment, imagine that you are a distance runner and are in the process of train­
ing for an upcoming event. In preparation, suppose your coach said to you, "I haven't 
thought much about the race. I'm not even sure what the distance is, but I think you 
should just go out and run for 8 hours a clay until race clay. Things will work out in the 
encl. " If a coach said this, you would think your coach was nuts . Obviously, for your 
training plan to make sense, you would need to know what race you were running (e.g., 
is it a marathon, a ha lf marathon, or 10 miler) and what sort of time you were shooting 
for (e.g., a top-5 finish with a time of 2 hours , 10 minutes). You would also need to 
know what your strengths and weaknesses were in order to determine whether the goal 
was realistic and what sorts of things you would need to work on to achieve your goal 
(e.g., trouble with finishing speed over the last few miles of a race) . 

You would be surprised at the number of companies that operate much like the 
coach, especially during uncertain and challenging times. The general refrain is something 
like, "Setting a strategy and developing a formal plan is too slow and inflexible. You need 
actions that are far bolder and more attuned to the unique nature of our time. If you take 
the time to define your goals, set your priorities, develop your strategies, and manage your 
outcomes, someone will beat you to the finish line. " However, without specific goals or 
objectives, it is difficult to evaluate alternative courses of action. Without specific priorities, 
there is no way to determine how to allocate resources among the alternatives selected. 
Without plans, there is no way to guide the actions among those working on the alterna­
tives . Without analysis and evaluation, there is no way to determine which of the opportu­
nities are succeeding or failing. Goals, objectives, priorities, plans, and critical thinking are 
all part of a well-defined strategy. 

Strategic Planning 

The term strategy has many definitions. To acid to the confusion, it is also often used in 
combination with a variety of other terms such as strategic vision and strategic focus. 
Regardless of the differences in meaning, they all address the question "Where do we 
want to go in the future?" For most companies, the answer to this question is provided in 
a strategic plan. You can think of a strategic plan as a map, detailing a course of action for 
moving an organization from its current state to its future vision. 

Typically, strategic plans start at the top and begin with an enterprise-wide view. 
From there, strategic plans are created for the company's business units or functional units. 
The following tasks are quite common to the strategic planning process, regardless of the 
level at which the planning is clone--enterprise-wide, business unit, or functional unit: 

1. Conduct a current situation analysis. This analysis reviews the company's 
current situation ("Where are we?") and establishes a baseline, as well as key trends , 
for financial performance and operational performance. 
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2. Determine the plan11ing horizon. Traditionally, organizations produce plans on 
a yearly basis, with the planning horizon running 3 to 5 years. In large part, the time 
horizon is determined by the volatility and predictability of the market, product life 
cycles, the size of the organization, the rate of technological innovation, and the 
capital intensity of the indust1y. The more volatile, the less predictable; the shorter 
the life cycles, the smaller the organization; the faster the rate of innovation, and the 
less the capital intensity, the shorter the planning horizon. 

3. Co11duct an e11viro11me11t sca11. An environment scan is a standard strengths, 
weaknesses, opportunities, and threats assessment of the company. It identifies and 
prioritizes the key customer, market, competitor, governn1ent, demographic, stake­
holder, and indust1y factors potentially or actually affecting the company. 

4. Identify critical success factors. Critical success factors (CSFs) delineate those 
things that an organization must excel at to be successful in its market space. For a 
product-focused company, product quality and product innovation are examples of 
CSF. For a low-cost provider such as Wal-Mart, distribution capabilities are the CSF. 

5. Complete a gap a11alysis. Like the environment scan, a gap analysis is used to 
identify and prioritize the internal strengths and weaknesses in an organization's 
processes, structures, and technologies and applications. The gaps reflect what the 
strategy actually requires and what the organization actually provides. 

6. Create a strategic visio11. An organization's strategic vision provides a picture 
or mental image of what the organization should look like in the future-the shift in 
its products and markets. Generally, the vision is couched in terms of its strategy 
focus and identifies the as-is state and the desired state. 

7. Develop a business strategy. The challenge in this step is to produce a strategy 
that is based on the data and information from the previous steps and is consistent 
with the strategic vision. Common sense tells us that the strategy needs to exploit the 
organi.zation's strengths, take advantage of its opportunities, address weaknesses, 
and respond to threats. The company needs to ensure that the strategy is internally 
consistent, that the organizational culture is aligned with the strategy, and that suffi­
cient resources and capital are available to implement the strategy. 

8. Identify strategic objectives and goals. A strategic plan that fails to provide 
clear directions for the operational and financial planning process is incomplete . 
Before an operational or financial plan can be established, strategic objectives 
must be established and refined into well-defined goals or targets. A strategic 
objective is a broad statement or general course of action that prescribes targeted 
directions for an organization. Before a strategic objective can be linked to an 
operational plan or a financial plan, it should be converted into a well-defined 
goal or targe t. A strategic goal is a quantification of an objective for a designated 
period of time. For example, if an organization has an objective of improving 
return on assets (ROA) or increasing overall profitability, these objectives need to 
be turned into quantified targets (e.g., an increase of ROA from 10 to 15 percent 
or an increase in profit margin from 5 to 7 percent) before the organization can 
begin to detail the operational plans needed to achieve these targets. Strategic 
goals and targets guide operational execution and allow progress to be tracked 
against overall objectives. 

The Strategy Gap 

It's one thing to create a long-term strategy and another to execute it. Over the past cou­
ple of decades, a number of surveys have highlighted the gap that routinely exists in many 
organizations between their strategic plans and the execution of those plans. Recent 
surveys of senior executives by the Monitor Group (Kaplan and Norton, 2008) and the 
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conference Board (2008) pinpointed "strategy execution" as the executive's number one 
priority. Similarly, statistics from the Palladium Group (Norton, 2007) suggest that 90 percent 
of organizations fail to execute their strategies successfully. The reasons for the "strategy gap" 
are varied, although many studies pinpoint one of the following four reasons: 

1. Communication. In many organizations, a ve1y small percentage of the employ­
ees understand the organization's strategy. The Palladium Group (Norton, 2007) put 
the figure at less than 10 percent. On the one hand, it is difficult, if not impossible, 
for employees to make decisions and act in accordance with the strategic plan if 
they have never seen nor heard the plan. On the other hand, even when the plan is 
communicated, the strategy often lacks clarity so that no one is quite sure whether 
their actions are in line or at variance with the plan. 

2. Alignmeut of rewards and incentives. Linking pay to performance is impor­
tant for successful execution. However, incentive plans are often linked to short­
term financial results, not to the strategic plan or even to the strategic initiatives 
articulated in the operational plan. Maximizing short-term gains leads to less than 
rational decision making. Again, the Palladium Group (Norton, 2007) indicated 
that 70 percent of organizations failed to link middle management incentives to 
their strategy. 

3. Focus. Management often spends time on the periphery of issues rather than 
concentrating on the core elements. Hours can be spent debating line items on a 
budget, with little attention given to the strategy, the linkage of the financial plan 
to the strategy, or the assumptions underlying the linkage . The Palladium Group 
(Norton, 2007) suggested that in many organizations 85 percent of managers spend 
less than 1 hour per month discussing strategy. 

4. Resources. Unless strategic initiatives are properly funded and resourced, their 
failure is virtually assured. The Palladium Group (Norton, 2007) found that less than 
40 percent of organizations tied their budgets to their strategic plans. 

SECTION 3.2 REVIEW QUESTIONS 

1. Why does a company need a well-formulated strategy? 

2. What are the basic tasks in the strategic planning process? 

3. What are some of the sources of the gap between formulating a strategy and actually 
executing the strategy? 

3.3 PLAN: HOW DO WE GET THERE? 

When operational managers know and understand the what (i.e ., the organizational 
objectives and goals), they will be able to come up with the how (i.e., detailed opera­
tional and financial plans). Operational and financial plans answer two questions: What 
tactics and initiatives will be pursued to meet the performance targets established by the 
strategic plan? What are the expected financial results of executing the tactics? 

Operational Planning 

An operational plan translates an organization's strategic objectives and goals into a set 
of well-defined tactics and initiatives, resource requirements, and expected results for 
some future time period , usually, but not always, a year. In essence, an operational 
plan is like a project plan that is designed to ensure that an organization's strategy is 
realized . Most operational plans encompass a portfolio of tactics and initiatives. The 
key to successful operational planning is integration. Strategy drives tactics, and tactics 
drive results . Basically, the tactics and initiatives defined in an operational plan need 
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to be directly linked to key objectives and targets in the strategic plan. If there is no 
linkage between an individual tactic and one or more strategic objectives or targets, 
management should question whether the tactic and its associated initiatives are really 
needed at all. The BPM methodologies discussed in Section 3.8 are designed to ensure 
that these linkages exist. 

Operational planning can be either tactic centric or budget centric (Axson, 2007) . 
In a tactic-centi-ic plan, tactics are established to meet the objectives and targets estab­
lished in the strategic plan. Conversely, in a budget-centric plan, a financial plan or 
budget is established that sums to the targeted financial values . Best practice organiza­
tions use tactic-centric operational p lanning. This means that they begin the operational 
planning process by defining the alternative tactics and initiatives that can be used to 
reach a particular target. For example, if a business is targeting a 10 percent growth in 
profit margin (i.e., the ratio of the difference between revenue and expenses divided by 
revenue) , the business will first determine whether it plans to increase the margin by 
increasing revenues, by reducing expenses, or by using some combination of both. If it 
focuses on revenues , then the question will become whether it plans to enter new mar­
kets or increase sales in existing markets, enhance existing products or introduce new 
products, or apply some combination of these. The alternate scenarios and associated 
initiatives have to be weighed in terms of their overall risk, resource requirements, and 
financial viability. 

Financial Planning and Budgeting 

In most organizations, resources tend to be scarce. If they were not , organizations 
could simply throw people and money at their opportunities and problems and over­
whelm the competition. Given the scarcity of resources, an organization needs to put its 
money and people where its strategies and linked tactics are. An organization's strate­
gic objectives and key metrics should serve as top-down drivers for the allocation of an 
organization's tangible and intangible assets. While continuing operations clearly need 
support, key resources should be assigned to the most important strategic programs 
and priorities. Most organizations use their budgets and compensation programs to 
allocate resources. By implication, both of these need to be carefully aligned with the 
organization's strategic objectives and tactics in order to achieve strategic success . 

The best way for an organization to achieve this alignment is to base its financial 
plan on its operational plan or, more directly, to allocate and budget its resources against 
specific tactics and initiatives. For example, if one of the tactics is to develop a new sales 
channel, budgeted revenues and costs need to be assigned to the channel rather than 
simply having costs assigned to particular functional units such as marketing and 
research and development. Without this type of tactical resource planning, there is no 
way to measure the success of those tactics and hence the strategy. This type of linkage 
helps organizations avoid the problem of "random" budget cuts that inadvertently affect 
associated strategies. Tactic-based budgeting ensures that the link between particular 
budget-line items and particular tactics or initiatives is well established and well known. 

The financial planning and budgeting process has a logical structure that typically 
starts with those tactics that generate some form of revenue or income. In organiza­
tions that sell goods or services, the ability to generate revenue is based on either the 
ability to directly produce goods and services or acquire the right amount of goods 
and services to sell . After a revenue figure has been established, the associated costs 
of delivering that level of revenue can be generated. Quite often, this entails input 
from several departments or tactics . This means the process has to be collaborative 
and that dependencies between functions need to be clearly communicated and 
understood. In addition to the collaborative input, the organization also needs to add 
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various overhead costs, as well as the costs of the capita] required. This information, 
once consolidated , shows the cost by tactic as well as the cash and funding 
requirements to put the plan into operation. 

SECTION 3.3 REVIEW QUESTIONS 

1. What is the goal of operational planning? 

2. What is tactic-centric planning? What is budget-centric planning? 

3. What is the primary goal of a financial plan? 

3.4 MONITOR: HOW ARE WE DOING? 

When the operational and financial plans are under way, it is imperative that the per­
formance of the organization be monitored . A comprehensive framework for monitor­
ing performance should address two key issues: what to monitor and how to monitor. 
Because it is impossible to look at everything, an organization needs to focus on mon­
itoring specific issues . After the organization has identified the indicators or measures 
to look at, it needs to develop a strategy for monitoring those factors and responding 
effectively. 

In Sections 3.7 and 3.8, we examine in detail how to determine what should be 
measured by a BPM system. For the moment, we simply note that the "what" is usually 
defined by the CSF and the goals or targets established in the strategic planning 
process. For example, if an instrument manufacturer has a specified strategic objective 
of increasing the overall profit margin of its current product lines by 5 percent annually 
over the next 3 years, then the organization needs to monitor the profit margin through­
out the year to see whether it is trending toward the targeted annual rate of 5 percent. 
In the same vein, if this company p lans to introduce a new product every quarter for 
the next two years , the organization needs to track new product introduction over the 
designated time period. 

Diagnostic Control Systems 

Most companies use what is known as a diagnostic control system to monitor organiza­
tional performance and correct deviations from present performance standards. This is 
true even for those organizations that do not have formal BPM processes or systems. 
A diagnostic control system is a cybernetic system, meaning that it has inputs, a process 
for transforming the inputs into outputs, a standard or benchmark against which to com­
pare the outputs, and a feedback channel to allow information on variances between the 
outputs and the standard to be communicated and acted upon. Virtually any information 
system can be used as a diagnostic control system if it is possible to (1) set a goal in 
advance, (2) measure outputs, (3) compute or calculate absolute or relative performance 
variances, and (4) use the variance information as feedback to alter inputs and/ or process­
es to bring performance back in line with present goals and standards. The key elements 
of a diagnostic control system are depicted in Figure 3.2. Balanced scorecards, perform­
ance dashboards, project monitoring systems, human resources systems, and financial 
reporting systems are all examples of systems that can be used diagnostically. 

An effective diagnostic control system encourages management by exception. 
Instead of constantly monitoring a variety of internal processes and target values and 
comparing actual results with planned results, managers regularly receive schedule 
exception reports. Measures that are aligned with expectations receive little attention. If, 
however, a significant variation is identified, then-and only then- managers need to 
invest time and attention to investigate the cause of the deviation and initiate appropriate 
remedial action. 
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FIGURE 3.2 Diagnostic Control System. Source: R. Simons, Performance Measurement and Control 
Systems for Imp lementing Strategy, Prentice Hall, Upper Sadd le River, NJ, 2002, p. 207. 

Pitfalls of Variance Analysis 

In many organizations, the vast majority of the exception analysis focuses on negative vari­
ances when functional groups or departments fail to meet their targets. Rarely are positive 
variances reviewed for potential opportunities, and rarely does the analysis focus on as­
sumptions underlying the variance patterns. Consider, for a moment, the two paths depict­
ed in Figure 3.3. In this figure, the dashed line from A to B represents planned or targeted 
results over a specified period of time. Recognizing that there will be minor deviations from 
the plan, we might expect the actual results to deviate slightly from the targeted results . 
When the deviation is larger than expected, this is typically viewed as an operational error 
that needs to be corrected. At this point, managers usually direct their employees to do 
whatever it takes to get the plan back on track. If revenues are below plan, they are chided 
to sell harder. If costs are above plan, they are told to stop spending. 

However, what happens if our strategic assumptions-not the operations-are 
wrong? What if the organization needs to change strategic directions toward point C rather 
than continuing with the original plan? As Application Case 3.1 exemplifies, the results of 
proceeding on the basis of fallacious assumptions can be disastrous. The only way to make 
this sort of determination is to monitor more than actual versus targeted performance. 
Whatever diagnostic control system is being used needs to track underlying assumptions, 
cause-and-effect relationships, and the overall validity of the intended strategy. Consider, 
for instance, a growth strategy that is focused on the introduction of a new product. This 
sort of strategy is usually based on certain assumptions about market demand or the avail­
ability of parts from pa1ticular suppliers. As the strategy unfolds, management needs to 
monitor not only the revenues and costs associated with the new product but also the vari­
ations in the market demand or availability of parts or any other key assumptions. 

A 

c 

FIGURE 3.3 Operational Variance or Strategic Issue? 

Application Case 3.1 
Discovery-Driven Planning: The Coffee Wars 

for the last couple of years, Starbucks, Dunkin' 
Donuts (dunkindonuts.com), and McDonald's have 
been Jocked in a battle to capture the specialty coffee 
market. For Starbucks and Dunkin' Donuts, a major 
part of the battle revolves around the growth in the 
number of stores. This is not an issue for McDonald's, 
because it already has a worldwide presence. 

Since 2000, Starbucks has been opening stores 
at a "remarkable pace." Its store count went from just 
over 3,000 stores in 2000 to approximately 15,000 
stores in 2007. The underlying assumption was that 
there was pent-up demand for specialty coffee and 
unless it opened new stores to service this demand, 
its competitors would. One of these competitors was 
Dunkin' Donuts. In 2007, Dunltin' Donuts decided to 
expand its franchises both in numbers and geograph­
ical reach. Prior to 2007, most of Dunkin' Donuts' 
5,000 franchises were in the Northeast (Weier, 2007). 
Its new goal was to increase to 15,000 franchises 
worldwide. Unlike Starbucks, Dunkin' Donuts does 
not own its stores. Instead, it relies on individuals to 
apply for franchises, to pay a franchise fee after the 
approval process, and pay royalties from ongoing 
operations. 

To help keep track of its progress toward its 
franchise goal, Dunkin ' Donuts instituted a new 
dashboard (see Section 3.10) application that would 
tell it where deals were stalling, whether there were 
any deals in close proximity to one another, what 
the average cycle time was for closing a franchise 
deal, and the average size of the deals (Weier, 
2007) . Suppose that Dunkin' Donuts found that the 
average cycle time was longer than expected or that 
the deals were stalling, what would its response be? 

Given Dunl<:in' Donuts' sun!<: costs in its strategy, 
the first responses would certainly revolve around 
increasing the cycle time or determining why the 
deals were stalling. Its last response would probably 
be to question the whole strategy of opening new 
franchises and the underlying assumption about 
pent-up demand. This is certainly what happened to 
Starbucks. 

Starbucks continued to open stores at a rapid rate 
even in the face of substantial decline in comparative­
store sales, which measures how fast sales are grow­
ing at stores open at least a year (Wailgum, 2008). 
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Starbucks' first response to the issue was to focus on 
the decline in sales. In 2007, it announced a set of 
strategic initiatives aimed at addressing the problem. 
It was going to move to new blends of coffees, re­
place existing espresso machines with new equip­
ment, institute a customer rewards program, and 
open a new Web site . It was not until January 2008 
that Starbucks realized that it needed to modify its 
growth strategy. Essentially, the new stores were 
cannibalizing sales at existing outlets. In response, 
Starbucks scaled back its growth plans, lowered 
its yearly targets for new store openings, retracted 
its long-term goal of opening 40,000 stores, 
and began closing unprofitable locations in the 
United States. 

Discovery-Driven Planning 

When a major company like Starbucks or Dunkin' 
Donuts embarks on an enterprise-wide growth strate­
gy, considerable effo1t is made to ensure that everyone 
is on board. When things go astray, a variety of biases 
often come into play, directly and indirectly putting 
pressure on employees to stick to the plan at all costs. 
Especially, in ve1y competitive, well-publicized cir­
cumstances of this s01t, there is a tendency for com­
panies to have: 

• Confirmation bias. Embracing new infor­
mation tl1at confirms existing assumptions and 
rejecting information that challenges them. 

• Recency bias. Forgetting that key assump­
tions were made in the first place, making it 
difficult to interpret or learn from unfolding 
experiences. 

• Winne:r's bias. Overvaluing winning in 
competitive situations, even when the price 
exceeds the prize. 

• Social or political bias. Sticking to a "pub­
lic" plan, rather than admitting either ignorance 
or a mistake. 

Part of the problem is tl1at conventional plan­
ning processes of the sort used by Starbucks and 
Dunkin' Donuts provide little in the way of probing 
or analyzing the underlying assumptions on which 
the plan is based. As an alternative to conventional 

(Continued) 
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Application Case 3.1 (Continued) 

planning, McGrath and MacMillan (2009) suggested 
that companies use discovety-driven planning 
(DDP). With most growth strategies, the outcomes 
are initially uncertain and unpredictable. They also 
rest on a variety of critical assumptions that will cer­
tainly change as the plan unfolds. As the strategic 
plan unfolds, the key is to reduce the "assumption­
to-knowledge" ratio (turning assumptions into facts) . 
This is the focus of discovety-driven planning. 
Discove1y-driven planning (DDP) offers a systematic 
way to uncover problematic assumptions that other­
wise remain unnoticed and unchallenged. It is called 
discovery-driven because as plans evolve new data 
are uncovered and new potentials are discovered. 

DDP consists of a series of steps . Some are 
similar to conventional planning (e.g., establishing a 
growth strategy), whereas others are not. In the con­
text of this discussion, three steps distinguish DDP 
from conventional planning: 

1. Reverse financials. The first step is to use a 
set of financial documents to model how all 
the various assumptions ~n a plan affect one 
another and to determine, as information is 
gained, whether the plan is gaining traction or 
is at risk. 

2. Deliverables specification. The second 
step is to lay out all the activities required to 
produce, sell, service, and deliver the product 
or service to the c.ustomer. Together, these 
activities represent the allowable costs. 

3. Assumption checklist. All of the activities 
required to build a business rest on key 
assumptions. In this step, a written checklist of 
each of the assumptions associated with the 
project deliverables laid out in step 2 is created. 

Suppose you plan to open an upscale French 
restaurant and your goal is to break even the first 

year of operation (based on $2 million in sales). 
One question to ask is, "Is this a realistic sales num­
ber?" More specifically, "What activities would it 
take to generate $2 million in sales, and do these 
activities make sense?" 

One way to answer these questions is to con­
sider the number of customers your restaurant will 
need to serve on a yearly basis and how much they 
will have to spend on average when they dine at 
your restaurant. In terms of the average spend per 
person, you could make a guess about the types of 
courses in an average meal (an appetizer, entree, 
etc.) and the average cost of those courses, or you 
could look at the average bill at comparable restau­
rants. So, for instance if the average meal at other 
high-end French restaurants in your region of the 
country is $120 to $150 per person. Given these fig­
ures, you would need to serve to somewhere 
between 13,333 and 16,667 customers a year, or be­
tween 44 and 56 customers a night. The question is: 
Do these figures make sense? Are they too opti­
mistic? If so, you might need to adjust your goals. 
No matter what the answers are, you would still 
need to lay out all the other activities and associat­
ed costs needed to meet your specific goals. 

Once a new growth plan is under way, DDP 
helps identify key checkpoints and assumption 
checklists that enable a company to assess not only 
its current performance but also the ongoing validity 
of the assumptions on which the plan was and is 
based. If Starbucks had employed DDP, it might have 
discovered the flaws in its growth strategy earlier. 

Sources: Compiled from R. McGrath and I. MacMillan, Discove1.y­
Driuen. Growtb, Cambridge, MA, Harvard University Press, 2009; 
T. Wailgum, "How IT Systems Cao Help Starbucks Fix Itself," CIO, 

January 25, 2008, cio.com/article/176003/How_IT_Systems_ 
Can_Help_Starbucks_Fix_Itself (accessed Janua1y 2010); 
M. Weier, "Dunkin' Donuts Uses Business Intelligence in War Against 
Starbucks," Iriformation.Wleek, April 16, 2007. 

SECTION 3.4 REVIEW QUESTIONS 

1. What are the critical questions that a monitoring framework answers? 

2. What are the key elements of a diagnostic control system? 

3. What is management by exception? 

4. What is one of the major pitfalls of variance analysis, from a managerial perspective? 
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3,5 ACT AND ADJUST: WHAT DO WE NEED TO DO DIFFERENTLY? 

Whether a company is interested in growing its business or simply improving its operations, 
virtllally all strategies depend on new projects----creating new products, entering new mar­
kets, acquiring new customers or businesses, or streamlining some processes. Most compa­
nies approach these new projects with a spirit of optimism rather than objectivity, ignoring 
the fact that most new projects and ventures fail. What is the chance of failure? Obviously, 
it depends on the type of project (Slywotzky and Weber, 2007) . Hollywood movies have 
around a 60 percent chance of failure . The same is true for mergers and acquisitions. IT 
projects fail at the rate of 70 percent. For new food products, the failure rate is 80 percent. 
For new pharmaceutical products, it is even higher, around 90 percent. Overall, the rate of 
failure for most new projects or ventures runs between 60 and 80 percent. 

A project can fail in a number of different ways, ranging from considering too few 
options or scenarios, failing to anticipate a competitor's moves, ignoring changes in the 
economic or social environment, inaccurately forecasting demand, or underestimating the 
investment required to succeed, just to name a few of the possibilities. This is why it is 
critical for a company to continually monitor its results, analyze what has happened, 
determine why it has happened, and adjust its actions accordingly. 

Reconsider Harrah's closed-loop marketing system discussed in the Opening 
Vignette. The system is depicted in Figure 3.4. As the figure indicates, the process has five 
basic steps: 

1. The loop begins by defining quantifiable objectives of a marketing campaign or 
test procedure in the form of expected values or outcomes for customers who are 
in the experimental test group versus those in the control groups. 

(5) Learn 
and Refine 

Campaigns and 
approaches 

(4) Evaluate 
- Campaign 

effectiveness 

(1) Define 
Campaign 

objectives and 
test outcomes 

(3) Track 

(2) Execute 
Marketing 
campaign 

Linked I-+ 

transactions 

FIGURE 3.4 Harrah's Closed-Loop Marketing Model. Source: Watson, H., and L. Volonino. "Harrah's 

High Payoff from Customer Information," The Data Warehousing Institute Industry Study 2000-­

Harnessing Customer Information for Strategic Advantage: Technical Challenges and Business 

Solutions, Jan 2001 . terry.uga.edu/-hwatson/Harrahs.doc (accessed January 2010). 
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2. Next, the campaign or test is executed. The campaign is designed to provide the 
right offer and message at the right time. The selection of particular customers and 
the treatments they receive are based on their prior experiences with Harrah's. 

3. Each customer's response to the campaign is tracked. Not only are response rates 
measured, but other metrics are as well , such as revenues generated by the incentive 
and whether the incentive induced a positive change in behavior (e.g., increased fre­
quency of visit, profitability of the visit, or cross-play among the various casinos). 

4. The effectiveness of a campaign is evaluated by determining the net value of the 
campaign and its profitability relative to other campaigns. 

5. Harrah's learns which incentives have the most effective influence on customer 
behavior or provide the best profitability improvement. This knowledge is used to 
continuously refine its marketing approaches. 

Over the years, Harrah's has rnn literally thousands of these tests. Although all five 
steps are critical, it is the fact that Harrah's is continually analyzing and adjusting its strat­
egy to produce optimal results that sets it apart from its competitors . 

Like Harrah's, most organizations spend an enormous amount of money and time 
developing plans, collecting data , and generating management reports. However, most of 
these organizations pale in comparison when it comes to performance management prac­
tices. As research from the Saxon Group has suggested (Axson, 2007), 

Most organizations are t1ying to manage increasingly volatile and complex 
processes with management practices that are more than half a centmy old. 
Detailed five year strategic plans, static annual budgets, ca lendar-driven rep01t­
ing, and mind numbing detailed financial forecasts are largely ineffective tools 
for managing change, uncertainty, and complexity, yet for many organizations 
they remain the foundation for the management process. 

The Saxon Group consulting firm is headed by David Axson, who was formerly 
with the Hackett Group, a global strategic adviso1y firm who is a leader in best practice 
adviso1y, benchmarking, and transformation consulting services. Axson has personally 
participated in well over 300 benchmarking studies. Between mid-2005 and mid-2006, the 
Saxon Group conducted surveys or working sessions with over 1,000 financial executives 
from North America , Europe, and Asia in an effort to determine the current state of the art 
with respect to business management. Companies from all major indust1y groups were 
represented. Approximately 25 percent of the companies had annual revenues of less 
than $500 million, 55 percent between $500 million and $5 billion, and 20 percent in 
excess of $5 billion. 

The following is a summa1y of the Saxon Group's findings (Axson, 2007): 

• Only 20 percent of the organizations utilized an integrated performance manage­
ment system, although this was up from less than 10 percent just 5 years prior. 

• Fewer than 3 out of 10 companies developed plans that clearly identified the 
expected results of major projects or initiatives. Instead, they focused on the wrong 
things. Financial plans did not show the expected costs and benefits of each initia­
tive nor d id they identify the total investment involved. Tactical plans failed to 
describe major initiatives to be undertaken. 

• More than 75 percent of the information reported to management was historic and 
internally focused ; less than 25 percent was predictive of the future or focused on 
the marketplace. 

• The average knowledge worker spent less than 20 percent of his or her time focused 
on the so-called higher-value analytical and decision support tasks. Basic tasks such 
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as assembling and validating data needed for higher-valued tasks consumed most of 
the average knowledge workers time. 

The overall impact of the planning and reporting practices of the average compa­
ny was that management had little time to review results from a strategic perspective, 
decide what should be done differently , and act on the revised plans . The fact that 
there was little tie between a company's strategy, tactics, and expected outcomes 
(Axson, 2007) 

. . . leaves many organizations dangerously exposed when things do not 
turn out exactly as projected-which is most of the time. Without a clear 
understanding of the cause-and-effect relationships between tactics and 
objectives, you can have little confidence that today's actions will produce 
tomorrow's desired results. Best practice organizations do not necessarily 
develop better predictions or plans; however, they are far better equipped 
to quickly identify changes or problems, diagnose the root causes, and take 
corrective action. 

SECTION 3.5 REVIEW QUESTIONS 

1. Why do 60 to 80 percent of all new projects or ventures fail? 

2. Describe the basic steps in Harrah's closed-loop model. 

3. According to the Saxon Group's research results, what are some of the performance 
management practices of the average company? 

4. Why do few companies have time to analyze their strategic and tactical results and 
take corrective action based on this analysis? 

3.6 PERFORMANCE MEASUREMENT 

Underlying BPM is a performance measurement system. According to Simons (2002), 
perfo1·mance measurement systems: 

Assist managers in tracking the implementations of business strategy by com­
paring actua l results against strategic goals and objectives. A performance 
measurement system typically comprises systematic methods of setting busi­
ness goals together with periodic feedback reports that indicate progress 
against goals. 

All measurement is about comparisons. Raw numbers are rarely of little value. If 
you were told that a salesperson completed 50 percent of the deals he or she was work­
ing on within a month, that would have little meaning. Now, suppose you were told that 
the same salesperson had a monthly close rate of 30 percent last year. Obviously, the 
trend is good. What if you were also told that the average close rate for all salespeople at 
the company was 80 percent? Obviously, that particular sa lesperson needs to pick up the 
pace. As Simons' definition suggests, in performance measurement, the key comparisons 
revolve around strategies, goals, and objectives. 

KPls and Operational Metrics 

There is a difference between a "run of the mill" metric and a "strategically aligned" metric. 
The term key performance indicator (KPI) is often used to denote the latter. A KPI rep­
resents a strategic objective and measures performance against a goal. According to 
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Eckerson (2009), KPis are multidimensional. Loosely translated, this means that KPis have a 
variety of distinguishing features, including: 

•Strategy. KPis embody a strategic objective. 
• Targets. KPis measure performance against specific targets. Targets are defined in 

strategy, planning, or budget sessions and can take different forms (e.g., achieve­
ment targets, reduction targets, absolute targets) . 

•Ranges. Targets have performance ranges (e.g., above, on, or below target). 
• E11codi11gs. Ranges are encoded in software, enabling the visual display of per­

formance (e .g., green, yellow, red). Encodings can be based on percentages or 
more complex rules . 

• Time frames. Targets are assigned time frames by which they must be accom­
plished. A time frame is often divided into smaller inte1vals to provide performance 
mileposts. 

• Be11chmarks. Targets are measured against a baseline or benchmark. The previ­
ous year's results often serve as a benchmark, but arbitra1y numbers or external 
benchmarks may also be used. 

A distinction is sometimes made between KPis that are "outcomes" and those that 
are "drivers." Outcome KPis-sometimes known as lagging indicators-measure the out­
put of past activity (e.g., revenues). They are often financial in nature, but not always. 
Driver IQJis-sometimes known as leading indicators or value drive1s-measure activities 
that have a significant impact on outcome IQJis (e .g., sales leads). 

In some circles, driver KPis are sometimes called operational KP!s, which is a bit of 
an oxymoron (Hatch, 2008). Most organizations collect a wide range of operational met­
rics . As the name implies, these metrics deal with the operational activities and perform­
ance of a company. The following list of examples illustrates the variety of operational 
areas covered by these metrics: 

• Customer performa11ce. Metrics for customer satisfaction, speed and accuracy 
of issue resolution, and customer retention. 

•Service performa11ce. Metrics for service-call resolution rates, se1vice renewal 
rates, service level agreements, delivery performance, and return rates . 

• Sales operatio11s. New pipeline accounts, sales meetings secured, conversion of 
inquiries to leads, and average call closure time. 

•Sales planl.forecast. Metrics for price-to-purchase accuracy, purchase order-to­
fulfillment ratio, quantity earned, forecast-to-plan ratio, and total closed contracts. 

Whether an operational metric is strategic or not depends on the company and its 
use of the measure. In many instances, these metrics represent critical drivers of strategic 
outcomes. For instance, Hatch (2008) recalls the case of a mid-tier wine distributor that 
was being squeezed upstream by the consolidation of suppliers and downstream by the 
consolidation of retailers . In response, it decided to focus on four operational measures: 
on-hand/on-time invent01y availability, outstanding "open" order value, net-new accounts, 
and promotion costs and return on marketing investment. The net result of its efforts was 
a 12 percent increase in revenues in 1 year. Obviously, these operational metrics were key 
drivers. However, as described in the following section, in many cases, companies simply 
measure what is convenient with minimal consideration as to why the data are being 
collected. The result is a significant waste of time, effort, and money. 

Problems with Existing Performance Measurement Systems 

If you were to sUJvey most companies today, you would have a hard time finding a com­
pany that would not claim that it had a performance measurement system (as opposed to 
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a performance management system). The most popular system in use is some variant of 
Kaplan and Norton's balanced scorecard (BSC). Various surveys and benchmarking studies 
indicate that anywhere from 50 to over 90 percent of all companies have implemented 
some form of a BSC at one time or another. For example, eve1y year since 1993, Bain & 
Company (Rigby and Bilodeau, 2009) has surveyed a broad spectrum of international 
executives to determine which management tools are in widespread use . The 2008 sUJvey 
results were based on responses from over 1,400 executives. According to the survey, 
53 percent of the companies indicated they were currently using a BSC. In most of these 
sorts of surveys, when the same executives are asked to describe their BSC, there seems 
to be some confusion about what constitutes "balance. " There is no confusion for the 
originators of the BSC, Kaplan and Norton 0996): 

Central to the BSC methodology is a holistic vision of a measurement system tied 
to the strategic direction of the organization. It is based on a four-perspective 
view of the world, with financial measures suppo1ted by customer, internal, and 
learning and growth metrics. 

Yet, as the Saxon Group found, the ove1whelming majority of performance measures 
are financial in nature (65%), are focused on lagging indicators (80%), and are internal 
rather than external in nature (75%). What these companies really have is a "scorecard"­
a set of reports, charts, and specialized displays that enable them to compare actual results 
with planned results for a miscellaneous collection of measures. 

Calendar-driven financial reports are a major component of most performance 
measurement systems. This is no surprise. First, most of these systems are under the 
pu1view of the finance department. Second, most organizations (Saxon puts it at 67%) 
view the planning process as a financial exercise that is completed annually. Third, most 
executives place little faith in anything except financial or operational numbers. Research 
indicates that executives value a variety of different types of information (e.g., financial, 
operational, market, customer), but they think that outside the financial or operational 
arenas, most of the data are suspect, and they are unwilling to bet their jobs on the qual­
ity of that information. 

The drawbacks of using financial data as the core of a performance measurement 
system are well known. Among the limitations most frequently cited are: 

• Financial measures are usually reported by organizational structures (e.g., research 
and development expenses) and not by the processes that produced them. 

• Financial measures are lagging indicators, telling what happened, not why it hap­
pened or what is likely to happen in the future. 

• Financial measures (e.g., administrative overhead) are often the product of alloca­
tions that are not related to the underlying processes that generated them. 

• Financial measures are focused on the short term and provide little information 
about the long term. 

Financial myopia is not the only problem plaguing many of the performance meas­
urement systems in operation today. Measurement overload and measurement obliquity 
are also major problems confronting the current crop of systems. 

It is not uncommon to find companies proudly announcing that they are tracking 
200 or more measures at the corporate level. It is hard to imagine t1ying to drive a car 
with 200 dials on the dashboard. Yet, we seem to have little trouble driving companies 
with 200 dials on the corporate dashboard , even though we know that humans have 
major difficulty keeping track of more than a handful of issues and that anything else is 
simply shoved to the side. This sort of overload is exacerbated by the fact that companies 
rarely retire the measures they collect. If some new data or request for data comes along, it 
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is simply aclclecl to the list. If the number of measures is 200 today, it will be 201 tomorrow, 
and 202 the clay after that. Even though plans change and opportunities and problems 
come and go with increasing frequency, little effort is made to determine whether the list of 
measures being tracked is still applicable to the current situation. 

For many of the measures being tracked, management lacks direct control. 
Michael Hammer (2003) called this the pi·inciple of obliquity. On the one hand, meas­
ures such as earnings per share, return on equity, profitability, market share, and cus­
tomer satisfaction need to be monitored. On the other hand, these measures can only 
be pursued in an oblique fashion. What can be controlled are the actions of individual 
workers or employees. Unfortunately, the impact of any individual action on a corpo­
rate strategy or business unit strategy is negligible. What is required to tie the critical 
with the controllable is a strategic business model or methodology that starts at the top 
and links corpora te goals and objectives all the way down to the bottom-level initiatives 
being carried out by individual performers. 

Effective Performance Measurement 

A number of books provide recipes for determining whether a collection of perform­
ance measures is good or bad. Among the basic ingredients of a good collection are the 
following: 

• Measures should focus on key factors. 
• Measures should be a mix of past, present, and future . 
• Measures should balance the needs of shareholders, employees, partners, suppliers, 

and other stakeholders. 
• Measures should start at the top and flow down to the bottom. 
• Measures need to have targets that are based on research and reality rather than be 

arbiti"a1y. 

As the section on KPis notes, although all of these characteristics are important, the 
real key to an effective performance measurement system is to have a good strategy. 
Measures need to be derived from the corporate and business unit strategies and from an 
analysis of the key business processes required to achieve those strategies. Of course, this 
is easier said than done. If it were simple, most organizations would already have effec­
tive performance measurement systems in place, but they do not. 

Application Case 3.2, which describes the Web-based KPI scorecard system at 
Expedia.com, offers insights into the difficulties of defining both outcome and driver 
KPis and the importance of aligning departmental KPis to overa ll company objectives. 

Application Case 3.2 
Expedia.corn's Customer Satisfaction Scorecard 

Expedia, Inc., is the parent company to some of the 
world's leading travel companies, providing travel 
products and services to leisure and corporate trav­
elers in the United States and around the world. It 
owns and operates a diversified portfolio of well­
recognized brands, including Expedia.com, 
Hotels.com, Hotwire.com, TripAdvisor, Egencia, 
Classic Vacations, and a range of other domestic and 

international businesses. The company's travel offer­
ings consist of airline flights, hotel stays, car rentals, 
destination services, cruises, and package travel pro­
vided by various airlines, lodging properties, car 
rental companies, destination service providers, 
cruise lines, and other travel product and service 
companies on a stand-alone and package basis. It 
also facili tates the booking of hotel rooms, airline 

seats, car rentals, and destination services from its 
travel suppliers. It acts as an agent in the transaction, 
passing reservations booked by its travelers to the 
relevant airline, hotel , car rental company, or cruise 
line. Together, these popular brands and innovative 
businesses make Expedia the largest online travel 
agency in the world, the third largest travel company 
in the United States, and the fourth largest travel 
company in the world. Its mission is to become the 
largest and most profitable seller of travel in the 
world, by helping everyone everywhere plan and 
purchase eve1ything in travel. 

Problem 

Customer satisfaction is key to Expedia's overall mis­
sion, strategy, and success. Because Expedia.com is 
an online business, the customer's shopping experi­
ence is critical to Expedia 's revenues. The online 
shopping experience can make or break an online 
business. It is also important that the customer's 
shopping experience is mirrored by a good trip expe­
rience. Because the customer experience is critical, all 
customer issues need to be tracked, monitored, and 
resolved as quicldy as possible. Unfortuna tely, a few 
years back, Expedia lacked visibility into the "voice of 
the customer." It had no uniform way of measuring 
satisfaction, of analyzing the drivers of satisfaction, or 
of determining the impact of satisfaction on the com­
pany's profitability or overa ll business objectives. 

Solution 

Expedia's problem was not lack of data. The cus­
tomer satisfaction group at Expedia knew that it had 
lots of data. In all, there were 20 disparate databases 
with 20 different owners. Originally, the group 
charged one of its business analysts with the task of 
pulling together and aggregating the data from these 
various sources into a number of key measures for 
satisfaction. The business ana lyst spent 2 to 3 weeks 
eve1y month pulling and aggregating the data, leav­
ing virtually no time for ana lysis. Eventually, the 
group realized that it wasn't enough to aggregate 
the data. The data needed to be viewed in the con­
text of strategic goals, and individuals had to take 
ownership of the results. 

To tackle the problem, the group decided it 
needed a refined vision. It began with a detailed 
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ana lysis of the fundamental drivers of the depart­
ment's performance and the link between this 
performance and Expedia 's overall goals. Next, the 
group converted these drivers and links into a 
scorecard. This process involved three steps: 

1. Deciding how to measure satisfaction. 
This reg uired the group to determine which 
measures in the 20 databases would be useful 
for demonstrating a customer's level of satis­
faction. This became the basis for the score­
cards and KPis. 

2. Setting the right pe1:formance targets. 
This required the group to determine whether 
KPI targets had short-te rm or long-term pay­
offs. Just because a customer was satisfied 
with his or her online experience does not 
mean that the customer was satisfied with the 
vendor providing the travel service. 

3. Putting data into context. The group had 
to tie the data to ongoing customer satisfaction 
projects. 

Figure 3.5 provides a technical overview of the 
system. The various real-time data sources are fed 
into a main database (called the Decision Support 
Factory). In the case of the customer satisfaction 
group, these include customer surveys, CRivI sys­
tems, interactive voice response systems, and other 
customer-service systems. The data in the DSS 
Factory are loaded on a daily basis into several data 
marts and multidimensional cubes. Users can access 
the data in a variety of ways that are relevant to their 
particular business needs. 

Benefits 

Ultimately, the customer satisfaction group came up 
with 10 to 12 objectives that linked directly to 
Expedia's corporate initiatives. These objectives 
were, in turn, linked to more than 200 KPis within 
the customer satisfaction group. KPI owners can 
build, manage, and consume their own scorecards, 
and managers and executives have a transparent 
view of how well actions are aligning with the strat­
egy. The scorecard also provides the customer satis­
faction group with the ability to drill down into the 
data underlying any of the trends or patterns ob­
served. In the past, all of this would have taken 

(Continued) 
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Application Case 3.2 (Continued) 
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FIGURE 3.5 Expedia Scorecarding System. 

weeks or months to do, if it was done at all. With 
the scorecard, the Customer Service group can 
inunediately see how well it is doing with respect to 
the KPis, which, in turn, are reflected in the group's 
objectives and the company's objectives. 

As an added benefit, the data in the system not 
only suppo1t the customer satisfaction group, but also 
other business units in the company. For example, a 
frontline manager can analyze airline expenditures 
on a market-by-market basis to evaluate negotiated 
contract performance or determine the savings 

potential for consolidating spend with a single carrier. 
A travel manager can leverage the business intelli­
gence to discover areas with high volumes of unused 
tickets or offline bookings and devise strategies to 
adjust behavior and increase overall savings. 

Sources: Based on Microsoft, "Expedia: Scorecard Solution Helps 
Online Travel Company Measure the Road to Greatness," April 12, 
2006, microsoft.com/casestudies/Case_Study_Detail.aspx? 
CaseStudyID=49076 (accessed janua1y 2010); R. Smith, "Expedia-5 
Team Blog: Teclrnology," April 5, 2007, expedia·teamS.blogspot 
.com (accessed January 2010). 

SECTION 3.6 REVIEW QUESTIONS 

1. What is a performance measurement system? 

2. What is a KPI, and what are its distinguishing characteristics? 

3. How does a KPI differ from an operational metric? 

4. What are some of the drawbacks of relying solely on financial metrics for measuring 
performance? 

5. What is the principle of obliquity? 

6. What are some of the characteristics of a "good" collection of performance measures? 
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3.7 BPM METHODOLOGIES 

There is more to performance measurement than simply keeping score. An effective per­
formance measurement system should help do the following: 

• Align top-level strategic objectives and bottom-level initiatives. 
• Identify opportunities and problems in a timely fashion. 
• Determine priorities and allocate resources based on those priorities. 
• Change measurements when the underlying processes and strategies change. 
• Delineate responsibilities , understand actual performance relative to responsibili­

ties, and reward and recognize accomplishments. 
• Take action to improve processes and procedures when the data warrant it. 
• Plan and forecast in a more reliable and timely fashion. 

A holistic or systematic performance measurement framework is required to accom­
plish these aims, as well as others. Over the past 40 or more years, various systems have 
been proposed. Some of them, such as activity-based costing (ABC) or activity-based man­
agement, are financially focused. Others, such as total quality management, are process ori­
ented. In the discussion that follows , we examine two widely used approaches that support 
the basic processes underlying BPM: the balanced scorecard (see thepalladiumgroup 
.com) and Six Sigma (see motorola.com/motorolauniversity.jsp). 

Balanced Scorecard (BSC) 

Probably the best-known and most widely used performance management system 
is the balanced scorecard (BSC). Kaplan and Norton first articulated this methodology in 
their Harvard Business Review article "The Balanced Scorecard: Measures That Drive 
Performance," which appeared in 1992. A few years later, in 1996, these same authors 
produced a groundbreaking book-77Je Balanced Scorecaid: Translating Strategy into 
Action-that documented how companies were using the BSC to not only supplement 
their financial measures with nonfinancial measures , but also to communicate and imple­
ment their strategies. Over the past few years, BSC has become a generic term (much like 
Coke or Xerox) that is used to represent virtua lly eve1y type of scorecard application and 
implementation, regardless of whether it is balanced or strategic. In response to this bas­
tardization of the term, Kaplan and Norton released a new book in 2000, 77Je Strategy­
Focused 01ganization: How Balanced Scorecard Companies Thrive in the New Business 
Environment. This book was designed to reemphasize the strategic nature of the BSC 
methodology. This was followed a few years later, in 2004, by Strategy Maps: Converting 
Intangible Assets into Tangible Outcomes, which describes a detailed process for linking 
strategic objectives to operational tactics and initiatives. Finally, their latest book, 77Je 
Execution Premium, published in 2008, focuses on the strategy gap-linking strategy for­
mulation and planning with opera tional execution . 

THE MEANING OF BALANCE From a high-level viewpoint, the balanced scorecard 
(BSC) is both a performance measurement and a management methodology that helps 
translate an organization's financial, customer, internal process and learning and growth 
objectives and targets into a set of actionable initiatives. As a measurement methodology, 
BSC is designed to overcome the limitations of systems that are financially focused. It 
does this by translating an organization's vision and strategy into a set of interrelated 
financial and nonfinancial objectives, measures, targets, and initiatives. The nonfinancial 
objectives fall into one of three perspectives: 

• Customer. This objective defines how the organization should appear to its cus­
tomers if it is to accomplish its vision. 
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• Internal business process. This objective specifies the processes the organiza­
tion must excel at in order to satisfy its shareholders and customers. 

• Learning and growth. This objective indicates how an organization can improve 
its apility to change and improve in order to achieve its vision. 

Basically, nonfinancial objectives form a simple causal chain with "learning and 
growth" driving "internal business process" change, which produces "customer" out­
comes that are responsible for reaching a company's "financial" objectives. A simple 
chain of this sort is exemplified in Figure 3.6. 

In BSC, the term balance arises because the combined set of measures is supposed 
to encompass indicators that are: 

• Financial and nonfinancial 
• Leading and lagging 
• Internal and external 
• Quantitative and qualitative 
• Short term and long term 

ALIGNING STRATEGIES AND ACTIONS As a strategic management methodology, BSC 
enables an organization to align its actions with its overall strategies. BSC accomplishes 
this task through a series of interrelated steps . The specific steps that are involved va1y 
from one book to the next. In their latest rendition, Kaplan and Norton (2008) lay out a 
six-stage process: 

1. Developing and formulating a strategy. Develop and clarify the organization's 
mission, values, and vision; identify through strategic analysis the internal and exter­
nal forces impacting the strategy; and define the organization's strategic direction, 
specifying where and how the organization will compete. 

2. Planning the strategy. Convert statements of strategic direction into specific 
objectives, measures, targets, initiatives, and budgets that guide actions and align 
the organization for effective strategy execution. 
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3. Aligning the organization. Ensure that business-unit and support-unit strategies 
are in line with the corporate strategy and that employees are motivated to execute 
the corporate strategy. 

4. Planning the operations. Ensure that the changes required by strategy are trans­
lated into changes in operational processes and that resource capacity, operational 
plans, and budgets reflect the directions and needs of the strategy. 

5. Monitoring and learning. Determine through forma l operational review meet­
ings whether short-term financial and operational performances are in line with 
specified targets and through strategy review meetings whether the overall strategy 
is being executed successfully. 

6. Testing and adapting the strategy. Determine through strategy testing and 
adapting meetings whether the strategy is working, whether fundamental assump­
tions are still valid, and whether the strategy needs to be modified or adapted 
over time. 

On the surface, these steps are ve1y similar to the closed-loop BPM cycle depicted 
in Figure 3.1. This should not be a surprise, because the BSC methodology is a BPM 
methodology. However, one thing that distinguishes the BSC methodology from other 
methodologies is its use of two innovative tools that are unique to the methodology­
strategy maps and balanced scorecards. 

Strategy maps and balanced scorecards work hand in hand. A strategy map delin­
eates the process of value creation through a series of cause-and-effect relationships 
among the key organizational objectives for all four BSC perspectives-financial, cus­
tomer, process, and learning and growth. A balanced scorecard tracks the actionable 
measures and targets associated with the various objectives. Together, strategy maps and 
BSCs help companies translate, conununicate, and measure their strategies. 

Figure 3.6 displays a strategy map and balanced scorecard for a fictitious company. 
It also includes the portfolio of initiatives designed to help the organization achieve its 
targets. From the map, we can see that the organization has seven objectives across the 
four BSC perspectives. Like other strategy maps, this one begins at the top with a finan­
cial objective (i.e., increase net income). This objective is driven by a customer objective 
(i.e., increase customer retention). In turn, the customer objective is the result of an in­
ternal process objective (i .e., improve call center performance). The map continues 
down to the bottom of the hierarchy, where the learning objective is found (e.g., reduce 
employee turnover) . 

Each objective that appears in a strategy map has an associated measure, target, and 
initiative. For example, the objective "increase customer retention" might be measured by 
"maintenance retention rate. " For this measure, we might be targeting a 15 percent 
increase over last year's figures. One of the ways of accomplishing this improvement is by 
changing (simplifying) licensing and maintenance contracts. 

Overall , strategy maps like the one in Figure 3.6 represent a hypothetical model of 
a segment of the business. When specific names (of people or teams) are assigned to the 
various initiatives, the model serves to align the bottom-level actions of the organization 
with the top-level strategic objectives. When actual results are compared with targeted 
results, a determination can be made about whether the strategy that the hypothesis rep­
resents should be called into question or whether the actions of those responsible for 
various parts of the hypothesis need to be adjusted. 

The strategy map shown in Figure 3.6 is relatively simple and straightforward and 
only represents a segment of the business. Most strategy maps are more complex and 
cover a broader range of objectives. Because of these complexities, Kaplan and Norton 
have recently introduced the concept of "strategic themes." "Strategic themes split a strat­
egy into several distinct value-creating processes." Each strategic theme represents a 
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collection of related strategic objectives. For example, in Figure 3.6, this collection of 
objectives might be labeled "customer management. " If the fictitious company repre­
sented by Figure 3.6 was also ttying to increase net income by acquiring a competitor, 
then it might have a theme of "mergers and acquisitions ." The idea behind strategic 
themes is to simplify the processes of formulating, executing, tracking, and adjusting 
a strategy. 

Six Sigma 

Since its inception in the mid-1980s, Six Sigma has enjoyed widespread adoption by com­
panies throughout the world. For the most part, it has not been used as a performance 
management methodology. Instead, most companies use it as a process improvement 
methodology that enables them to scrutinize their processes, pinpoint problems, and 
apply remedies. In recent years, some companies, such as Motorola, have recognized the 
value of using Six Sigma for strategic purposes. In these instances, Six Sigma provides the 
means to measure and monitor key processes related to a company's profitability and to 
accelerate improvement in overall business performance. Because of its focus on busi­
ness processes, Six Sigma also provides a straightforward way to address performance 
problems after they are identified or detected. 

SIX SIGMA DEFINED The history of Six Sigma dates to the late 1970s, although many of 
its ideas can be traced to earlier quality initiatives (see en.wikipedia.org/wiki/ 
Six_Sigma). The term Six Sigma was coined by Bill Smith, an engineer at Motorola. In 
fact, Six Sigma is a federally registered trademark of Motorola . In the late 1970s and early 
to mid-1980s, Motorola was driven to Six Sigma by internal and externa l pressures. 
Externally, it was being beaten in the marketplace by competitors who were able to pro­
duce higher:-quality products at a lower price. Internally, when a Japanese firm took over 
a U.S. Motorola factory that manufactured Quasar television and was able to produce TV 
sets with 5 percent the number of defects produced under regular operating procedures, 
Motorola executives had to admit that their quality was not good. In response to these 
pressures, Motorola's CEO, Bob Galvin, led the company down a quality path called Six 
Sigma. Since that time, hundreds of companies around the world , including General 
Electric, Allied Signal, DuPont, Ford, Merrill Lynch, Caterpillar, and Toshiba, have used 
Six Sigma to generate billions of dollars of top-line growth and bottom-line earnings 
improvement. 

In Six Sigma, a business is viewed as a collection of processes. A business process is 
a set of activities that transforms a set of inputs, including suppliers, assets, resources 
(e.g., capital, material, people), and information into a set of outputs (i.e., goods or serv­
ices) for another person or process. Table 3.1 lists some categories of business processes 
that can affect overall corporate performance. 

Sigma, cr, is a letter in the Greek alphabet that statisticians use to measure the 
variability in a process. In the quality arena, variability is synonymous with the num­
ber of defects. Generally, companies have accepted a great deal of variability in their 
business processes. In numeric terms, the norm has been 6,200 to 67,000 defects per 
million opportunities (DPMO). For instance, if an insurance company handles 1 million 
claims, then under normal operating procedures 6,200 to 67,000 of those claims would 
be defective (e.g., mishandled, have errors in the forms) . This level of variability rep­
resents a three- to four-sigma level of performance. To achieve a Six Sigma level of 
performance, the company would have to reduce the number of defects to no more 
than 3.4 DPMO . Therefore, Six Sigma is a performance management methodology 
aimed at reducing the number of defects in a business process to as close to zero 
DPMO as possible. 

TABLE 3.1 Categories of Business Processes 

Accounting and measurements 

Administrative and facility management 

Audits and improvements 

Business planning and execution 

Business policies and procedures 

Global marketing and sa les 

Information management and ana lysis 

Leadership and profitabil ity 

Learning and innovation 

Maintenance and collaboration 

Partnerships and alliances 

Production and service 

Purchasing and supply chain management 

Recruitment and development 

Research and development 
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THE DMAIC PERFORMANCE MODEL Six Sigma rests on a simple performance improve­
ment model known as DMAIC. Like BPM, DMAIC is a closed-loop business improvement 
model, and it encompasses the steps of defining, measuring, analyzing, improving, and 
controlling a process. The steps can be described as follows: 

1. Defi11e. Define the goals, objectives, and boundaries of the improvement activi­
ty. At the top level, the goals are the strategic objectives of the company. At lower 
levels-department or project levels-the goals are focused on specific operational 
processes. 

2. Measm·e. Measure the existing system. Establish quantitative measures that will 
yield statistically valid data. The data can be used to monitor progress toward the 
goals defined in the previous step. 

3. A11alyze. Analyze the system to identify ways to eliminate the gap between the 
current performance of the system or process and the desired goal. 

4. Improve. Initiate actions to eliminate the gap by finding ways to do things better, 
cheaper, or faster. Use project management and other planning tools to implement 
the new approach. 

5. Co11trol Institutionalize the improved system by modifying compensation and 
incentive systems, policies, procedures, manufacturing resource planning, budgets, 
operation instructions, or other management systems. 

For new processes, the model that is used is called Dil1ADV(define, measure, ana­
lyze, design, and verify). Traditionally, DMAIC and DMADV have been used primarily 
with operational issues. However, nothing precludes the application of these methodolo­
gies to strategic issues such as company profitability. 

LEAN SIX SIGMA In recent years, there has been a focus on combining the Six Sigma 
methodology with the methodology known as Lean Manufacturing, Lean Production, 
or simply as Lean (see en.wikipedia.org/wiki/Lean_manufacturing for a summa1y of 
the methodology). The early concepts of lean date back to Herny Ford 's use of mass 



108 Chapter 3 • Business Performance Management 

TABLE 3.2 Comparison of Lean Production with Six Sigma 

Feature 

Purpose 

Focus 

Approach 

Performance measure 

Results 

Lean 

Remove waste 

Flow focused 

Many small improvements 

Reduced flow time 

Less waste with increased efficiency 

Six Sigma 

Reduce variation 

Problem focused 

Removing root causes 

Uniform output 

Less variation with consistent output 

Source: Compiled from P. Gupta, Si:x· Sigma Business Scorecard, 2nd ed. , McGraw-Hill Professional , 

New York, 2006. 

production based on work flow. More recently, the concept has been associated with the 
production processes used by Toyota (which are known as the Toyota Production 
System). The term Lean Production was coined in 1988 by John Krafcik in an article en­
titled the "Triumph of the Lean Production System" published in the Sloan Management 
Review (Krafcik, 1988) and based on his master's thesis at the Sloan School of 
Management at MIT. Before his stint at MIT, K.rafcik was a quality engineer at a joint proj­
ect between Toyota and General Motors. 

Six Sigma and Lean Production both deal with quality. The two methodologies are 

compared in Table 3.2. 
As Table 3.2 indicates, Lean focuses on the elimination of waste or non-value-added 

activities, whereas Six Sigma focuses on reducing the variation or improving the consis­
tency of a process . From a Lean perspective, waste (or "muda") comes in a variety of 

forms (Six Sigma Institute, 2009): 

• Overproduction ahead of demand 
• Waiting for the next process step of information 
• Transporting materials unnecessarily 
• Over- and non-value-added processing 
• Invento1y that is more than bare mjnimum 
• Unnecessary motion by employees 
• Producing nonconforming parts 

Lean can be applied to any sort of production or workflow, not just manufactur­
ing. The goal is to examine the flow in order to eliminate waste. The following are 
some examples of waste that can arise in handling customer requests or complaints at 

a call center: 

• Overproduction-sending all information to eve1yone 
• Waiting-people waiting for information 
• Transportation-call transfers to many operators 
• Processing-excessive approvals for information release 
• Invento1y-caller awaiting to be answered 
• Motion-retrieving printed instruction manual 
• Defect-errors in information provided to callers 

What Lean adds to Six Sigma is speed (Poppendieck, 2009). It does this by eliminat­
ing non-value-added steps. Once the process flow consists only of value-added steps, Six 
Sigma can be used to ensure that those steps are performed as consistently as possible. 
For instance, in the call center example, once the appropriate steps for retrieving printed 
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instructions (motion) are identified , the next step would be to determine how the steps 
could be carried out in a consistent manner. 

THE PAYOFF FROM SIX SIGMA SL'C Sigma experts and pundits are quick to praise the 
methodology and point to companies such as General Electric (GE) and Honeywell as 
proof of its value. Jack Welch, the former CEO of GE who instituted the program back in 
the 1995, publically stated that "Six Sigma helped drive operating margins to 18.9 per­
cent in 2000 from 14.8 percent four years earlier. " More recently, an earnings announce­
ment from Caterpillar Inc. (2009) indicated that it will realize $3 billion in savings from 
its Six Sigma program. Others have pointed to companies like Home Depot as evidence 
that Six Sigma can also fail (Richardson, 2007). Home Depot's well-publicized adoption 
of Six Sigma was driven by its former CEO Robert Nardelli, who came from GE. When 
Home Depot's fortunes started to wane and it lost ground to its archrival Lowes, Nardelli 
departed the company and claims were made that Six Sigma hadn't panned out as prom­
ised. In the same vein, opponents of Six Sigma have noted that the framework works 
well if a company is solely interested in manufacturing efficiency. It does not work well 
if a company is interested in driving growth through innovation (Hinda, 2007). A state­
ment by a Honeywell spokesman provides a more balanced view of the overall debate 
when he noted that "Six Sigma is not the encl all be all. It is simply a set of process tools. 
We would never suggest that a company's performance is solely linked to the adoption 
of these tools" (Richardson, 2007) . 

Six Sigma is no different than any other business initiative. You make plans and 
develop metrics to evaluate the progress. When the deployment is not going as expected, 
you make adjustments. The following can dramatically increase the success of SL'C Sigma 
(Wurtzel , 2008): 

• Six Sigma is i11tegrated with business strategy. Six Sigma techniques are 
powerful in reducing process variation. Today, an increasing number of companies 
are implementing a Six Sigma approach to business excellence as part of the busi­
ness strategy. 

•Six Sigma supporls busi11ess objectives. Successful deployments are based 
on some major business challenge or risk that the company can overcome only 
through Six Sigma. Identifying the challenge means all the company's business 
leaders are clear about why the company is adopting strategies based on Six Sigma 
principles. 

• Key executives are engaged iu the process. A company must involve all key 
business leaders in helping to design its Six Sigma deployment. Managers will 
never fully support Six Sigma if they view it as taking away from their resources 
rather than adding capability and helping them become more successful in 
achieving their goals; nor will they actively support it if they think it is eating up 
vital budgetary allotments rather than setting the stage for significant financial 
payback. 

• Project selectiou process is based on value potential The most effective Six 
Sigma companies have rigorous project selection processes driven by an evaluation 
of how much shareholder value a project can generate. It can be characterized as a 
trade-off decision comparing value delivered to effort expended. 

• There is a critical mass of projects and resources. Some companies start 
their deployments by training a handful of people and launching a few "demonstra­
tion" projects. Others ramp up for inunediate corporate-wide deployment, training 
hundreds of Black Belts and launching dozens of projects within the first 6 months. 
In this context, a Black Belt refers to an employee who is trained or certified in Six 
Sigma and who devotes 100 percent of his or her time to the execution of a Six 
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Sigma project. Either approach is workable, but for eve1y company, there is a criti­
cal level of Six Sigma effort. 

• Projects in process are actively 111a11aged. Given that most companies want 
to generate measurable, significant results within 6 months or a year, the tenden­
cy is to push as many projects into the Lean Six Sigma deployment as possible. It 
is better to focus on getting a few high-potential projects done right than to just 
flood the workplace with dozens of less-important projects. With the right re­
sources working on the right projects, learning and results are maximized by short 
cycle times. 

•Team leade1·ship skills are emphasized. Use of Six Sigma does involve some 
technical skills-the ability to process and analyze data, for example . But good 
leadership skills are even more important. This emphasis on leadership also relates 
to how a company chooses people to fill Black Belt roles. Placing the most promis­
ing people in the Black Belt role is painful at first, yet it yields fast results and a 
rapid transformation of the organization. 

•Results are rigorously tracked. Six Sigma results should "pay as you go" and 
be confirmed by objective parties. Too many companies discount the necessity of 
having a reliable means to judge project results and impact, or they underestimate 
the difficulty in creating such a system. As a deployment is planned, a company 
must think in terms of leading measurements or key performance indicators of the 
potential financial results. At a minimum, project cycle times and project values 
must be measured on a regular basis and to gain an understanding of the level of 
variation in these numbers. 

In an effort to increase the probability of success of their Six Sigma initiatives, some 
companies, such as Motorola and Duke University Hospital, have combined these initia­
tives with the BSC initiatives. In this way, their quality initiatives are directly tied to their 
strategic objectives and targets. In the same vein, Gupta (2006) developed a hybrid 
methodology called Six Sigma Business Scorecard that directly ties the process improve­
ment aspects of Six Sigma to the financial perspective of the BSC. The benefits and strnc­
ture of this combination are discussed in Technology Insight 3.1. 

TECHNOLOGY INSIGHT 3.1 BSC Meets Six Sigma 

A recent book by Praveen Gupta (2006) entitled Si.x Sigma Business Scorecard provides a sum­
mary of the differences between the balanced scorecard and Six Sigma methodologies. This 
summary is shown in Table 3.3. In a nutshell, BSC is focused on improving strategy, whereas Six 
Sigma is focused on improving process. 

Because of these differences, most companies have treated their BSC and Six Sigma 
implementations as separate initiatives. However, according to Stan Elba um, senior vice pres­
ident of research at Aberdeen Group in Boston, these are complementa1y programs. The true 
benefits of each cannot be achieved unless the two are integrated (Leahy, 2005) . The BSC 
approach enables companies to quickly and accurately identify critical performance weak­
nesses and uncover opportunities for improvement and growth. What BSC has a hard time 
doing is showing how to fo:: the performance problems. In contrast, Six Sigma projects often 
flounder because project teams "bounce all over the organization looking for performance 
weaknesses or focusing attention on areas where improvements will yie ld only marginal 
returns" (Leahy, 2005). The methodologies are complementary because BSC provides the 
strategic context for targeted improvement initiatives, and Six Sigma can dig clown to the un­
derlying causes of a performance shortfall and provide solutions for closing the gap between 
targets and results. 

Chapter 3 • Business Performance Management 111 

TABLE 3.3 Comparison of Balanced Scorecard and Six Sigma 

Balanced Scorecard 

Strategic management system 

Relates to the longer-term view of the 
business 

Designed to develop balanced set of 
measures 

Identifies measurements around vision 
and values 

Critical management processes are to 
clarify vision/strategy, commun icate, 
plan, set targets, align strategic 
initiatives, and enhance feedback 

Balances customer and internal 
operations without a clearly defined 
leadersh ip role 

Emphasizes targets for each 
measurement 

Emphasizes learn ing of executives 
based on the feedback 

Focuses on growth 

Heavy on strategic content 

Management system consisting of 
measures 

Six Sigma 

Performance measurement system 

Provides snapshot of business' performance and 
identifies measures that drive performance toward 
profitability 

Designed to identify a set of measurements that 
impact profitability 

Establishes accountabi lity for leadersh ip for 
wellness and profitability 

Includes all business processes-management 
and operational 

Balances management and employees' roles; 
balances costs and revenue of heavy processes 

Emphasizes aggressive rate of improvement for 
each measurement, irrespective of target 

Emphasizes learning and innovation at all levels 
based on the process feedback. Enlists all 
employees' participation 

Focuses on maximizing profitability 

Heavy on execution for profitability 

Measurement system based on process 
management 

Source: P. Gupta, Six Sigma Business Scorecard, 2nd ed., McGraw-Hill Professional, New York, 2006. 

A while back, a survey (Docherty, 2005) of companies that had adopted BSC or Six Sigma 
programs revealed that nearly half the programs had failed to break even in the first 3 years of 
adoption, but those companies that made them work had achieved substantial financial benefits. 
The companies with the biggest net returns were those that had found a way to integrate the two 
methods. Integration was achieved by doing the following: 

• Translating their strategy into quantifiable objectives. This was clone by mapping 
the strategy and using a scorecard to monitor the associated metrics. 

• Cascading objectives through the organization. They broke enterprise-wide goals into 
lower-level operationa l objectives by applying the causal reasoning underlying Six Sigma. 

• Settiug targets based 011 the voice of tbe customet: They used BSC and Six Sigma 
together to ensure that operational targets would directly impact customer expectations. 

• lmpleme11ti11g strategic p1·ojects usi11g Six Sigma. They used Six Sigma to drive 
improvements in product and process quality . 

• Executing processes in a co11siste11t fashiou to deliver business results. They 
viewed the organization from a process perspective. Six Sigma was used to control process 
variation, and process measures were incluclecl in their BSC. 

Companies that have successfully combined the two methodologies say that they can't 
understand why an organization would want to do one without the other. However, they also 

(Continued) 
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advise that it takes about a year to provide the necessa1y workforce training and to overcome exist­
ing cultural and organizational barriers. 

Sources: Compiled from P. Gupta, Si:x Sigma Business Scorecard, 2nd ed., McGraw-Hill Professional, New York, 
2006; P. Docherty, "From Six Sigma to Strategy Execution," 2005, i-solutionsglobal.com/secure/ 
FromSixSigmaToStrateg_AACSC.pdf (accessed January 2010); and T. Leahy, "The One-Two Performance 
Punch. " Business Finance, Februa1y 2005, businessfinancemag.com/magazine/archives/article. 
html?articleID=l4364 (accessed janua1y 2010). 

SECTION 3. 7 REVIEW QUESTIONS 

1. What are the characteristics of an effective performance measurement system? 

2. What are the four perspectives in BSC? 

3. What does the term balanced refer to in BSC? 

4. How does a BSC align strategies and actions? 

5. What is a strategy map? 

6. What is a strategic theme? 

7. What does Six Sigma refer to? 

8. What are the basic processes in the DMAIC model? 

9. Compare Lean Production with Six Sigma. 

10. What are some of the ways that the success of Six Sigma implementations is improved? 

11. Compare BSC with Six Sigma. 

12. How can BSC and Six Sigma be integrated? 

3.8 BPM TECHNOLOGIES AND APPLICATIONS 

At the beginning of this chapter, we defined BPM as an umbrella term covering the 
processes, methodologies, metrics , and technologies used by enterprises to measure, mon­
itor, and manage business performance. Sections 3.3 through 3.8 examined the process, 
metrics, and methodologies. This section briefly describes the remaining element-the 
supporting technologies and applications. 

BPM Architecture 

The term system architecture refers to both the logical and physical design of a system. 
The logical design entails the functional elements of a system and their interactions. The 
physical design specifies how the logical design is actually implemented and deployed 
across a specific set of technologies such as Web browsers, application se1vers, commu­
nication protocols, databases, and the like. From a physical standpoint, any particular 
BPM solution or implementation is likely to be quite complex. From a logical standpoint, 
they are usually quite simple. Logically speaking, a BPM system consists of three basic 
parts or layers (see Figure 3.7). Included are: 

• BPM applicatio11s. This layer supports the BPM processes used to transform user 
interactions and source data into budgets, plans, forecasts, repo1ts, analysis, and the 
like. The particular applications used from one BPM implementation to the next will 
va1y from organization to organization, depending on their specific needs and strategic 
focus. Any BPM solution should be flexible and extensible enough to allow an organ­
ization to find its own path, including decisions about which applications to include 
and when to roll them out. Practically speaking, however, there are some BPM appli­
cations that are used quite frequently. These applications are discussed momentarily. 

BPM Applications 
Budgeting, Planning, Forecasting, 
Modeling, Optimization, Strategy 

Management, Reporting ... 

Information 
Hub 

Source Systems 
ERP. CRM, SCM, Legacy, Spreadsheets, 

Analytical Apps, External Data ... 

FIGURE 3.7 BPM Logical System Architecture. 
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• /11formatio11 Hub. Most BPM systems require data and information from a vari­
ety of source systems (e.g., ERP or CRM systems). The data and information can be 
accessed in a number of ways. However, in a well-designed BPM system, the data 
from these systems are usually mapped to and stored at a central location, typically 
a data warehouse or data mart. 

• Source systems. This layer represents all of the data sources containing informa­
tion fed into the BPM information hub. For most large enterprises, this will include 
financial and other operational data from a variety of enterprise systems. Complete 
solutions will also access key external information, such as industry trends and 
competitor intelligence, to provide deeper context and insight into company per­
formance. Rarely are source data accessed directly by the BPM applications. 
Typically, an extraction, transformation, and load (ETL) application, an enterprise 
application integration system, or Web Setvices are used to move or connect the 
data to the information hub. 

BPM APPLICATIONS In BPM, a wide variety of applications are needed to cover the 
closed-loop processes running from strategic planning to operational planning and 
budgeting to monitoring to adjustment and action. Despite the breadth of the processes, 
the industty analyst group Gartner contends that the majority of the processes can be 
handled by the following applica tions (Chandler e t al. , 2009): 

1. Strategy ma11ageme11t. Strategy management applications provide a packaged 
approach to support strategic planning, modeling, and monitoring to improve 
corporate performance, accelerate management decision making, and facilitate 
collaboration. These solutions are usually tied to strategy maps or methodologies 
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such as the balanced scorecard . Strategy management can encompass capabilities 
fo r the following: 
• Crea tion and and evaluation of high-level business plans using a "base case plus" 

or "initia tive-based" approach , along w ith scenario modeling. 
• Initiative/ goa l management using p roject-management-like tools to enable 

responsible managers to execute specific tasks related to a strategy. 
• Scorecards and strategy maps to record strategies, objectives, and tasks; measure 

pe rformance; and provide a collaborative environment for effective, ente rprise­
wide communication. 

• Dashboards (or cockpits) to aggregate and display metrics and KPis so they can 
be examined at a g lance before further explora tion via additional BI tools. 

BPM suites should, at the ve1y least, provide dashboard capabilities to help 
display pe rfo rmance info rmation in a w ay that is easily understood by users. 
However, more-sophisticated organizations are implementing strategy maps Clinked 
frameworks of KPis) using scorecard softwa re to link BPM to o ther aspects of per­
formance management. Strategy management is, the refore, becoming an increasingly 
important aspect of BPM suites. 

2. Budgetiug, pla1111iug, a11dforecastiug. These app lications support the develop­
ment of all aspects of budge ts, p lans, and forecasts. They encompass short-te rm 
financially focused budgets, longer-term plans, and high-level strategic plans . These 
applications should deliver w orkflow capabilities to manage budget/ plan creation, 
submission , and ap proval, and they provide the facility to dynamica lly create fore­
casts and scenarios. They should also support the development of an enterprise­
wide planning mode l that links operationa l plans to financial budgets. In addition, 
they must be ca pable of sharing data with domain-specific ap plications such as sup­
p ly ch~in planning. 

3. Fi11a11cial cousolidatio11. This type of applica tion enables o rganiza tions to rec­
o ncile, consolidate , summarize, and aggregate financial data based on d iffe rent 
accounting standards and fede ral regulations. These applica tions are a fundamen­
tal part of BPM beca use they create the audited, ente rprise-leve l view of financial 
information that must be shared w ith o the r BPM applications to analyze variance 
from targets. 

4. P1·ofitability modeliug aud optimiz atio11. These applica tions include activity­
based costing (ABC) applica tions that de te rmine and alloca te costs a t a highly 
g ranular level and activi ty-based management applica tions that p rovide capabilities 
to enable users to model the impact on profitability of different cost and resource 
allocation strategies. Some applica tions have moved beyond the traditional ABC 
focus to enable revenue to be allocated in addi tion to costs for model packaging, 
bundling, pricing, and channe l strategies. 

5. Fi11a11cial, statutory, and ma11ageme11t reporting. BPM applications require 
specia lized reporting tools that can format output as structured financial state­
ments. They may also need to support specific generally accepted accounting 
p rinciples (GAAP) presenta tio n rules, such as U.S. GAAP o r internationa l financial 
reporting standards . They also include visualization techniques that are specifically 
designe d to support the analys is of va riance from budgets o r targets, such as 
hyperbolic trees. 

Commercial BPM Suites 

The BPM market consists of those software companies offering suites w ith at least three 
of the core BPM ap plications (i .e., budgeting , p lan ning, and forecasting; profitability 
modeling and optimization; scorecarding; financial consolidation ; and statuto ry and 
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financia l reporting). Accord ing to estimates by Gartne r (Chandler et al., 2009), the com­
mercial softvvare market for BPM suites in 2007 was approximate ly $1.8 billion in license 
fees and maintenance revenue . This represented a 19 percent increase from 2006. In con­
trast, the research firm Inte rnational Data Corporation (IDC) estima ted that the BPM 
applica tion marke t was approximate ly $2 billion in 2007 and was expected to grow 
to $3.2 billion in 2012 (Vessette and McDonough, 2008). This is a g rowth rate of over 
10 percent per annum. 

The primary driver for this growth is that users continue to replace spreadsheet­
based applica tions w ith more-robust analytics. BPM is re levant to every o rganiza tion, 
rega rdless of indust1y secto r, because all orga niza tions need analytics (e.g., profitability 
analysis and performance to financia l planning), as well as the management info rmation 
(e.g., financial management reports, budgets, and statuto1y reports) to support the CFO 
and finance team and to de liver management information to the leadership team, which 
is one of the main areas of focus for BPM. 

Over the past 3 to 4 years, the biggest change in the BPM market has been the con­
solida tion of the BPM vendors. A few years back, the BPM market was dominated by the 
pure-p lay vendors Hyperion , Cognos, and SAS. This was before O racle acquired 
Hyperion, IBM acquired Cognos, and SAP acquired Business Objects. Today, the market is 
dominated by the mega-vendors, including Oracle Hyperion, IBM Cognos, and SAP 
Business Objects. These mega-vendors, along w ith Infor and SAS, account for 70 percent 
of the BPM market. 

As it does w ith a number of the software markets that it fo llows, Gartner has estab­
lished a magic quadrant for vendors of CPM suites (Chandler et al., 2009). The quadrant 
positions compa nies in terms of their ability to execute (as a company) and the complete­
ness of their visions. The combination of the two dimensions results in fo ur categories of 
companies (see Ta ble 3.4). According to Gartner, Oracle Hyperion , SAP Business Objects, 
and IBM Cognos are all in the Leade rs quadrant. This simply validates the fact that the 
mega-vendors lead the BPM market. 

The fact that a suite is required to have at least three of the basic BPM applica tions 
in order to be conside red for Gartne r's magic quadrant mea ns that the various suites 
provide s imilar sorts of capabilities. Table 3.5 p rovides a summa1y of the va rious appli­
cations associated with the three BPM suites in the Leaders quadrant . 

BPM M arket versus t he Bl Platform M arket 

In addition to the BPM market, Gartne r also fo llows the BI platform market. In Gartner's 
terms, a BI platfo rm diffe rs from simple niche BI offerings in te rms of its overall breadth 
of capabilities. According to Gartner, the key functions include (McKay, 2009): 

• BI infrastructure 
• Metadata ma nagement 
• BI applica tion development 
• Workflow and collaboration 

TABLE 3 .4 Gartner's Magic Quadrant 

Vision 

Execution Limited Strong 

Strong Challengers Leaders 

Limited Niche Visionaries 



116 Chapter 3 • Business Performance Management 

TABLE 3 .5 BPM Applications Provided by SAP. Oracle, and IBM 

BPM SAP Business Objects Oracle Hyperion IBM Cognos Bl 
Application Enterprise Performance Performance and Financial 

Management Management Performance 
Management 

BPM SAP Business Objects Oracle Hyperion IBM Cognos Bl 
Application Enterprise Performance Performance and Financial 

Management Management Performance 
Management 

Strategy Strategy Management Strateg ic Finance, Bl Scorecarding, 
Management Performance Scorecard Bl Analysis 

Budgeting, Business Planning and Planning Planning 
Planning, and Consolidation 
Forecasting 

Financial Financial Consolidation, Financial Management Controller 
Consolidation lntercompany Reconciliation 

Profitability Profitability and Cost Profitabil ity and Cost 
Modeling and Management Management 
Optimization 

Financial, Business Objects Bl, Performance Scorecard Bl Reporting, 
Statutory, and XBRL Publishing Bl Scorecarding, 
Management Bl Dashboards 
Reporting 

Other BPM Spend Performance Capital Asset Plann ing, 
Applications Management, Supply Chain Workforce Planning, 

Performance Management Integrated Operational 
Planning 

Data Financial Information Financial Data Quality Decision Stream 
Management Management Management, 
Applications Data Relationship 

Management 

Source: Compiled from sap.com/solutions/sapbusinessobjects/large/enterprise-performan ce­
management/ index.epx (accessed January 2010); oracle.com/appserve1·/business­
intelligence/ hype1·ion-financial-p erformance-management/ hyperion-financial-performance­
management.html (accessed January 2010); ibm.com/software/ data/cognos (accessed Janua1y 2010) . 

•Reporting 
• Dashboards 
• Ad hoc querying 
• Microsoft Office integration 
•OLAF 
• Advanced visualization 
• Predictive modeling and data mining 
• Scorecards 

In comparison to the BPM market, the size of the BI platform market is much larger. 
Various estimates placed the overall size of the BPM market in 2009 at anywhere between 
$2 billion to $3.5 billion, growing at a rate of at least 25 percent per annum. In contrast, the 
market for BI (platform) software was estimated at more than $5 billion for 2007, with a 
growth rate exceeding 10 percent per annum. 
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While all of the BPM market leaders also offer BI platforms, the BI platform market 
is much more diverse than the BPM market. In 2009, Gartner's "Leaders" catego1y in its BI 
platform magic quadrant included not only the BPM market leaders-IBM, Oracle, and 
SAP-but also Information Builders, Microsoft, SAS, and MicroStrategy. All of the vendors 
in this quadrant have strong offerings, differing slightly in ease of use and analytical capa­
bilities. Among these leaders, MicroStrategy is somewhat distinguished by its connection 
with Teradata University (teradatastuden tnetwork.com), which enables university stu­
dents to utilize their offering for education and research purposes. 

SECTION 3.8 REVIEW QUESTIONS 

1. What is a logical system architecture? 

2. What are the three key elements of a BPM architecture? 

3. Describe the major categories of BPM applications. 

4. What major change has occurred in the BPM market in the last 3 to 4 years? 

5. What are the basic categories in Gartner's magic quadrant? Who are some of the ven­
dors in the BPM Leaders quadrant? 

6. What is a BI platform? Who are the major vendors in Gartner's BI platform magic 
quadrant? 

3.9 PERFORMANCE DASHBOARDS AND SCORECARDS 

Scorecards and dashboards are conm1on components of most, if not all, performance man­
agement systems, performance measurement systems, BPM suites, and BI platforms. 
Dashboards and sco1·ecards both provide visual displays of important information that is 
consolidated and arranged on a single screen so that information can be digested at a sin­
gle glance and easily explored. A typical dashboard is shown in Figure 3.8. This particular 
dashboard displays a variety of KPis for a hypothetical software company that produces 
specialized charting and visual display components for software developers. The company 
sells its products over the Web and uses banner ads placed at a handful of sites to drive traf­
fic to the main Web page. From the dashboard, it is easy to see that the banner ad placed 
on "The Code House" site is driving the most traffic to its site and that "The Code House" 
has the highest percentage of click-throughs per impression (which in this case shows that 
every 100 times the software company's banner ad is displayed on "The Code House" site, 
a little over two of the visitors will click the banner ad). Overall, the banner pipeline indi­
cates that there have been over 205 million impressions. These have resulted in 2.2 million 
visits to the main page followed by 1.2 visits to the product pages and eventually 1 million 
downloads. Finally, the gauges indicate that the percentage increase year-to-date in "visits 
t11rough banner(s)" and "visitors who download(ed)" has exceeded their targets (i.e., they 
are above shaded zones), and the cost per click is about 80 cents. This pa1ticular dashboard 
enables encl users to see the differences in the banner statistics and the metrics on the 
gauges by time period or product (the dropclowns on the upper right) . 

Dashboards versus Scorecards 

In the trade journals, the terms dashboard and scoreca1d are used almost interchange­
ably, even though, as we saw in Table 3.4, the various BPM vendors usually offer sepa­
rate dashboard and scorecard applications. Although dashboards and scorecards have 
much in common, there are differences between the two. On the one hand executives 
managers, and staff use scorecards to monitor strategic alignment ;nd succes~ with strate~ 
gic objectives and ta rgets. As noted, the best-known example is the BSC. On the other 
hand, dashboards are used at the operational and tactical levels. Managers, supe1visors, 
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Summary Marketing Costs Web Banners Website 

Use the drop list controls on the right to select 
the time period as well as the banner. 

Period: ~[ [YT_D~] ___ ~v=[ Banner: [ [All BBnners] b'.J[ 

Banner Campaign Hits (All Banners) 

0.0% 0.5% 1.0% 1.5% 

- ABC Coders 
- The Code House 

Alli.Iv SOL 
- 123 Developer 

C Sharper 
..., The Software Stuff 

2.0% 2.5% 

Banner Statistics 

aSJ ;;;_ a] ., us 
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Q 

% 

Visits through Cost per Click Visitors who 
Banner Download 

FIGURE 3.8 Sample Dashboard. Source: Dundas Data Visualization, Inc., dundas.com/Gallery/ 
Flash/Dashboa~ds/index.aspx (accessed January 2009) . 

and operators use operational dashboards to monitor detailed operational performance 
on a weekly, daily, or even hourly basis. For example, operational dashboards might be 
used to monitor production quality. In the same vein, managers and staff use tactical 
dashboards to monitor tactical initiatives. For example, tactical dashboards might be used 
to monitor a marketing campaign or sales performance. 

Dashboard Design 

Dashboards are not a new concept. Their roots can be traced at least to the EIS of the 
1980s. Today, dashboards are ubiquitous. For example, a few years back, Forrester 
Research estimated that over 40 percent of the largest 2,000 companies in the world use 
the technology (Ante and McGregor, 2006) . The Dashboard Spy Web site (dashboardspy. 
com/about) provides further evidence of their ubiquity. The site contains descriptions 
and screenshots of thousands of BI dashboards, scorecards, and BI interfaces used by 
businesses of all sizes and industries, nonprofits, and government agencies. One of the 
more recent dashboards covered by the site-New York City's Citywide Performance 
Rep01ting System-is described in detail in the case at the end of the chapter. 

According to Eckerson (2006), a well-known expert on BI in general and dashboards 
in particular, the most distinctive feature of a dashboard is its three layers of information: 

1. Mo11itori11g. Graphical , abstracted data to monitor key performance metrics. 
2. A11alysis. Sununarized dimensional data to analyze the root cause of problems. 
3. Ma11agetnent. Detailed operational data that identify what actions to take to 

resolve a problem. 
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Because of these layers, dashboards pack of lot of information into a single screen. 
According to Few (2005), "The fundamental challenge of dashboard design is to display 
all the required information on a single screen, clearly and without distraction, in a man­
ner that can be assimilated quickly ." To speed assimilation of the numbers, the numbers 
need to be placed in context. This can be done by comparing the numbers of interest to 
other baseline or target numbers , by indicating whether the numbers are good or bad, 
by denoting whether a trend is better or worse, and by using specialized display widg­
ets or components to set the comparative and evaluative context. 

Some of the conunon comparisons that are typically made in a BPM system include 
comparisons against past values, forecastecl values , targeted values, benchmark or aver­
age values, multiple instances of the same measure, and the values of other measures 
(e.g., revenues vs. costs). In Figure 3.8, the various KPis are set in context by comparing 
them with targeted values , the revenue figure is set in context by comparing it with mar­
keting costs , and the figures for the various stages of the sales pipeline are set in context 
by comparing one stage with another. 

Even with comparative measures, it is important to specifically point out whether a 
particular number is good or bad and whether it is trending in the right direction. Without 
these sorts of evaluative designations , it can be time consuming to determine the status of 
a particular number or result. Typically, either specialized visual objects (e.g., traffic 
lights) or visual attributes (e.g., color coding) are used to set the evaluative context. 
Again, for the dashboard in Figure 3.8, color coding is used with the gauges to designate 
whether the KPI is good or bad, and green up arrows are used with the various stages of 
the sales pipeline to indicate whether the results for those stages are trending up or clown 
and whether up or down is good or bad. Although not used in this particular example, 
additional colors-red and orange, for instance-could be used to represent other states 
on the various gauges. 

What to Look for in a Dashboard 

Although performance dashboards and standard performance scorecards differ, they do 
share some of the same characteristics. First, they both fit within the larger BPM or per­
formance measurement system. This means that their underlying architecture is the BI or 
performance management architecture of the larger system. Second, all well-designed 
dashboards and scorecards possess the following characteristics (Novell, 2009): 

• They use visual components (e.g., charts, performance bars, sparklines , gauges, 
meters, stoplights) to highlight, at a glance, the data and exceptions that require action. 

• They are transparent to the user, meaning that they require minimal training and are 
extremely easy to use. 

• They combine data from a variety of systems into a single, summarized, unified 
view of the business. . 

• They enable drill-down or drill-through to underlying data sources or reports, pro­
viding more detail about the underlying comparative and evaluative context. 

• They present a dynamic, real-world view with timely data refreshes, enabling the 
encl user to stay up to elate with any recent changes in the business. 

• They require little, if any, customized coding to implement, deploy, and maintain. 

Data Visualization 

Data visualization has been defined as, "the use of visual representations to explore, make 
sense of, and conummicate data" (Few, 2008). It is closely related to the fields of informa­
tion graphics, information visualization, scientific visualization, and statistical graphics. Until 
recently, the major forms of data visualization available in both BPM and BI applications 
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have included charts and graphs, as well as the other types of visual elements used in 
scorecards and dashboards (e.g., stoplights and gauges) . As Seth Grimes (2009) has noted, 
there is a "growing palate" of data visualization techniques and tools that enable the users of 
BPM and BI systems to better "communicate relationships, add historical context, uncover 
hidden correlations and tell persuasive stories that clarify and call to action." 

In BPM and BI applications, the key cha llenges for visualization have revolved 
around the intuitive representation of large, complex data sets with multiple dimensions 
and measures. For the most part, the typical charts, graphs, and other visual elements 
used in these applications usually involve two dimensions , sometim.es t~1ree, and fairly 
small subsets of data sets. In contrast, the data in these systems reside m a data ware­
house. At a minimum, these warehouses involve a range of dimensions (e.g., product, lo­
cation, organizational structure, time), a range of measures, and millions of cells of dat~. 
In an effort to address these challenges, a number of researchers have developed a van-

ety of new visualization techniques. 
Some of these new techniques involve extensions to standard charts and graphs. 

For instance the interactive bubble charts available at the Gapminder Web site 
(gapminder.~rg) provide an intriguing way of exploring world health an~ populati~n 
data from a multidimensional perspective. Figure 3.9 depicts the sorts of displays avail­
able at the site (this is a facsimile , not an actual chart from the site). On the surface, this 
particular figure shows the relationship between life expectancy .and fertility rate ~or 
nations of the world. Each bubble represents a single nation. W1thm the chart, the size 
of a bubble represents the population size of the nation, while the color represents the 
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continent where the nation is located. At the bottom of the display is a menu that enables 
the user to select a particular year for analysis along with a button for running an anima­
tion showing the changes in values overtime. 

Other techniques involve relatively new forms of visualizations. One example is the 
treemap display devised by Ben Shneiderma n at the University of Maiyland. A treemap 
displays hierarchical data as a set of nested rectangles (see Figure 3.10). For this reason, 
it is well suited to display data associated with the dimensions in a data warehouse. Each 
branch of a hierarchical dimension can be represented by a rectangle, which is then tiled 
with smaller rectangles representing the children (or sub-branches) of the parent 
(branch) . The area of each rectangle is proportional to a specified measure (usually some 
aggregate total). For example, a treemap could be used by a softwa re company to ana­
lyze total defects associated with particular releases of their product offerings. At the top 
level, the rectangles could be used to display the number of issues associated with partic­
ular product categories. Within each of the rectangles , the smaller tiled rectangles could 
be used to represent the total issues associated with the individual products within those 
categories. Additionally , the color of the rectangles could be used to represent the length 
of time the current release has been on the market. In gene ral, a treemap enables the user 
to spot patterns that would be difficult to spot in other ways. Also, because treemaps 
make efficient use of space, they can be used to display thousands of items at one time . 

Other examples of new data visualization techniques can be found at 
webdesignerdepot.com/2009/06/50-great-examples-of-data-visualization and 
smashingmagazine.com/2007 /08/02/ data-visualization-modern-approaches. Also, 
Grimes (2009) provides a listing and description of major data visualization vendors and 
products (e.g. , tableausoftware.com) that specialize in BPM and BI applications. 
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SECTION 3.9 REVIEW QUESTIONS 

1. What are the major differences between a scorecard and a dashboard? 

2. What distinguishes an operational dashboard from a tactical dashboard? 

3. What layers of information are provided by a dashboard? 

4. What criteria are important in selecting the particular display widgets to use with par­
ticular metrics on a dashboard? 

5. What are the characteristics of a well-designed dashboard? 

6. What is data visualization? What are some of the major challenges associated with dis­
playing BPM and BI application data . 

Chapter Highlights 

• BPM refers to the processes, methodologies, met­
rics, and technologies used by enterprises to meas­
ure, monitor, and manage business performance. 

• BPM is an outgrowth of BI, and it incorporates 
many of its technologies, applications, and 
techniques. 

• BI has become the term describing the technology 
used to access, analyze, and report on data rele­
vant to an enterprise. 

• BI practices and software are almost always part 
of an overall BPM solution. · 

• The prima1y difference between BI and BPM is 
that BPM is always strategy driven. 

• BPM encompasses a closed-loop set of processes 
that link strategy to execution in order to opti­
mize business performance. 

• The key processes in BPM are strategize, plan, 
monitor, act, and adjust. 

• Strategy answers the question "Where do we 
want to go in the future?" 

• Decades of research highlight the gap between 
strategy and execution. 

• The gap between strategy and execution is found 
in the broad areas of communication, alignment, 
focus, and resources. 

• Operational and tactical plans address the ques­
tion "How do we get to the future?" 

• The tactics and initiatives defined in an operational 
plan need to be directly linked to key objectives 
and targets in the strategic plan. 

• An organization's strategic objectives and key 
metrics should serve as top-down drivers for the 
allocation of the organization's tangible and intan­
gible assets. 

• Monitoring addresses the question of "How are 
we doing?" 

• BSCs, performance dashboards, project monitoring 
systems, human resources systems, and financial 
reporting systems are all examples of diagnostic 
control systems. 

• Most monitoring focuses on negative variances 
and pays little attention to underlying assump­
tions or strategies. 

• Conventional planning suffers from a number of 
biases, including confirmation, recency, winner's, 
and social or political bias. 

• Discovery-driven planning provides a way to 
systematically uncover problematic assumptions 
that otherwise remain unnoticed or unchal­
lenged in the planning and monitoring process. 

• The failure rate for new projects and ventures 
runs between 60 and 80 percent. 

• The overall impact of the planning and reporting 
practices of the average company is that manage­
ment has little time to review results from a 
strategic perspective, decide what should be 
done differently, and act on the revised plans. 

• Performance measurement systems assist man­
agers in tracking the implementation of business 
strategy by comparing actual results against 
strategic goals and objectives. 

• The drawbacks of using financial data as the core 
of a performance measurement system are well 
known. 

• There is a difference between a "run of the mill" 
metric and a "strategically aligned" metric. 

• Performance measures need to be derived from 
the corporate and business unit strategies and 
from an analysis of the key business processes 
required to achieve those strategies . 

• Probably the best-known and most widely used 
performance management system is the BSC. 

• Central to the BSC methodology is a holistic vision 
of a measurement system tied to the strategic 
direction of the organization. 

• As a measurement methodology, BSC is designed 
to overcome the limitations of systems that are 
financially focused. 

• Calendar-driven financial reports are a major 
component of most performance measurement 
systems. 

• As a strategic management methodology, BSC 
enables an organization to align its actions with 
its overall strategies. 

• In BSC, strategy maps provide a way to formally 
represent an organization's stra tegic objectives 
and the causal connections among them. 

• Most companies use Six Sigma as a process 
improvement methodology that enables them to 
scrutinize their processes, pinpoint problems, and 
apply remedies. 

• Six Sigma is a performance management method­
ology aimed at reducing the number of defects in 
a business process to as close to zero DPMO as 
possible. 

• Six Sigma uses DMAIC, a closed-loop business 
improvement model that involves the steps of 
defining, measuring, analyzing, improving, and 
controlling a process. 

• In recent years, there has been a focus on com­
bining the Six Sigma methodology with the Lean 
strategy. 

• Lean focuses on the elimination of waste or non­
va lue-added activities, whereas Si,-x: Sigma focuses 

Key Terms 

balanced scorecard (BSC) 
business performance 

management (BPM) 
critica l success factors 

(CSFs) 
dashboards 

data visualization 
diagnostic control system 
DMAIC 
key performance 

indicator (KPI) 
Lean Manufacturing 

Questions for Discussion 

1. SAP uses the term strategic ente1prise management(SEM) , 
Cognos uses the term cOJporate pe1formance manage­
ment (CPM), and Hyperion uses the term business 
pe1jormance management (BPM). Are they referring to 
the same basic ideas? Provide evidence to support your 
answer. 
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on reducing the variation or improving the con­
sistency of a process. 

• Substantial performance benefits can be gained 
by integrating BSC and Six Sigma. 

• The standard BPM architecture is multilayered 
and consists of BPM applications, an information 
hub, and data from a variety of source systems. 

• The major . BPM applications include strategy 
management; budgeting, planning, and forecast­
ing; financial consolidation; profitability analysis 
and optimization; and financial, statut01y, and 
management reporting. 

• Over the past 3 to 4 years, the biggest change in 
the BPM market has been the consolidation of 
the BPM vendors. 

• Scorecards and dashboards are common compo­
nents of most, if not all, performance management 
systems, performance measurement systems, and 
BPM suites. 

• Although scorecards and dashboards both pro­
vide visual displays of performance, there are sig­
nificant differences between them. 

• The most distinctive feature of a dashboard is its 
three layers: monitoring, analysis, and management. 

• The fundamental challenge of dashboard design 
is to display all the required information on a sin­
gle screen, clearly and without distraction, in a 
manner that can be assimilated quickly. 

• Newer data visualization techniques have been 
developed to assist with the analysis of the types 
of large, complex multidimensional data sets 
found in BPM and BI applications. 

learning 
optimization 
performance 

measurement systems 
scorecards 
Six Sigma 

strategic goal 
strategic objective 
strategic vision 
strategy map 
strategic theme 
system architecture 

2. BPM encompasses five basic processes: strategize, plan, 
monitor, act, and adjust. Select one of these processes and 
discuss the types of software tools and applications that are 
available to suppo1t it. Figure 3.1 provides some hints. Also, 
refer to Bain & Company's list of management tools for 
assistance (bain.com/ management_tools/home.asp). 
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3. Select a public company of interest. Using the compa­
ny's 2008 annual report, create three strategic financial 
objectives for 2009. For each objective, specify a strate­
gic goal or target. The goals should be consistent with 
the company's 2008 financial performance. 

4. Netflix's strategy of moving to online video downloads 
has been widely discussed in a number of articles that can 
be found online. What are the basic objectives of Netflix's 
strategy? What are some of the major assumptions under­
lying the strategy? Given what you know about discove1y­
driven planning, do these assumptions seem reasonable? 

5. In recent years, the Beyond Budgeting Round Table 
(BERT; bbrt.org) has called into question traditional 
budgeting practices. A number of articles on the Web dis­
cuss the BBRT's position. In the BBRT's view, what is 
wrong with today's budgeting practices? What does the 
BERT recommend as a substitute? 

6. Describe how a BSC fits the description of a diagnostic 
control system. 

7. Distinguish performance management and performance 
measurement. 

Exercises 

Teradata University and Other Hands-on Exercises 

1. Go to teradatastudentnetwork.com. Select the "Atticles" 
content type. Browse down the list of articles and locate one 
entitled "Business/Corporate Performance Management: 
Changing Vendor Landscape and New Market Targets. " 
Based on the a1ticle, answer the following questions: 
a. What is the basic focus of the article? 
b. What are the major "take aways" from the article? 
c. In the article, which organizational function or role is 

most intimately involved in CPM? 
d. Which applications are covered by CPM? 
e. How are these applications similar to or different 

from the applications covered by Gartner's CPM? 
f. What is GRC, and what is its link to corporate per­

formance? 
g. What are some of the major acquisitions that occurred 

in the CPM marketplace over the last couple of years? 
h. Select two of the companies discussed by the article 

(not SAP, Oracle, or IBM). What are the CPM strate­
gies of each of the companies? What do the authors 
think about these strategies? 

2. Go to teradatastudentnetwork.com. Select the "Case 
Studies" content type. Browse down the list of cases and 
locate one entitled "Real-Time Dashboards at Western 
Digital." Based on the articl e , answer the following 
questions: 
a. What is VIS? 
b. In what ways is the architecture of VIS similar to or 

different from the architecture of BPM? 

8. The EFQM "excellence model" provides an alternative 
performance measurement and management framework. 
First, what does EFQM stand for? Second, using materials 
from the Web, discuss the major tenets of the framework. 
Compare the framework to BSC and Six Sigma. 

9. Create a measure for some strategic objective of interest 
(you can use one of the objectives formulated in discus­
sion question 3). For the selected measure, complete the 
measurement template found in Table W3.2.1 in the online 
file for this chapter. 

10. Create a strategy for a hypothetical company, using the four 
perspectives of the BSC. Express the strategy as a series of 
strategic objectives. Produce a strategy map depicting the 
linkages among the objectives. 

11. Compare and contrast the DMAIC model with the closed­
loop processes of BPM. 

12. Select two of the companies (other than SAP, Oracle, or 
IBM) appearing on Gartner's magic quadrant (Table 3.4). 
What terms do they use to describe their BPM suites. 
Compare and contrast their offerings in terms of BPM 
applications and functionality. 

c. What are the similarities and differences between the 
closed-loop processes of BPM and the processes in 
the OODA decision cycle? 

d. What types of dashboards are in the system? At'e they 
operationa l or tactical, or are they actually score­
cards? Explain. 

e. What are the basic benefits provided by Western 
Digital 's VIS and dashboards? 

f. What sorts of advice can you provide to a company that 
is getting ready to create its own VIS and dashboards? 

3. Go to Stephen Pew's blog "the Perceptual Edge" 
(perceptualedge.com). Go to the section of "Examples." 
In this section, he provides critiques of various dashboard 
examples. Read a handful of these examples. Now go to 
dundas.com. Select the "Gallery" section of the site. 
Once there, click the "Digital Dashboard" selection. You 
will be shown a variety of different dashboard demos. 
Run a couple of the demos. 
a. What sorts of information and metrics are shown on 

the demos? What sorts of actions can you take? 
b. Using some of the basic concepts from Few's cri­

tiques, describe some of the good design points and 
bad design points of the demos. 

4. Develop a prototype dashboard to display the financial 
results of a public company. The prototype can be on 
paper or use Excel. Use data from the 2008 annual plans 
of two public companies to illustrate the features of your 
dashboard. 

ream Assignments and Role-Playing Projects 

1. Virtually eve1y BPM/ CPM vendor provides case studies 
on their Web sites. As a team, select two of these vendors 
(you can get their names from the Gartner or AMR lists) . 
Select two case studies from each of these sites. For each, 
summarize the problem the customer was trying to 
address, the applications or solutions implemented, and 
the benefits the customer received from the system. 

2. Go to the Dashboard Spy Web sitemap for executive 
dashboards (enterprise-dashboard.com/sitemap). 
This site provides a number of examples of executive 
dashboards. As a team, select a particular indusuy (e.g., 
health care, banking, airlines). Locate a handful of exam­
ple dashboards for that indust1y. Describe the types of 
meu·ics found on the dashboards. What types of displays 
are used to provide the information? Using what you 
know about dashboard design, provide a paper proto­
type of a dashboard for this information. 

Internet Exercises 

1. A survey conducted by Economist Intelligence Unit and 
reported in S. Taub, "Closing the Su·ategy-to-Performance 
Gap," CFO Magazine, Februa1y 22, 2005 (cfo.com/ 
article.cfm/3686974?f=related), explores the relation­
ship between su·ategy development and execution. Based 
on the Slllvey, which is more important for performance 
management-strategy development or execution? What 
reasons do respondents give for poor execution? In what 
ways do respondents think they can improve performance? 

2. Go to the NYC Citywide Performance Report site (nyc. 
gov/html/ops/cpr/html/home/home). The perform­
ance reports are organized by "Themes" (see End of 
Chapter Application Case). Use the site to answer the fo l­
lowing questions: 
a. How many performance indicators are there for the 

whole city? For community service? For education? 
b. Overall , how many of the indicators are improving or 

are stable? Declining? 
c. How many of the education performance indicators 

are improving or stable? Declining? 
d. Select "Citywide 111emes" (on the upper left). One of 

the d1emes is "Social Se1vices." Select this d1eme. Now 
select "View the performance report for Social 
Se1vices." How many social se1vice indicators are d1ere? 
How many are declining by more than 10 percent? 

End of Chapter Application Case 

Tracking Citywide Performance 

Massive systems produce massive amounts of metrics. The 
challenge is to determine how to slice the data in ways that 
benefit users rather than confuse them, especially when the 
users have a wide variety of experiences with information 
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What are some of these indicators that are declining? 
How can NYC use this specific information to address 
the problem tracked by d1e performance indicator? 

3. One of the more famous BSCs is the one created by 
Southwest Airlines to manage its business. An earlier arti­
cle by Anthes provides a strategy map of the system (see 
computerworld.com/ action/ article.do?command= 
viewArticleBasic&articleld=78512). Retrieve the article. 
Using the strategy map, describe this segment of 
Southwest's strategy. \Xlhat major measures and targets is 
Southwest using to track its performance against its strate­
gic objectives? Based on what you know about today's 
economy in general and the airline indust1y specifically, 
do you think this strategy will work in today's world? 

4. Annually, TDWI (The Data Warehouse Institute) identifies 
and honors companies that have demonstrated excel­
lence (i.e., best practices) in developing, deploying, and 
maintaining business intelligence and data warehousing 
applications . Go to the Web page with the 2008 winners 
(tdwi.org/resea1·ch/display.aspx?id=9000). What cat­
egories does TDWI honor? Who were some of the win­
ners? What were some of the reasons that they won their 
particular award? 

5. A number of Web sites provide examples and directions 
for creating executive dashboards and executive balanced 
scorecards. Using some of the capabilities described by 
d1ese sites, create an Excel prototype of each. 

6. A recent white paper titled "Business Intelligence and 
Enterprise Performance Management: Trends for Midsize 
Companies" by Oracle (see oracle.com/appserver/ 
bus iness-intelligence/hyperion-financial-pe1·form 
ance-management/docs/bi-epm-trends-fo1·-emerg 
ing-businesses.pdf) compares the BI and performance 
management practices of middle-sized and large-sized 
companies. First, in the survey, what is a middle-sized 
company? Second, what sorts of practices are these com­
panies surveying? Based on the survey results, what are 
some of the similarities and differences between the 
practices of the two types of companies? What conclu­
sions and advice do they give to vendors? 

7. Go to webdesignerdepot.com/2009/06/50-great­
examples-of-data-visualization. Select two of the data 
visualization techniques and describe how the techniques 
could be used to discover and explore the data in a BI or 
BPM application . In your description be sure to highlight 
both tl1e benefits and limitations of each of tl1e techniques. 

technologies. This was one of the major issues facing New 
York City when it decided to develop its Citywide Performance 
Reporting (CPR) Online System, an interactive dashboard pro­
viding agencies and citizens with "user-friendly access to the 
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most critical performance indicators for eve1y city agency, with 
monthly updates and automatic eva luation of trends within 
specified program areas. " 

Development of CPR 
CPR is part of NYCStat (nyc.gov/html/ops/nycstat/html/ 
home/home.shtml). NYCStat is New York City's one-stop­
shop for all essentia l data, reports , and statistics related to 
city services . NYCStat provides access to a wide variety of 
performance-related information, including citywide and 
agency-specific information, 311-related data, and interactive 
mapping features for selected performance data and quality­
of-life indicators. 

CPR was launched in February 2008. Initial plans fo r 
CPR were developed by the Mayor's Office of Operations in 
concert with the Department of Information Technology and 
Communications (DoITT) in mid-2005 (NYCStat, 2009) . The 
project had three components: 

• Pet:formance 111a11ageme11t application. A back­
end computer system providing a single point of access 
for agencies to input data. 

• A11alyt'ics tool/dasbboard. The front-encl system to 
provide standardized reporting format with drill-down 
capabilities, performance summaries, and trend graphics. 

• Data defi11itio11. Review and identification of the 
topics measures and critica l indicators to be included 
in the CPR system for 44 mayorial agencies. 

Development of these components continued through 
July 2007. At this time, the system was opened to the 44 agen­
cies and the mayor's office for review. At the end of the _sum­
mer, Mayor Bloomberg directed that the system be made 
available to the public through the city's NYC.gov Web site as 
soon as possible. Subsequent work on the system focused on 
making the dashboard as easy and fl exible as possible for 
public use. The system was finally opened on February 14, 
2008, as part of the release of the Preliminary Fiscal 2008 
Mayor's Management Report. 

Refining Metrics 
CPR is an offshoot of the Mayor 's Management Report 
(MMR), an annual evaluation of the city's agencies that 
measures 1,000 performance indicators, including everything 
from grade school test scores to the time it takes to fix a pot­
hole. Rather than simply providing an online version of the 
MMR, the CPR required the agencies to take a fresh look at 
the services they were delivering and how best to measure 
the outcomes of those services. Initi a lly, this resulted in 
thousands of measures, many of which did not exist at the 
time. Eventually, the list of initial measures was reduced to 
525 critical measures. The majority of these measures repre­
sent final outcomes of services that directly impact the city's 
residents. This is why the decision was made to open up the 
system to the public. 

In addition to refining the measures, other key deci­
sions had to be made. Because data was available by month, 

year-to-elate, and full year, cho ices had to be made about how 
to best slice and dice the data and make comparisons across 
the various periods. Decisions also had to be made on how to 
measure and present trends and performance against preset 
targets-designating the desired direction of each measure 
and thresholds for good and bad performance . Finally, be­
cause the total number of measures and agencies was so large 
and none of the public was likely to be familiar with each of 
the individual agencies, the presentation and navigation 
needed to be simplified. The developers decided to catego­
rize the measures into eight ci~vicle "themes" that captured 
the way the city government serves the people who work and 
live in New York City. The themes included: citywide admin­
istration, community services, economic development and 
business affairs, infrastructure, education, legal affairs, public 
safety, and social services. 

Impact of CPR 
From the viewpoint of the mayor's office, CPR improves 
performance management in three ways-accountability, 
transparency, and accessibility. It does this by providing the 
following capabilities (NYCStat, 2009): 

• Tracks performance for the most important "outcome" 
measures that directly reflect how the lives of the pub­
lic are affected by city government. 

• Measures performance by comparing current data to 
prior data for the yea r before, thereby holding agencies 
accountable for year-over-year improvements. 

• Highlights agency performance through graphs and 
color coding, making positive or negative performance 
trends immediately obvious. 

• Drill-down capability, allowing users to review com­
parative trends over a 5-year pe riod. 

• Aggregates important measures into citywide themes, 
which cut across agency silos and disciplines to reveal 
the overa ll picture about city government performance. 

• Updates each measure monthly, quarterly, or annually 
so that the most recent data is always ava ilable. 

• Offers the ability to download data in a variety of for­
mats for more detailed rev iew and ana lysis. 

• Provides detailed information about each measure, 
including an explanation of what the measure means, 
its reporting frequency, and other useful details. 

In March 2009, the CPR system was recognized by the 
Ash Institute for Democratic Governance and Innovation at 
the JFK School of Government at Harvard University as one 
of the top 50 government innovations for the year (New York 
Nonprojlt Press, 2009). 

Lessons Lea1·ned 
According to Sarlin , "It is interesting to see how government 
agencies at all levels are implementing best practices to be 
more run like a business. " In the case of New York City's 
Mayoral Operations Office, you might expect this, because 
Mayor Bloomberg comes from the world of business, more 

specifically, the world of real-time financial information (see 
bloomberg.com). However, other government agencies have 
announced online dashboards even though they have virtually 
no connection with business. For instance, the new U.S. Chief 
Information Officer Vivek Kundra recently announced the U.S. 
federa l IT Dashboard, which provides public access to data 
reported to the Office of Management and Budget COMB), in­
cluding general information on over 7,000 federal IT invest­
ments and detailed data for nearly 800 of these investments 
classified as "major." Mr. Kundra has spent his entire career in 
government positions. These efforts suggest that business may 
be able to learn quite a bit from these initiatives. 

These government dashboard initiatives demonstrate 
the following (Buytendijk, 2008): 

• Tra11spare11CJ' makes a diffe1·e11ce. These initia­
tives provide widespread, public access to large collec­
tions of performance data . Many businesses cou ld 
learn from the depth and breadth of the information 
these agencies are sharing. 

• I111p011a11ce of collaboratio11. Many BI projects suffer 
from a silo approach, with different departments doing 
their own dashboards or scorecards. Each department 
may realize a sho1t-term ROI. However, the combination 
will be suboptimal and is not likely to lead to an overall 
ROI. Both the CPR dashboard and the federal IT dash­
board show d1at it is possible to create an organization­
wide initiative spanning multiple domains. 

• Co11ti11uous I111proveme11t. CPR is based on trends, 
not targets. This means that the performance indicators 
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build expe1tise in the use of major data mining techniques, develop awareness of the ex­
isting software tools, and explore common myths and pitfalls of data mining. 

Opening Vignette: Data Mining Goes to Hollywood! 132 

4.1 Data Mining Concepts and Definitions 135 

4.2 Data Mining Applications 145 

4.3 Data Mining Process 148 

4.4 Data Mining Methods 157 

4.5 Artificial Neural Networks for Data Mining 169 
4.6 Data Mining Software Tools 174 

4. 7 Data Mining Myths and Blunders 179 

131 



132 Chapter 4 • Data Mining for Business Intelligence 

OPENING VIGNETTE: Data Mining Goes to Hollywood! 
Predicting box-office receipts (i.e., financial success) of a particular motion picture is an in­
teresting and challenging problem. According to some domain experts, the movie indust1y 
is the "land of hunches and wild guesses" due to the difficulty associated with forecasting 
product demand, making the movie business in Hollywood a risky endeavor. In support of 
such observations, Jack Valenti (the longtime president and CEO of the Motion Picture 
Association of America) once mentioned that "no one can tell you how a movie is going 
to do in the marketplace ... not until the film opens in darkened theatre and sparks fly up 
between the screen and the audience. " Entertainment industry trade journals and maga­
zines have been full of examples, statements, and experiences that support such a claim. 

Like many other researchers who have attempted to shed light on this challenging 
real-world problem, Ramesh Sharda and Dursun Deleo have been exploring the use of 
data mining to predict the financial performance of a motion picture at the box office be­
fore it even enters production (while the movie is nothing more than a conceptual idea). 
In their highly publicized prediction models, they convert the forecasting (or regression) 
problem into a classification problem; that is, rather than forecasting the point estimate of 
box-office receipts, they classify a movie based on its box-office receipts in one of nine 
categories, ranging from "flop" to "blockbuster, " making the problem a multinomial clas­
sification problem. Table 4 .1 illustrates the definition of the nine classes in terms of the 
range of box-office receipts. 

DATA 

Data was collected from variety of movie-related databases (e.g., ShowBiz, IMDb, IMSDb, 
AllMovie) and consolidated into a single dataset. The dataset for the most recently devel­
oped models contained 2,632 movies released between 1998 and 2006. A summaty of 
the independent variables along with their specifications is provided in Table 4.2. For 
more descriptive details and justification for inclusion of these independent variables, the 
reader is referred to Sharda and Delen (2007). 

METHODOLOGY 

Using a variety of data mining methods, including neural netwo1·ks, decision trees, 
support vector machines (SVM), and three types of ensembles, Sharda and Delen de­
veloped the prediction models . The data from 1998 to 2005 were used as training data to 
build the prediction models, and the data from 2006 were used as the test data to assess 
and compa re the models' prediction accuracy. Figure 4.1 shows a screenshot of SPSS's 
PASW Modeler (formerly, Clementine data mining tool) depicting the process 
map employed for the prediction problem. The upper-left side of the process map shows 
the model development process, and the lower-right corner of the process map 
shows the model assessment (i.e., testing or scoring) process (more details on PASW 
Modeler tool and its usage can be found on the book's Web site). 

TABLE 4.1 Movie Classification Based on Receipts 

Class No. 2 3 4 5 6 7 8 9 

Range (in millions < 1 > 1 > 10 > 20 > 40 > 65 > 100 > 150 > 200 
of dollars) 

(Flop) <10 > 20 < 40 < 65 < 100 < 150 < 200 (Blockbuster) 
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TABLE 4.2 Summary of Independent Variables 

independent Variable Number of Values Possible Values 

MPAA rating 

Competition 

Star value 

Genre 

Specia I effects 

Sequel 

Number of screens 

RESULTS 

5 G, PG, PG-13, R, NR 

3 High, medium, low 

3 High, medium, low 

10 Sci-fi, historic epic drama, modern drama, 
politically related, thriller, horror, comedy, 
cartoon, action, documentary 

3 High, medium, low 

Yes, no 

Positive integer 

Table 4.3 provides the prediction results of all three data mining methods as well as the 
results of the three different ensembles. The first performance measure is the percent 
correct classification rate, which is called bingo. Also repo1ted in the table is the 1-Away cor­
rect classification rate (i.e., within one category). The results indicate that SVM performed 
the best among the individual prediction models, followed by ANN; the worst of the three 
was the CART decision tree algorithm. In general , the ensemble models performed better 
than the individual predictions models , of which the fusion algorithm performed the best. 
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FIGURE 4.1 Process Flow Screenshot for the Box-office Prediction System. Source: SPSS. Used 

with permission. 
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TABLE 4.3 Tabulated Prediction Results for Individual and Ensemble Models 

Prediction Models 

Individual Models Ensemble Models 

Performance 
Measure SVM ANN C&RT 

Count 192 182 140 
(Bingo) 

Count 104 120 126 
(1-Away) 

Accuracy 55.49% 52.60% 40.46% 
(%Bingo) 

Accuracy 85 .55% 87.28% 76.88% 
(% 1-Away) 

Standard 0.93 0.87 1.05 
deviation 

Random 
Forest 

189 

121 

54.62% 

89.60% 

0.76 

Boosted 
Tree 

187 

104 

54.05% 

84.10% 

0.84 

Fusion 
(Average) 

194 

120 

56.07% 

90.7 5% 

0.63 

What is probably more important to decision makers, and standing out in the results 
table, is the significantly low standard deviation obtained from the ensembles compared 
to the individual models. 

CONCLUSION 

The researchers claim that these prediction results are better than any reported in the 
published literature for this problem domain. Beyond the attractive accuracy of their pre­
diction results of the box-office receipts , these models could also be used to further ana­
lyze (and potentially optimize) the decision variables in order to maximize the financial 
return. Specifically, the parameters used for modeling could be altered using the alreacly­
trained prediction models in order to better understand the impact of different parameters 
on the encl results. During this process, which is commonly referred to as sensitivity 
auafJJsis, the decision maker of a given entertainment firm could find out, with a fairly 
high accuracy level, how much value a specific actor (or a specific release date, the addi­
tion of more technical effects, etc.) brings to the financial success of a film, making the 
underlying system an invaluable decision aid . 

QUESTIONS FOR THE OPENING VIGNETTE 

1. Why should Hollywood decision makers use data mining? 

2. What are the top challenges for Hollywood managers? Can you think of other 
industry segments that face similar problems? 

3. Do you think the researchers used all of the relevant data to build prediction 
models? 

4. Why do you think the researchers chose to convert a regression problem into a 
classification problem? 

5. How do you think these prediction models can be used? Can you think of a good 
production system for such mode ls? 

6. Do you think the decision makers would easily adapt to such an information 
system? 

7. What can be clone to further improve the prediction models explained in this case? 
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WHAT WE CAN LEARN FROM mis VIGNETTE 

The entertainment industry is full of interesting and challenging problems for decision 
makers. Making the right decisions to manage large amounts of money is critical to 
success (or mere survival) of many companies in this marketplace. Data mining is a 
prime candidate for better management of this data-rich, knowledge-poor business 
environment. The study described in the opening vignette clearly illustrates the power 
of data mining in predicting and explaining the financial outlook of a motion picture, 
which most still think is a form of art and hence cannot be forecasted. In this chapter, 
you will see a wide variety of data mining applications solving complex problems in 
a variety of industries where the data can be used to leverage competitive business 
advantage. 

Sources: R. Sharda and 0. Delen, "Predicting Box-Office Success of Motion Pictures with Neural Networks," 
B.pert Systems witb Applications, Vol. 30, 2006, pp. 243-254; D. Oelen, R. Sharda, and P. Kumar, "Movie Forecast 
Guru: A Web-based DSS for Hollywood Managers," Decision Support Systems, Vol. 43, No. 4, 2007, 
pp. 11 51-1170. 

4.1 DATA MINING CONCEPTS AND DEFINITIONS 

In an interview with Computerworld magazine in January 1999, Dr. Amo Penzias (Nobel 
laureate and former chief scientist of Bell Labs) identified data mining from organizational 
databases as a key application for corporations of the near future . In response to 
Computerwodds age-old question of "What will be the killer applications in the corpo­
ration?" Dr. Penzias replied: "Data mining. " He then added, "Data mining will become much 
more important and companies will throw away nothing about their customers because it 
will be so valuable. If you're not doing this, you're out of business. " Sinlliarly, in an a1ticle 
in Harvard Business Review, Thomas Davenport (2006) argued that the latest strategic 
weapon for companies is ana lytical decision making, providing examples of companies 
such as Amazon.com, Capital One, Marriott International, and others that have used analyt­
ics to better understand their customers and optimize their extended supply chains to 
maximize their returns on investment while providing the best customer se1vice. This level 
of success is highly dependent on a company understanding its customers, vendors , 
business processes, and the extended supply chain ve1y well. 

A large component of this understanding comes from analyzing the vast amount 
of data that a company collects. The cost of storing and processing data has decreased 
dramatically in the recent past, and as a result, the amount of data stored in electronic 
form has grown at an explosive rate . With the creation of large databases, the possibil­
ity of ana lyzing the data stored in them has emerged. The term data min:ing was origi­
nally used to describe the process through which previously unknown patterns in data 
were discovered. This definition has since been stretched beyond those limits by some 
software vendors to include most forms of data analysis in order to increase sales with 
the popularity of data mining label. In this chapter, we accept the original definition of 
data mining. 

Although the term data mining is relatively new, the ideas behind it are not. Many of 
the techniques used in data mining have their roots in traditional statistical analysis and a1ti­
ficial intelligence work clone since the early pa1t of 1980s. Why, then, has it suddenly gained 
the attention of the business world? Following are some of most pronounced reasons: 

• More intense competition at the global scale driven by customers' ever-changing 
needs and wants in an increasingly saturated marketplace . 

• General recognition of the untapped value hidden in large data sources. 
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• Consolidation and integration of database records, which enables a single view of 
customers, vendors, transactions , and so on. 

• Consolidation of databases and other data repositories into a single location in the 
form of a data warehouse. 

• The exponential increase in data processing and storage technologies. 
• Significant reduction in the cost of hardware and software for data storage and 

processing. 
• Movement toward the de-massification (conversion of information resources into 

nonphysical form) of business practices. 

Data generated by the Internet are increasing rapidly in both volume and complex­
ity. Large amounts of genomic data are being generated and accumulated all over the 
world. Disciplines such as astronomy and nuclear physics create huge quantities of data 
on a regular basis. Medical and pharmaceutical researchers constantly generate and store 
data that can then be used in data mining applications to identify better ways to accu­
rately diagnose and treat illnesses and to discover new and improved drugs . 

On the commercial side, perhaps the most common use of data mining has been in 
the finance , retail , and health care sectors. Data mining is used to detect and reduce 
fraudulent activities, especially in insurance claims and credit card use (Chan et al., 
1999); to identify customer buying patterns; to reclaim profitable customers; to identify 
trading rules from historical data; and to aid in increased profitability using market­
basket analysis. Data mining is already widely used to better target clients, and with the 
widespread development of e-commerce, this can only become more imperative with 
time . See Application Case 4.1 for information on how 1-800-Flowers has used business 
analytics and data mining to excel in business. 

Application Case 4.1 
Business Analytics and Data Mining Help 1-800-Flowers Excel in Business 

1-800-Flowers is one of the best-known and most 
successful brands in the gift-retailing business. For 
more than 30 years, the New York-based company 
has been providing customers around the world 
with the freshest flowers and finest selection of 
plants, gift baskets, gourmet foods, confections, 
and plush stuffed animals for every occasion. 
Founded by Jim McCann in 1976, 1-800-Flowers 
has quickly become the leader in direct-order 
e-commerce after opening its own \Veb site more 
than 14 years ago. 

Problem 

As successful as it has been, like many other compa­
nies involved in e-commerce, 1-800-Flowers needed 
to make decisions in real time to increase retention, 
reduce costs, and keep its best customers coming 
back for more again and again. As the business has 
grown from one flower shop to an online gift retailer 
serving more than 30 million customers, it has needed 

to stay ahead of the competition by being the best that 
it can be. 

Solution 

Strongly believing in the value of close customer rela­
tionships, 1-800-Flowers wanted to better understand 
its customers' needs and wants by analyzing eve1y 
piece of data that it had about them. 1-800-Flowers 
decided to use SAS data mining tools to dig deep into 
its data assets to discover novel patterns about its 
customers and turn that knowledge into business 
transactions. 

Results 

According to Mccann, business analytics and data 
mining tools from SAS have enabled 1-800-Flowers 
to grow its business regardless of the conditions of 
the larger economy. At a time when other retailers 

are struggling to survive, 1-800-Flowers has seen 
revenues grow, nearly doubling in the last 5 years. 

Specific benefits of the analysis were as follows: 

• More efficient marketing campaigns. 
1-800-Flowers has drastically reduced the time it 
takes to segment customers for direct mailing. 
"It used to take 2 or 3 weeks-now it takes 2 or 
3 days," says Aaron Cano, vice president of cus­
tomer knowledge management. "That leaves us 
time to do more analysis and make sure we're 
sending relevant offers. " 

• Reduced mailings, increased response 
rates. The company has been able to sig­
nificantly reduce marketing mailings while in­
creasing response rates and be much more 
selective about TV and radio advertisements. 

• Better customer experience. When a 
repeat customer logs on to 1-800-Flowers.com, 
the Web site immediately shows selections that 
are related to that customer's interests. "If a 
customer usually buys tulips for his wife, we 

Definitions, Characteristics, and Benefits 
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show him our newest and best tulip selections," 
Cano says. 

• Increased repeat sales. The company's best 
customers are returning more often because 
1-800-Flowers knows who the customer is and 
what he or she likes. The company makes the 
shopping experience easy and relevant and 
markets to customers at t11e point of contact. 

As a result of using business analytics and data 
mining, 1-800-Flowers reduced its operating expenses, 
increased the retention rate of its best customer seg­
ment to more man 80 percent, attracted 20 million new 
customers, and grew the overall repeat business from 
less than 40 percent to greater than 50 percent 
(a 10-basis-point increase in repeat sales across all 
brands translates into a $40 million additional revenue 
for the business). 

Sources: Based on "SAS Helps 1-800-Flowers.com Grow Deep Roots 
with Customers," sas.com/success/1800flowecs.html (accessed 
on May 23, 2009); "Data Mining at 1-800-Flowers," kdnuggets.com/ 
news/2009/n10/3Lhtml (accessed on May 26, 2009). 

Simply defined, data mining is a term used to describe discovering or "mining" knowl­
edge from large amounts of data. When considered by analogy, one can easily realize 
that the term data mining is a misnomer; that is, mining of gold from within rocks or dirt 
is referred to as "gold" mining rather than "rock" or "dirt" mining. Therefore, data mining 
perhaps should have been named "knowledge mining" or "knowledge discovery. " 
Despite the mismatch between the term and its meaning, data mining has become the 
choice of the community. Many other names that are associated with data mining include 
knowledge extraction, pattern analysis, data archeology, information harvesting, pattern 
searching, and data dredging. 

Technically speaking, data mining is a process that uses statistical, mathematical, 
and artificial intelligence techniques to extract and identify useful information and subse­
quent knowledge (or patterns) from large sets of data. These patterns can be in the form 
of business rules, affinities , correlations, trends, or prediction models (Nemati and Barko, 
2001). Most literature defines data mining as "the nontrivial process of identifying valid, 
novel, potentially useful, and ultimately understandable patterns in data stored in struc­
tured databases, " where the data are organized in records structured by categorical, ordi­
nal and continuous variables (Fayyad et al., 1996). In this definition, the meanings of the 
key term are as follows: 

• Process implies that data mining comprises many iterative steps . 
• Nontrivial means that some experimentation-type search or inference is involved; 

that is, it is as straightfo1ward as a computation of predefined quantities. 
• Valid means that the d iscovered patterns should hold true on new data with suffi­

cient degree of certainty. 
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• Novel means that the patterns are not previously known to the user within the con­
te.>..1: of the system being analyzed. 

• Potentially useful means that the discovered patterns should lead to some benefit to 
the user or task. 

• Ultimately understandable means that the pattern should make business sense that 
leads to user saying "mmm! It makes sense; why didn't I think of that" if not imme­
diately, at least after some postprocessing. 

Data mining is not a new discipline but rather a new definition for the use of many 
disciplines. Data mining is tightly positioned at the intersection of many disciplines, including 
statistics, at1:ificial intelligence, machine learning, management science, information 
systems, and databases (see Figure 4.2). Using advances in all of these disciplines, data 
mining strives to make progress in extracting useful information and knowledge from large 
databases. It is an emerging field that has attracted much attention in a ve1y short time. 

The following are the major characteristics and objectives of data mining: 

• Data are often buried deep within very large databases, which sometimes contain 
data from several years. In many cases, the data are cleansed and consolidated into 
a data warehouse. 

• The data mining environment is usually a client/server architecture or a Web-based 
information systems architecture. 

• Sophisticated new tools, including advanced visualization tools, help to remove tI1e 
information ore buried in corporate files or archival public records. Finding it 
involves massaging and synchronizing the data to get the right results. Cutting-edge 
data miners are also exploring the usefulness of soft data (i.e., unstructured te}n: 
stored in such places as Lotus Notes databases , text files on the Internet, or enter­
prise-wide intranets) . 

• The· miner is often an end user, empowered by data drills and other power query 
tools to ask ad hoc questions and obtain answers quickly, with little or no program­
ming skill. 

FIGURE 4.2 Data Mining as a Blend of Multiple Disciplines. 
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• Striking it rich often involves finding an unexpected result and requires encl users to 
think creatively throughout the process, including the interpretation of the findings. 

• Data mining tools are readily combined with spreadsheets and other software devel­
opment tools. Thus, the mined data can be analyzed and deployed quickly and easily. 

• Because of the large amounts of data and massive search efforts, it is sometimes 
necessa1y to use parallel processing for data mining. 

A company that effectively leverages data mining tools and technologies can ac­
quire and maintain a strategic competitive advantage. Data mining offers organizations an 
indispensable decision-enhancing environment to exploit new opportunities by trans­
fonning data into a strategic weapon. See Nemati and Barko (2001) for a more detailed 
discussion on the strategic benefits of data mining. 

TECHNOLOGY INSIGHT 4.1 Data in Data Mining 

Data refers to a collection of facts usually obtained as the result of experiences, observations, or 
experiments. Data may consist of numbers, words, images, and so on as measurements of a set 
of variables . Data are often viewed as the lowest level of abstraction from which information 
and knowledge are derived. 

At the highest level of abstraction, one can classify data as categorical or numeric. The 
categorical data can be subdivided into nominal or ordinal data , whereas numeric data can 
be subdivided into interval or ratio. Figure 4.3 shows a simple taxonomy of data in data 
mining. 

• Categorical data represent the labels of multiple classes used to divide a variable into 
specific groups. Examples of categorical variables include race, sex, age group, and edu­
cational level. Although the latter two variables may also be considered in a numerical 
manner by using exact values for age and highest grade completed, it is often more in­
formative to categorize such variables into a relatively small number of ordered classes. 
The categorical data may also be called discrete data implying that it represents a finite 
number of values with no continuum between them. Even if the values used for the cate­
gorical (or discrete) variables are numeric, these numbers are nothing more than symbols 
and do not imply the possibility of calculating fractional values. 

• Nominal data contain measurements of simple codes assigned to objects as labels, which 
are not measurements. For example, the variable marital status can be generally categorized 
as (1) single, (2) married, and (3) divorced. Nominal data can be represented with binomial 
values having two possible values (e.g., yes/no, true/false, good/bad), or multinomial values 
having three or more possible values (e.g., brown/green/blue, white/black/Latino/Asian, 
single/married/ divorced). 

Data 

Categorical Numerical 

Nominal Ordinal Interval Ratio 

FIGURE 4.3 A Simple Taxonomy of Data in Data Mining. 
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• Ordinal data contain codes assigned to objects or events as labels that also represent 
the rank order amo ng them. For example, the variable credit score can be generally 
categorized as (1) low, (2) medium, and (3) high. Simllar ordered relationships can be 
seen in variables such as age group (i .e., child , young, miclclle aged, elderly) and ed­
ucational level (i.e., high school, college, graduate school). Some data mining algo­
rithms, such as ordinal multiple logistic regression, take into account this additional 
rank-order information to build a better class ification model. 

• Numeric data represent d1e numeric values of specific variables. Examples of numeri­
cally valued variables include age, number of chllclren, total household income (in U.S. 
dollars), travel distance (in miles), and temperature (in Fahrenheit degrees). Numeric val­
ues representing a variable can be integer (taking only whole numbers) or real (taking 
also the fractional number). The numeric data may also be called continuous data, imply­
ing drnt d1e variable contains continuous measures on a specific scale that allows inse1tion 
of interim values. Unlll<e a discrete variable, which represents finite, countable data, a 
continuous variable represents scalable measurements, and it is possible for me data to 
contain an infinite number of fractional values. 

• /11terval data are variables that can be measured on interval scales. A common ex­
ample of interval scale measurement is temperature on the Celsius sca le . In this par­
ticular scale, the unit of measurement is 1/ 100 of the difference between the melting 
temperature and the boiling tempera ture o f water in atmospheric pressure; that is, 

there is not an absolute zero value. 
• Ratio data include measurement variables commonly found in me physical sciences and 

engineering. Mass, lengd1, time, plane angle, energy, and electric charge are examples of 
physical measures drnt are ratio scales. The scale type takes its name from the fact that 
measurement is the estimation of d1e ratio between a magnitude of a continuous quantity 
and a unit magnitude of d1e same kind. Informally, d1e distinguishing feature of a ratio 
scale is d1e possession of a nonarbitra1y zero value. For example, the Kelvin temperature 
scale has a nonarbitra1y zero point of absolute zero, which is equal to -273.15 degrees 
Celsius. This zero point is nonarbitrary, because the pa1t icles drnt comprise matter at dus 
temperature have zero kinetic energy. 

• Other data types include elate/ time, unstructured text, image, and aud io. These data · 
types need to be converted into some form of categorica l or numeric representation 
before they can be processed by data mining algorithms. Data can also be classified 
as static or dynamic (i .e., temporal or time series). 

Some data mining methods are particular about the data types they can handle . 
Providing them with incompatible data types may lead to incorrect models or (more 
often) halt of the model development process. For example, some data mining methods 
need all of the va riables (both input as well as output) represented as numerica lly va lued 
va riables (e.g., neural networks, support vector machines, logistic regression). The nomi­
nal or ordinal va riables are converted into numeric representations using some type of 
1-of -N pseudo variables (e.g ., a ca tegorica l variable with three unique values can be 
transformed into three pseudo va riables with binary values-1 or 0). Because this process 
may increase the number of va riables, one should be cautious about the effect of such 
representations, especia lly fo r the categorical variables that have large number of unique 

values. 
Similarly, some data mining methods, such as ID3 (a classic decision tree algorithm) 

and rough sets (a relatively new rule induction algorithm), need all of the variables rep­
resented as categorica lly valued variables. Ea rly versions of these methods required the 
user to discre tize numeric variables into categorical representations before they could be 
processed by the algorithm. The good news is that most implementations of these algo­
rithms in widely ava ilable software tools accept a mix of numeric and nominal va riables 
and internally make the necessa1y conversions before processing the data. 

Application Case 4.2 
Police Department Fights Crime with Data Mining 
Shrinking resources, few lea ds, and aging cases 
complicate the fight against crime . At a police de­
partment in the United Kingdom, investigators find 
that these challenges limit the cases they can tackle . 
High-volume cases without definite leads, such as 
house burglaries and vehicle thefts that lack clear 
evidence, are often filed away until new evidence 
is found . Therefore, the challenge for the police 
department was to determine a way to quickly and 
easily find patterns and trends in unsolved criminal 
cases. 

Each electronic case file at the police depart­
ment contains physical descriptions of the thieves as 
well as their modus operandi (MO). Whereas many 
cases lacking evidence were previously filed away, 
the department is now reexamining them, and doing 
it more quickly than ever before. In PASW Modeler, 
the data modeler uses two Kohonen networks to 
cluster similar physical descriptions and MOs and 
then combines clusters to see whether groups of 
similar physical descriptions coincide with groups of 
similar MOs. If a good match is found and the per­
petrators are known for one or more of the offenses, 
it is possible that the unsolved cases were commit­
ted by the same individuals. 

How Data Mining Works 
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The analytical team further investigates the clus­
ters, using statistical methods to verify the similarities' 
impottance. If clusters indicate that the same criminal 
might be at work, the department is likely to reopen 
and investigate the other crimes. Or, if the criminal is 
unknown but a large cluster indicates the same of­
fender, the leads from these cases can be combined 
and the case reprioritized . The department is also 
investigating the behavior of prolific repeat offenders, 
w ith the goal of identifying crimes that seem to fit 
their behavioral pattern. The department hopes that 
the PASW Modeler will enable it to reopen old cases 
and make connections with !mown perpetrators. 

Police departments around the globe are 
enhancing their crime-fighting techniques with inno­
vative twenty-first-centu1y approaches of applying 
data mining technology to prevent criminal activity. 
Success stories can be found on Web sites of major 
data mining tool and solution providers (e.g., SPSS, 
SAS, StatSoft, Salford Systems) as well as the major 
consultancy companies. 

Source: "Po lice Dep artme nt Fights Crime with SPSS Inc. 
Technology," sp ss.com/succes s/pdf/WMPCS-1208.pdf (ac­
cessed on May 25, 2009). 

Using existing and relevant data, data mining builds models to identify patterns among 
the attributes presented in the dataset. Models are the mathematical representations (sim­
ple linear relationships and/or complex highly nonlinear relationships) that identify the 
patterns among the attributes of the objects (e.g ., customers) described in the dataset. 
Some of these patterns are explanato1y (explaining the interrelationships and affinities 
among the attributes), whereas others are predictive (foretelling future va lues of certain 
attributes). In general, data mining seeks to identify four major types of patterns: 

1. Associations find the commonly co-occurring groupings of things, such as beer and 
diapers going together in market-basket analysis. 

2. Predictions te ll the nature of fu ture occurrences of certain events based on what has 
happened in the past, such as predicting the winner of the Super Bowl or forecast­
ing the absolute temperature of a particular day. 

3. Clusters identify natural groupings of things based on their known characteristics, 
such as assigning customers in d ifferent segments based on their demographics and 
past purchase behaviors. 

4. Sequential relationships discover time-ordered events, such as predicting that an 
existing banking customer who already has a checking account will open a savings 
account followed by an investment account within a yea r. 
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These types of patterns have been manually extracted from data by humans for 
centuries, but the increasing volume of data in modern times has created a need for more 
automatic approaches. As datasets have grown in size and complexity, direct manual data 
analysis has increasingly been augmented with indirect, automatic data processing tools 
that use sophisticated methodologies, methods, and algorithms . The manifestation of 
such evolution of automated and semiautomated means of processing large datasets is 
now commonly referred to as data mining. 

Generally speaking, data mining tasks can be classified into three main categories: 
prediction, association, and clustering. Based on the way in which the patterns are ex­
tracted from the historical data , the learning algorithms of data mining methods can be 
classified as either supervised or unsupervised . With supervised learning algorithms, the 
training data include both the descriptive attributes (i.e ., independent variables or deci­
sion variables) as well as the class attribute (i .e ., output variable or result variable) . In 
contrast, with unsupet'vised learning, the training data include only the descriptive at­
tributes. Figure 4.4 shows a simple taxonomy for data mining tasks, along with the learn­
ing methods, and popular algorithms for each of the data mining tasks. 

PREDICTION Prediction is commonly referred to as the act of telling about the future . It 
differs from simple guessing by taking into account the experiences, opinions, and other 
relevant information in conducting the task of foretelling. A term that is commonly asso­
ciated with prediction is forecasting. Even though many believe that these two terms are 
synonymous, there is a subtle but critical difference between the two. Whereas prediction 
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is largely experience and opinion based , forecasting is data and model based. That is, in 
order of increasing reliability, one might list the relevant terms as guessing, predicting, 
and forecasting, respectively. In data mining terminology, prediction and forecasting are 
used synonymously, and the term prediction is used as the common representation of the 
act. Depending on the nature of what is being predicted, prediction can be named more 
specifically as classification (where the predicted thing, such as tomorrow's forecast, is a 
class label such as "rainy" or "sunny") or regression (where the predicted thing, such 
tomorrow's temperature , is a real number such as "65°F"). 

CLASSIFICATION Classification, or supervised induction, is perhaps the most common 
of all data mining tasks. The objective of classification is to analyze the historical data 
stored in a database and automatically generate a model that can predict future behavior. 
This induced model consists of generalizations over the records of a training dataset, 
which help distinguish predefined classes. The hope is that the model can then be used 
to predict the classes of other unclassified records and, more important, to accurately pre­
dict actual future events. 

Common classification tools include neural networks and decision trees (from 
machine learning), logistic regression and discriminant analysis (from traditional statistics), 
and emerging tools such as rough sets , support vector machines, and genetic algorithms. 
Statistics-based classification techniques (e.g., logistic regression and discriminant analysis) 
have received their share of criticism-that they make unrealistic assumptions about the 
data, such as independence and normality-which limits their use in classification-type 
data mining projects. 

Neural networks (see Section 4.5 for a detailed coverage of this popular machine­
learning algorithm) involve the development of mathematical structures (somewhat 
resembling the biological neural networks in human brain) that have the capability to 
learn from past experiences presented in the form of well-structured datasets. They tend 
to be more effective when the number of variables involved is rather large and the rela­
tionships among them are complex and imprecise. Neural networks have disadvantages 
as well as advantages. For example, it is usually ve1y difficult to provide a good rationale 
for the predictions made by a neural network. Also, neural networks tend to need consider­
able training. Unfortunately, the time needed for training tends to increase exponentially 
as the volume of data increases, and in general, neural networks cannot be trained on 
ve1y large databases . These and other factors have limited the applicability of neural net­
works in data-rich domains. 

Decision trees classify data into a finite number of classes based on the values of the 
input variables. Decision trees are essentially a hierarchy of if-then statements and are 
thus significantly faster than neural networks. They are most appropriate for categorical 
and interval data. Therefore, incorporating continuous variables into a decision tree 
framework requires discretization; that is, converting continuous valued numerical vari­
ables to ranges and categories. 

A related category of classification tools is rule induction. Unlike with a deci­
sion tree, with rule induction the if-then statements are induced from the training data 
directly, and they need not be hierarchical in nature. Other, more recent techniques such 
as SVM, rough sets, and genetic algorithms are gradually finding their way into the 
arsenal of classification algorithms as representatives of advanced intelligent systems. 

CLUSTERING Clustering partitions a collection of things (e.g. , objects and events pre­
sented in a structured dataset) into segments (or natural groupings) whose members 
share similar characteristics. Unlike in classification, in clustering, the class labels are un­
known. As the selected algorithms go through the dataset, identifying the commonalities 
of things based on their characteristics, the clusters are established . Because the clusters 
are determined using a heuristic-type algorithm, and because different algorithms may 
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end up with different sets of clusters for the same datase t, it may be necessary for an 
expert to interpret, and potentially modify, the suggested clusters before the results of 
clustering techniques are put to actual use. After reasonable clusters have been identified, 
they can be used to classify and interpret new data. 

Not surprisingly, clustering techniques include optimization. The goal of clustering 
is to create groups so that the members within each group have maximum similarity and 
the members across groups have minimum similarity. The most commonly used cluster­
ing techniques include k-means (from statistics) and self-organizing maps (from machine 
learning), which is a unique neural network architecture developed by Kohonen (1982). 

Firms often effectively use their data mining systems to perform market segmenta­
tion with cluster analysis. Cluster analysis is a means of identifying classes of items so that 
items in a cluster have more in common with each other than with items in other clusters. 
It can be used in segmenting customers and directing appropriate marketing products to 
the segments at the right tin1e in the right format at the right price. Cluster analysis is also 
used to identify natural groupings of events or objects so that a common set of character­
istics of these groups can be identified to describe them. Application Case 4.3 describes 
how cluster analysis was combined with other data mining techniques to identify the 
causes of accidents. 

ASSOCIATIONS Associations, or association nt!e learning in data mining, is a popular 
and well-researched technique for discovering interesting relationships among variables in 
large databases. Thanks to automated data-gathering technologies such as bar code 

Application Case 4.3 
Motor Vehicle Accidents and Driver Distractions 

Driver distraction is at center stage in highway 
safety. A study published in 1996 by the National 
Highway Traffic Safety Administration concluded 
that roughly 25 to 30 percent of the injuries caused 
by car crashes were due to driver distraction. In 
1999, according to the Fatality Analysis Reporting 
System (FARS) developed by the National Centre for 
Statistics and Analysis, 11 percent of fatal crashes 
(i.e., 4,462 fatalities) were due to driver inattention. 

A study was conducted to extract the patterns 
of distraction factors at traffic accidents. Data mining 
was used to draw the correlations and associations of 
factors from the crash datasets provided by FARS. 
Tlu·ee data mining techniques (Kohonen type neural 
networks, decision trees, and multilayer perceptron­
type neural networks) were used to find different 
combinations of distraction factors that correlated 
with and potentially explained the high accident 
rates. The Kohonen type neural network identified 
natural clusters and revealed patterns of input vari­
ables in the collection of data. Decision trees ex­
plored and classified the effect of each incident on 

successive events and also suggested the relationship 
between inattentive drivers and physical/mental con­
ditions. Finally, a multilayer perceptron type neural 
network model was trained and tested to discover 
the relationships between inattention and other driv­
er-related factors in these traffic crashes. Clementine 
from SPSS was used to mine the data obtained from 
the FARS database for all tlu·ee model types. 

The prediction and exploration model identi­
fied 1,255 drivers who were involved in accidents in 
which inattention was one of tl1e leading driver fac­
tors that led to a crash. Rear, head-on, and angled 
collisions, among other various output variables, 
were among the factors that had significant impact 
on the occurrence of crashes and their severity. 

Sources: Based on W. S. Tseng, I-!. Nguyen, J. Liebowitz, and 
W. Agresti, "Distractions and Motor Vehicle Accidents: Data Mining 
Application on Fatality Analysis Repo1ting System (FARS) Data Files," 
l11d11strial Management & Data Systems, Vol. 105, No. 9, Janua1y 
2005, pp. 1188--1205; and]. Liebowitz, "New Trends in Intelligent 
Systems," Presentation made at University of Granada, docto-si.ugr. 
es/seminario2006/pt'esentaciones/jay.ppt (accessed May 2009). 
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scanners, the use of association rules for d iscovering regularities among products in large-
scale transactions recorded by point-of-sale (POS) systems in supermarkets has become a 
conrn1on knowledge-discove1y task in the retail industry. In the context of the retail indus-
try, association rule mining is often called market-basket analysis. 

Two commonly used derivatives of association rule mining are link analysis 
and sequence mining. With link analysis, the linkage among many objects of inter­
est is discovered automatically, such as the link between Web pages and referential 
relationships among groups of academic publication authors. With sequence mining, 
relationships are examined in terms of their o rder of occurrence to identify associa­
tions over time . Algorithms used in association rule mining include the popu lar 
Apriori (where frequent itemsets are identified) and PP-Growth, OneR, ZeroR, and 
Eclat. 

VISUALIZATION AND TIME-SERIES FORECASTING Two techniques often associated with 
data mining are visualization and time-series foi·ecasting. Visualization can be used in 
conjunction with other data mining techniques to gain a clearer understanding of under­
lying relationships. With time-series forecasting, the data are a series of values of the 
same variable that is captured and stored over time. These data are then used to develop 
models to extrapolate the future values of the same phenomenon. 

HYPOTHESIS- OR DISCOVERY-DRIVEN DATA MINING Data mining can be hyp othesis 
driven or discovery driven. Hypothesis-driven data mining begins with a proposition 
by the user, who then seeks to validate the truthfulness of the proposition. For example, 
a marketing manager may begin with the following proposition : "Are DVD player sales 
related to sales of television sets?" 

Discovery-driven data mining finds patterns, associations, and other relation­
ships hidden within datasets. It can uncover facts that an organization had not previously 
known or even contemplated. 

SECTION 4.1 REVIEW QUESTIONS 

1. Define data mining. Why are there many different names and defini tions for data 
mining? 

2. What recent factors have increased the popularity of data mining? 

3. Is data mining a new discipline? Explain. 

4. What are some major data mining methods and algorithms? 

5. What are the key differences between the major data mining methods? 

4.2 DATA MINING APPLICATIONS 

Data mining has become a popular tool in addressing many complex businesses issues. It 
has been proven to be very successful and helpful in many areas, some of which are 
shown by the following representative examples. The goal of many of these business 
data mining applications is to solve a pressing problem or to explore an emerging busi­
ness opportunity in order to create a sustainable competitive advantage. 

• Custome1· relationship management. Customer relationship management 
(CRM) is the new and emerging extension of traditional marketing. The goal of 
CRM is to create one-on-one relationships with customers by developing an inti­
mate understanding of their needs and wants. As businesses build relationships 
with their customers over time through a variety of transactions (e.g., product 
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inquiries, sales, service requests , warranty calls) , they accumulate tremendous 
amount of data. When combined with demographic and socioeconomic attributes, 
this information-rich data can be used to (1) identify most likely responders/ 
buyers of new products/ services (i.e., customer profiling); (2) understand the 
root causes of customer attrition in order to improve customer retention (i.e., 
churn ana lysis); (3) discover time-variant associations between products and 
services to maximize sales and customer va lu e; and ( 4) identify the most prof­
itable customers and their preferential needs to strengthen relationships and to 
maximize sales. 

•Banking. Data mining can help banks with the following: (1) automating the 
loan application process by accurately predicting the most probable defaulters; 
(2) detecting fraudulent credit card and online-banking transactions; (3) identify­
ing ways to maximize customer va lue by selling them products and services that 
they are most likely to buy; and (4) optimizing the cash return by accurately 
forecasting the cash flow on banking entities (e.g., ATM machines, banking 
branches). 

•Retailing and logistics. In the retailing industry, data mining can be used to 
(1) predict accurate sales volumes at specific retail locations in order to determine 
correct invento1y levels; (2) identify sales relationships between different products 
(with market-basket analysis) to improve the store layout and optimize sales pro­
motions; (3) fo recast consumption levels of different product types (based on sea­
sonal and environmental conditions) to optimize logistics and hence maximize 
sa les; and (4) discover interesting patterns in the movement of products (espe­
cially for the products that have a limited shelf life because they are prone to expi­
ration, perishability, and contamination) in a supply chain by analyzing sensory 
and RFID data. 

•Manufacturing and production. Manufacturers can use data mining to (1) pre­
dict machine1y failures before they occur through the use of senso1y data (enabling 
what is called condition-based maintenance); (2) identify anomalies and common­
ali ties in production systems to optimize manufacturing capacity; and (3) discover 
novel patterns to identify and improve product quality. 

• Brokerage and securities trading. Brokers and traders use data mining to 
(1) predict when and how much certain bond prices will change; (2) forecast the 
range and direction of stock fluctuations; (3) assess the effect of particular issues 
and events on overall market movements; and ( 4) identify and prevent fraudulent 
activities in securities trading. 

• Insurance. The insurance industry uses data mining techniques to (1) forecast 
claim amounts for property and medical coverage costs for better business plan­
ning; (2) determine optimal rate plans based on the analysis of claims and customer 
data; (3) predict which customers are more likely to buy new policies with special 
features; and ( 4) identify and prevent incorrect claim payments and fraudulent 
activities. 

• Computer hardware and software. Data mining can be used to (1) predict 
disk drive failures well before they actually occur; (2) identify and filter unwanted 
Web content and e-mail messages; (3) detect and prevent computer network secu­
rity bridges; and ( 4) identify potentially unsecure software products. 

• Government and defense. Data mining also has a number of military appli­
cations. It can be used to (1) forecast the cost of moving milita1y personnel and 
equipment; (2) predict an adversary's moves to develop more successful strategies 
for milita1y engagements; (3) predict resource consumption for better planning and 
budgeting; and ( 4) identify classes of unique experiences, strategies, and lessons 

Chapter 4 • Data Mining for Business Intelligence 147 

learned from military operations for better knowledge sharing throughout the 
organization. 

•Travel industry (airlines, hotels/resorts, rental car companies). Data 
mining has a variety of uses in the travel industry. It is successfully used to 
(1) predict sales of different services (seat types in airplanes , room types in 
hotels/ resorts, car types in rental car companies) in order to optimally price serv­
ices to maximize revenues as a function of time-varying transactions (commonly 
referred to as yield management); (2) forecast demand at different locations to 
better allocate limited organizational resources; (3) identify the most profitable 
customers and provide them with personalized services to maintain their repeat 
business; and (4) retain valuable employees by identifying and acting on the root 
causes for attrition. 

•Health care. Data mining has a number of health care applications. It can be 
used to (1) identify people without health insurance and the factors underlying this 
undesired phenomenon; (2) identify novel cost-benefit relationships between differ­
ent treatments to develop more effective strategies; (3) forecast the level and the 
time of demand at different service locations to optimally allocate organizational 
resources; and ( 4) understand the underlying reasons for customer and employee 
attrition. 

•Medicine. Use of data mining in medicine should be viewed as an invaluable 
complement to traditional medical research, which is mainly clinical and biological 
in nature. Data mining analyses can (1) identify novel patterns to improve surviv­
ability of patients with cancer; (2) predict success rates of organ transplantation 
patients to develop better donor-organ matching policies; (3) identify the functions 
of different genes in the human cht·omosome (known as genomics); and ( 4) dis­
cover the relationships between symptoms and illnesses (as well as illnesses and 
successful treatments) to help medical professionals make informed and correct 
decisions in a timely manner. 

• E11terlainme11t illdustry. Data mining is successfully used by the entertainment 
industry to (1) analyze viewer data to decide what programs to show during 
prime time and how to maximize returns by knowing where to insert advertise­
ments; (2) predict the financial success of movies before they are produced to 
make investment decisions and to optimize the returns; (3) forecast the demand at 
different locations and different times to better schedule entertainment events and 
to optimally allocate resources; and ( 4) develop optimal pricing policies to maxi­
mize revenues. 

• Homela11d security a11d law enforcement. Data mining has a number of home­
land security and law enforcement applications. Data mining is often used to 
(1) identify patterns of terrorist behaviors (see Application Case 4.4 for a recent ex­
ample of use of data mining to track funding of terrorists ' activities); (2) discover 
crime patterns (e.g., locations, timings, criminal behaviors, and other related attrib­
utes) to help solve criminal cases in a timely manner; (3) predict and eliminate 
potential biological and chemical attacks to a nation's critical infrastructure by ana­
lyzing special-purpose senso1y data; and (4) identify and stop malicious attacks on 
critical information infrastructures (often called information waifare). 

• Sports. Data mining was used to improve the performance of National 
Basketball Association (NBA) teams in the United States. The NBA developed 
Advanced Scout, a PC-based data mining application that coaching staff use to 
discover interesting patterns in basketball game data. The pattern interpretation is 
faci litated by allowing the user to relate patterns to videotape. See Bhandari et al. 
0997) for details. 
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Application Case 4.4 
A Mine on Terrorist Funding 
The terrorist attack on the World Trade Center on 
September 11, 2001, underlined the importance of 
open source intelligence. The USA PATRIOT Act and 
the creation of the U.S . Department of Homeland 
Security heralded the potential application of infor­
mation technology and data mining techniques to 
detect money laundering and other forms of terrorist 
financing. Law enforcement agencies have been fo­
cusing on money laundering activities via normal 
transactions through banks and other financial serv­
ice organizations. 

Law enforcement agencies are now focusing 
on international trade pricing as a terrorism funding 
tool. International trade has been used by money 
launderers to move money silently out of a count1y 
without attracting government attention. This trans­
fer is achieved by ove1valuing imports and under­
valuing exports. For example, a domestic importer 
and foreign exporter could form a partnership and 
ove1value imports, thereby transferring money from 
the home countiy, resulting in crimes related to cus­
toms fraud, income tax evasion, and money laun­
dering. The foreign exporter coufd be a member of 
a terrorist organization. 

Data mining techniques focus on analysis of 
data on import and export ti·ansactions from the U.S. 
Department of Commerce and commerce-related 
entities. Import prices that exceed the upper quaitile 
import prices and export prices that are lower than 
the lower quartile export prices are tracked. The 
focus is on abnormal transfer prices between corpo­
rations that may result in shifting taxable income and 
taxes out of the United States . An obse1ved price 
deviation may be related to income tax avoidance/ 
evasion, money laundering, or terrorist financing . 
The obse1ved price deviation may also be due to an 
error in the U.S. trade database. 

Data mining will result in efficient evaluation 
of data, which, in turn, w ill aid in the fight against 
terrorism. The application of information technology 
and data mining techniques to financial ti·ansactions 
can contribute to better intelligence information. 

Sources: Based on J. S. Zdanowic, "Detecting Money Laundering 
and Terrorist Financing via Data Mining," Communications of the 
ACM, Vol. 47, No. 5, May 2004, p. 53; and R. J. Bolton, "Statistical 
Fraud Detection: A Review," Statistical Sc ie11ce, Vol. 17, No. 3, 
.Janua1y 2002, p. 235. 

SECTION 4.2 REVIEW QUESTIONS 

1. What are the major application areas for data mining? 

2 . Identify at least five specific applications of data mining and list five common charac­
teristics of these applications. 

3. What do you think is the most prominent application area for data mining? Why? 

4. Can you think of other application areas for data mining not discussed in this section? 
Explain. 

4.3 DATA MINING PROCESS 

In order to systematically carry out data mining projects, a general process is usually fol­
lowed. Based on best practices, data mining researchers and practitioners have proposed 
several processes (workflows or simple step-by-step approaches) to maximize the 
chances of success in conducting data mining projects. These efforts have led to several 
standardized processes, some of which (a few of the most popular ones) are described in 
this section. 

One such standardized process, arguably the most popular one, Cross-Indust1y 
Standard Process for Data Mining-CRISP-OM-was proposed in the mid-1990s by a 
European consortium of companies to se1ve as a nonproprietary standard methodology 
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FIGURE 4.5 The Six-Step CRISP-OM Data Mining Process. Source: Adapted from CRISP-DM.org. 

for data mining (CRISP-DM, 2009). Figure 4.5 illustrates this proposed process, which is a 
sequence of six steps that starts with a good understanding of the business and the need 
for the data mining project (i .e., the application domain) and ends with the deployment 
of the solution that satisfied the specific business need. Even though these steps are se­
quential in nature, there is usually a great deal of backtracking. Because the data mining 
is driven by experience and experimentation, depending on the problem situation and 
the knowledge/ experience of the analyst, the whole process can be very iterative (i .e., 
one should expect to go back and forth through the steps quite a few times) and time 
consuming. Because latter steps are built on the outcome of the former ones, one should 
pay extra attention to the earlier steps in order not to put the whole study on an incorrect 
path from the onset. 

Step 1: Business Understanding 

The key element of any data mining study is to know what the study is for. Answering 
such a question begins with a thorough understanding of the managerial need for new 
knowledge and an explicit specification of the business objective regarding the study to 
be conducted . Specific questions such as "What are the common characteristics of the 
customers we have lost to our competitors recently?" or "What are typical profiles of our 
customers, and how much va lue does each of them provide to us?" need to be addressed. 
Then a project plan for finding such knowledge is developed that specifies the people re­
sponsible for collecting the data, analyzing the data, and reporting the findings. At this 
early stage, a budget to support the study should also be established, at least at a high 
level with rough numbers. 
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Step 2: Data Understanding 

A data mining study is specific to addressing a well-defined business task, and different 
business tasks require different sets of data. Following the business understanding, the main 
activity of the data mining process is to identify the relevant data from many available data­
bases. Some key points must be considered in the data identification and selection phase. 
First and foremost, the analyst should be clear and concise about the description of the data 
mining task so that the most relevant data can be identified. For example, a retail data min­
ing project may seek to identify spending behaviors of female shoppers, who purchase sea­
sonal clothes, based on their demographics, credit card transactions, and socioeconomic 
attributes. Furthermore, the analyst should build an intimate understanding of the data 
sources (e.g., where the relevant data are stored and in what form; what the process of 
collecting the data is-automated versus manual; who the collectors of it are; and how 
often it is updated) and the variables (e.g., What are the most relevant variables? Is there 
any synonymous and/or homonymous variables? Are the variables independent of each 
other-do they stand as a complete information source without overlapping or conflicting 
information?). 

In order to better understand the data, the analyst often uses a variety of statistical 
and graphical techniques, such as simple statistical summaries of each variable (e.g., for 
numeric variables , the average, minimum/ maximum, median, standard deviation are 
among the calculated measures, whereas for categorical variables , the mode and fre­
quency tables are calculated) , correlation analysis, scatter plots, histograms, and box plots. 
A careful identification and selection of data sources and the most relevant variables can 
make it easier for data mining algorithms to quickly discover useful knowledge patterns. 

Data sources for data selection can vary. Normally, data sources for business appli­
cations include demographic data (such as income, education, number of households, 
and age), so~iographic data (such as hobby, club membership, and entertainment), trans­
actional data (sa les record , credit card spending, and issued checks), and so on. 

Data can be categorized as quantitative and qualitative. Quantitative data are meas­
ured using numeric values. This data can be discrete (such as integers) or continuous 
(such as real numbers). Qualitative data , also known as categorical data, contain both 
nominal and ordinal data. Nominal data have finite nonordered values (e.g., gender data, 
which have two values: male and female). Ordinal data have finite ordered values. For 
example, customer credit ratings are considered ordinal data because the ratings can be 
excellent, fair, and bad. 

Quantitative data can be readily represented by some sort of probability distribu­
tion. A probability distribution describes how the data are dispersed and shaped. For 
instance, normally distributed data are symmetric and are commonly referred to as being 
a bell-shaped curve. Qualitative data may be coded to numbers and then described by 
frequency distributions. Once the relevant data are selected according to the data mining 
business objective, data preprocessing should be pursued. 

Step 3: Data Preparation 

The purpose of data preparation (or more commonly ca lled as data preprocessing) is to 
take the data identified in the previous step and prepare them for analysis by data mining 
methods. Compared to the other steps in CRISP-DM, data preprocessing consumes the 
most time and effort; most believe that this step accounts for roughly 80 percent of the 
total time spent on a data mining project. The reason for such an enormous effort spent 
on this step is the fact that rea l-world data are generally incomplete (lacking attribute val­
ues, lacking certa in attributes of interest, or containing only aggregate data), noisy (con­
taining errors or outliers), and inconsistent (containing discrepancies in codes or names). 
Figure 4.6 shows the four main steps needed to convert the raw, real-world data into 
minable datasets. 
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• Reduce number of variables 
• Reduce number of cases 
• Balance skewed data 

In the first phase of data preprocessing, the relevant data are collected from the iden­
tified sources (accomplished in the previous step-Data Understanding-of CRISP-DM 
process), the necessary records and variables are selected (based on an intimate under­
standing of the data , the unnecessa1y sections are filtered out), and the records coming 
from multiple data sources are integrated (again, using the intimate understanding of the 
data, the synonyms and homonyms are to be handled properly). 

In the second phase of data preprocessing, the data are cleaned (this step is also 
known as data scrubbing). In this step, the values in the dataset are identified and dealt 
with. In some cases, missing values are an anomaly in the dataset, in which case, they 
need to be imputed (filled with a most probable value) or ignored; in other cases, the 
missing values are a natural part of the dataset (e.g., the bousebold income field is often 
left unanswered by people who are in the top-income tier). In this step, the analyst should 
also identify noisy values in the data (i.e., the outliers) and smooth them out. Additionally, 
inconsistencies (unusual values within a variable) in the data should be handled using 
domain knowledge and/or expert opinion. 

In the third phase of data preprocessing, the data are transformed for better pro­
cessing. For instance, in many cases, the data are normalized between a certain minimum 
and maximum for all variables in order to mitigate the potential bias of one variable (hav­
ing large numeric values, such as for household income) dominating other variables 
(such as number of dependents or years in semice, which may potentially be more impor­
tant) having smaller values. Another transformation that takes place is discretization 
and/or aggregation. In some cases, the numeric variables are converted to categorical val­
ues (e .g., low, medium, and high); in other cases, a nominal variable's unique va lue 
range is reduced to a smaller set using concept hierarchies (e.g., as opposed to using the 
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individual states with 50 different values, one may choose to use several regions for a 
variable that shows location) in order to have a dataset that is more amenable to comput­
er processing. Still, in other cases, one might choose to create new variables based on the 
existing ones in order to magnify the information found in a collection of variables in the 
dataset. For instance, in an organ transplantation dataset, one might choose to use a sin­
gle variable showing the blood-type match (1: match; 0: no-match) as opposed to sepa­
rate multinominal values for the blood type of both the donor and the recipient. Such 
simplification may increase the information content while reducing the complexity of the 
relationships in the data. 

The final phase of data preprocessing is data reduction. Even though data miners 
like to have large datasets, too much data is also a problem. In the simplest sense, one can 
visualize the data commonly used in data mining projects as a flat file consisting of two di­
mensions: variables (the number of columns) and cases/ records (the number of rows) . In 
some cases (e.g., image processing and genome projects with complex microarray data), 
the number of variables can be rather large, and the analyst must reduce the number 
clown to a manageable size. Because the variables are treated as different dimensions that 
describe the phenomenon from different perspectives, in data mining, this process is 
commonly called dimensional reduction. Even though there is not a single best way to 
accomplish this task, one can use the findings from previously published literature; con­
sult domain experts; run appropriate statistical tests (e.g., principle component analysis or 
independent component analysis); and, more preferably, a combination of these tech­
niques to successfully reduce the dimensions in the data into a more manageable and 
most relevant subset. 

With respect to the other dimension (i.e., the number of cases), some datasets may 
include millions or billions of records. Even though computing power is increasing expo­
nentially, processing such a large number of records may not be practical or feasible. In 
such cases, 0;1e may need to sample a subset of the data for analysis . The underlying as­
sumption of sampling is that the subset of the data will contain all relevant patterns of the 
complete dataset. In a homogenous dataset, such an assumption may hold well, but real­
world data are hardly ever homogenous. The analyst should be extremely careful in se­
lecting a subset of the data that reflects the essence of the complete dataset and is not 
specific to a subgroup or subcategory. The data are usually sorted on some variable, and 
taking a section of the data from the top or bottom may lead to a biased dataset on spe­
cific values of the indexed variable; therefore, one should always t1y to randomly select 
the records on the sample set. For skewed data, straightfo1ward random sampling may 
not be sufficient, and stratified sampling (a proportional representation of different sub­
groups in the data is represented in the sample dataset) may be required. Speaking of 
skewed data, it is a good practice to balance the highly skewed data by either oversam­
pling the less represented or undersampling the more represented classes. Research has 
shown that balanced datasets tend to produce better prediction models than unbalanced 
ones (Wilson and Sharda, 1994). 

The essence of data preprocessing is summarized in Table 4.4, which maps the 
main phases (along with their problem descriptions) to a representative list of tasks and 
algorithms. 

Step 4: Modeling Building 
In this step, various modeling techniques are selected and applied to an already prepared 
dataset in order to address the specific business need . The model-building step also 
encompasses the assessment and comparative analysis of the various models built. 
Because there is not a universally known best method or algorithm for a data mining task, 
one should use a variety of viable model types along with a well-defined experimentation 
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TABLE 4.4 A Summary of Data Preprocessing Tasks and Potential Methods 

Main Task 

Data 
consolidation 

Data cleaning 

Data 
transformation 

Subtasks 

Access and collect 
the data 

Select and filter 
the data 

Integrate and unify 
the data 

Handle missing 
values in the data 

Identify and reduce 
noise in the data 

Find and eliminate 
erroneous data 

Normalize the data 

Discretize or 
aggregate the data 

Construct new 
attributes 

Data reduction Reduce number of 
attributes 

Reduce number of 
records 

Balance skewed 
data 

Popular Methods 

SQL queries, software agents, Web services. 

Domain expertise, SQL queries, statistical tests. 

SOL queries, domain expertise, ontology-driven data 
mapping. 

Fill in missing values (imputations) with most appropriate 
values (mean, median, min/max, mode, etc.); recode the 
missing values with a constant such as "ML"; remove 
the record of the missing value; do nothing. 

Identify the outliers in data with simple statistical 
techniques (such as averages and standard deviations) 
or with cluster analysis; once identified, either remove 
the outliers or smooth them by using binning, 
regression, or simple averages. 

Identify the erroneous values in data (other than 
outliers), such as odd values, inconsistent class labels, 
and odd distributions; once identified, use domain 
expertise to correct the values or remove the records 
holding the erroneous values. 

Reduce the range of values in each numerically valued 
variable to a standard range (e.g .. O to 1 or -1 to + 1) by 
using a variety of normalization or scaling techniques. 

If needed, convert the numeric variables into discrete 
representations using range or frequency-based binning 
techniques; for categorical variables, reduce the number 
of values by applying proper concept hierarchies. 

Derive new and more informative variables from the 
existing ones using a wide range of mathematical 
functions (as simple as addition and multiplication or as 
complex as a hybrid combination of log 
transformations). 

Principle component analysis, independent component 
ana lysis, Chi-square testing, correlation analysis, and 
decision tree induction. 

Random sampling, stratified sampling, 
expert-knowledge-driven purposeful sampling . 

Oversample the less represented or undersample the 
more represented classes. 

and assessment strategy to identify the "best" method for a given purpose. Even for a sin­
gle method or algorithm, a number of parameters need to be calibrated to obtain optimal 
results. Some methods may have specific requirements on the way that the data are to be 
formatted; thus , stepping back to the data preparation step is often necessa1y. 

Depending on the business need, the data mining task can be of a prediction 
(either classification or regression), an association, or a clustering type. Each of these 
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data mining tasks can use a va riety of data mining methods and algorithms. Some of 
these data mining methods were explained earlier in this chapter, and some of the 
most popular algorithms, including decision trees for classification, k-means for clus­
tering, and the Apriori algorithm for association rule mining, are described later in 
this chapter. 

Step 5: Testing and Evaluation 

In step 5, the developed models are assessed and evaluated for their accuracy and 
generality. This ste p assesses the degree to which the selected model (or models) 
meets the business objectives and, if so, to what extent (i.e., do more models need to 
be developed and assessed). Another option is to test the developed model(s) in a 
real-world scenario if time and budget constraints permit. Even though the outcome 
of the developed models are expected to relate to the original business objectives, 
other findings that are not necessarily related to the original business objectives but 
that might also unveil additional information or hints for future directions are often 
discovered. 

The testing and evaluation step is a critical and challenging task. No value is added 
by the data mining task until the business value obtained from discovered knowledge 
patterns is identified and recognized. Determining the business value from discovered 
knowledge patterns is somewhat similar to playing with puzzles. The extracted knowl­
edge patterns are pieces of the puzzle that need to be put together in the context of the 
specific business purpose. The success of this identification operation depends on the 
interaction among data analysts, business analysts, and decision makers (such as busi­
ness managers). Because data analysts may not have the full understanding of the data 
mining objectives and what they mean to the business and the business analysts and 
decision makers may not have the technical knowledge to interpret the results of sophis­
ticated mathematical solutions, interaction among them is necessary. In order to proper­
ly interpret knowledge patterns, it is often necessa1y to use a variety of tabulation and 
visualization techniques (e.g., pivot tables, cross-tabulation of findings, pie charts, his­
tograms, box plots, scatter plots). 

Step 6: Deployment 

Development and assessment of the models is not the encl of the data mining project. 
Even if the purpose of the model is to have a simple exploration of the data, the knowl­
edge gained from such exploration will need to be organized and presented in a way that 
the end user can understand and benefit from it. Depending on the requirements, the 
deployment phase can be as simple as generating a report or as complex as implement­
ing a repeatable data mining process across the enterprise. In many cases, it is the cus­
tomer, not the data analyst, who carries out the deployment steps. However, even if the 
analyst will not carry out the deployment effort, it is important for the customer to under­
stand up front what actions need to be carried out in order to actually make use of the 
created models. 

The deployment step may also include maintenance activities for the deployed mod­
els. Because eve1ything about the business is constantly changing, the data that reflect the 
business activities also are changing. Over time, the models (and the patterns embedded 
within them) built on the old data may become obsole te , irrelevant, or misleading. 
Therefore, monitoring and maintenance of the models is important if the data mining re­
sults are to become a pa1t of the day-to-day business and its environment. A careful prepa­
ration of a maintenance strategy helps to avoid unnecessarily long periods of incorrect 
usage of data mining results. In order to monitor the deployment of the data mining re­
sult(s), the project needs a detailed plan on the monitoring process, w hich may not be a 
trivial task for complex data mining models. 

Application Case 4.5 
Data Mining in Cancer Research 

According to the American Cancer Society, ap­
proximately 1.5 million new cancer cases will be 
diagnosed in 2009. Cance r is the second-most 
common cause of death in the United States and in 
the world, exceeded only by cardiovascular dis­
ease. In the year 2010, 562,340 Americans are ex­
pected to die of cancer- more than 1,500 people a 
clay- accounting for nearly one of every four 
deaths. 

Cancer is a group of diseases generally char­
acterized by uncontrolled growth and spread of 
abnormal cells . If the growth and/ or spread is not 
controlled , it can result in death. Even though the 
exact reasons are not known, cancer is believed to 
be caused by both external factors (e.g., tobacco, 
infectious organisms, chemicals , and radia tion) 
and internal factors (e .g ., inherited mutations, hor­
mones, immune conditions, and mutations that 
occur from metabolism). These causal facto rs may 
act together or in sequence to initiate o r promote 
carcinogenesis. Cancer is treated w ith surge ry, 
radiation, chemotherapy, hormone therapy, bio­
logical the rapy, and targeted therapy. Survival 
statistics va1y greatly by cancer type and stage at 
diagnosis. 

The 5-year relative survival rate for all cancers 
diagnosed in 1996-2004 is 66 percent, up from 50 
percent in 1975-1977. The improvement in survival 
reflects progress in diagnosing certain cancers at an 
earlier stage and improvements in treatment. 
Further improvements are needed to prevent and 
treat cancer. 

Even though cancer research has traditionally 
been clinical and biological in nature , in recent 
years, data-driven analytic studies have become a 
common complement. In medical domains where 
data- and analytics-driven research have been ap­
plied successfully, novel research directions have 
been identified to further advance the clinical and 
biological studies. Using various types of data, in­
cluding molecular, clinical, literature-based , and 
clinical-tria l data, along with suitable data mining 
tools and techniques, researchers have been able to 
identify novel patterns, paving the road toward a 
cancer-free society. 
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In one study, Delen (2009) used three popular 
data mining techniques (decision trees, artificial neu­
ral networks (ANN), and support vector machines) 
in conjunction w ith logistic regression to develop 
prediction models for prostate cancer survivability. 
The dataset contained around 120,000 records and 
77 variables. A k-fold cross-validation methodology 
was used in model building, evaluation, and com­
p arison. The results showed that support vecto r 
models are the most accurate predictor (witl1 a test 
set accuracy of 92.85%) for this domain, followed 
by artificial neural networks and decision trees. 
Furthermore , using a sensitivity-analysis-based 
evaluation method, the study also revealed novel 
patterns related to prognostic factors of prostate 
cancer. 

In a related study, Delen et al. (2006) used 
two data mining algorithms (artificial neural net­
works and decision trees) and logistic regression 
to develop prediction mode ls for breas t cancer 
survival using a large dataset (more than 200,000 
cases). Using a 10-fold cross-validation method to 
measure the unbiased estimate of the p rediction 
models for performance comparison purposes, the 
resu lts indicated that the decision tree (C5 algo­
rithm) was the best predictor, with 93 .6 percent 
accuracy on the holdout sample (which was the 
best prediction accuracy reported in the literature); 
followed by artificial neura l networks, w ith 
91.2 percent accuracy; and logistic regression, with 
89.2 percent accuracy. Furthe r analysis of predic­
tion models revealed prioritized importance of the 
prognostic factors, which can then be used as 
basis for further clinica l and biological research 
studies. 

These examples (among many others in the 
medical literature) show that advanced data mining 
techniques can be used to develop models that pos­
sess a h igh degree of predictive as well as explana­
tory power. Although data mining methods are 
capable of extracting patterns and relationships hid­
den deep in large and complex medical databases, 
without the cooperation and feedback from the 
medical experts, their results are not be of much 
use. The patterns found via data mining methods 

( Continued) 
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Application Case 4.5 (Continued) 

should be evaluated by medical professionals who 
have years of experience in the problem domain to 
decide whether they are logical, actionable, and 
novel to warrant new research directions. In short, 
data mining is not to replace medical professionals 
and researchers, but to complement their invaluable 
efforts to provide data-driven new research direc­
tions and to ultimately save more human lives. 

Sources: D. Delen , "Analys is of Cancer Data: A Data Mining 
Approach," £,"(pert Systems, Vol. 26, No. 1, 2009, pp. 100-112; 
]. Thongkam, G. Xu, Y. Zhang, and F. Huang, "Toward Breast 
Ca ncer Survivability Prediction Models Through Improving 
Training Space," E:\pert Systems with Applications, 2009, in 
press; D. Deleo, G. Walker, and A. Kadam, "Predicting Breast 
Cancer Survivability: A Comparison of Three Data Mining 
Methods," Artificial Jn.telligence in Medicine, Vol. 34, No. 2, 
2005, pp. 113-127. 

Other Data Mining Standardized Processes and Methodologies 

In order to be applied successfully, a data mining study must be viewed as a process that 
follows a standardized methodology rather than as a set of automated software tools and 
techniques. In addition to CRISP-DM, there is another well-known methodology devel­
oped by the SAS Institute, called SEMMA (2009). The acronym SEMMA stands for "sam­
ple, explore, modify, model, and assess." 

Beginning with a statistically representative sample of the data, SEMMA makes it 
easy to apply exploratory statistical and visualization techniques , select and transform the 
most significant predictive variables, model the variables to predict outcomes, and con­
firm a model's accuracy. A pictorial representation of SEMMA is given in Figure 4.7. 

By assessing the outcome of each stage in the SEMMA process, the model developer 
can determine how to model new questions raised by the previous results and thus pro­
ceed back to the exploration phase for additional refinement of the data; that is, as with 
CRISP-DM SEMMA is driven by a highly iterative experimentation cycle. The main differ­
ence bet;een CRISP-DM and SEMMA is that CRISP-DM takes a more comprehensive 
approach-including understanding of the business and the relevant data-to data min­
ing projects , whereas SEMMA implicitly assumes that the data mining project's goals and 
objectives along with the appropriate data sources have been identified and understood. 

Assess 
(Evaluate the accuracy and 
usefulness of the models] 

Model 

Sample 
[Generate a representative 

sample of the data] 

Explore 
(Visualization and basic 
description of the data] 

Modify 
[Use variety of statistical and 

machine learning models] 
[Select variables, transform 

variable representations] 

FIGURE 4.7 SEMMA Data Mining Process. 
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FIGURE 4.8 Ranking of Data Mining Methodologies/Processes. Source: kdnuggets.com. Used with 

permission. 

Some practitioners commonly use the term knowledge discovery in databases 
(KDD) as a synonym for data mining. Fayyad et al. 0996) defined knowledge discoue1y 
in databases as a process of using data mining methods to find useful information and 
patterns in the data, as opposed to data mining, which involves using algorithms to iden­
tify patterns in data derived through the KDD process. KDD is a comprehensive process 
that encompasses data mining. The input to the KDD process consists of organizational 
data . The enterprise data warehouse enables KDD to be implemented efficiently because 
it provides a single source for data to be mined. Dunham (2003) summarized the KDD 
process as consisting of the following steps: data selection, data preprocessing, data trans­
formation, data mining, and interpretation/ evaluation . Figure 4.8 shows the polling 
results for the question, "What main methodology are you using for data mining?" (con­
ducted by kdnuggets.com in August 2007) . 

SECTION 4.3 REVIEW QUESTIONS 

1. What are the major data mining processes? 

2. Why do you think the early phases (understanding of the business and understanding 
of the data) take the longest in data mining projects? 

3. List and briefly define the phases in the CRISP-DM process. 

4. What are the main data preprocessing steps? Briefly describe each step and provide 
relevant examples. 

5. How does CRISP-DM differ from SEMMA? 

4.4 DATA MINING METHODS 

A variety of methods are available for performing data mining studies, including classifi­
cation, regression, clustering, and association. Most data mining software tools employ 
more than one technique (or algorithm) for each of these methods. This section describes 
the most popular data mining methods and explains the ir representative techniques. 
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Classification 

Classification is perhaps the most frequently used data mining method for real-world prob­
lems. As a popular member of the machine-learning family of techniques, classification 
learns patterns from past data (a set of information-traits, variables, features-on charac­
teristics of the previously labeled items, objects, or events) in order to place new instances 
(with unknown labels) into their respective groups or classes. For example, one could use 
classification to predict whether the weather on a particular day will be "sunny," "rainy,'' or 
"cloudy." Popular classification tasks include credit approval (i.e ., good or bad credit risk), 
store location (e.g., good, moderate, bad), target marketing (e.g., likely customer, no hope), 
fraud detection (i.e., yes, no), and telecommunication (e.g., likely to turn to another phone 
company, yes/ no). If what is being predicted is a class label (e.g., "sunny," "rainy,'' or 
"cloudy"), the prediction problem is called a classification, whereas if it is a numeric value 
(e.g., temperature such as 68°F), the prediction problem is called a 1·egi·ession. 

Even though clustering (another popular data mining method) can also be used to 
determine groups (or class memberships) of things, there is a significant difference be­
tween the two. Classification learns the function between the characteristics of things (i.e., 
independent variables) and their membership (i .e., output variable) through a supervised 
learning process, where both types (input and output) of variables are presented to the 
algoritlm1; in clustering, the membership of the objects is learned through an unsupervised 
learning process where only the input variables are presented to the algorithm. Unlike 
classification, clustering does not have a supe1vising (or controlling) mechanism that en­
forces the learning process; instead, clustering algorithms use one or more heuristics 
(e.g., multidimensional distance measure) to discover natural groupings of objects. 

The most common two-step methodology of classification-type prediction involves 
model development/ training and model testing/ deployment. In the model development 
phase, a coHection of input data , including the actual class labels, is used. After a model 
has been trained, the model is tested aga inst the holdout sample for accuracy assessment 
and eventually deployed for actual use where it is to predict classes of new data instances 
(where the class label is unknown). Several factors are considered in assessing the model, 
including the following: 

• Predictive accuracy. The model's ability to correctly predict the class label of 
new or previously unseen data . Prediction accuracy is the most commonly used 
assessment factor for classification models . To compute this measure, actual class 
labels of a test dataset are matched against the class labels predicted by the model. 
The accuracy can then be computed as the accuracy rate, which is the percentage 
of test dataset samples correctly classified by the model (more on this topic is pro­
vided later in this chapter). 

• Speed. The computational costs involved in generating and using the model, 
where faster is deemed to be better. 

• Robustness. The model's ability to make reasonably accurate predictions, given 

noisy data or data with missing and erroneous values. 
• Scalability. The ability to construct a prediction model efficiently given a rather 

large amount of data. 
• I11terpretability. The level of understanding and insight provided by the model 

(e.g., how and/ or what the model concludes on certain predictions). 

Estimating the True Accuracy of Classification Models 

In classification problems, the primary source for accuracy estimation is the confusion 
matrix (also called a classification matrix or a contingency table). Figure 4.9 shows a 
confusion matrix for two-class classification problem. The numbers along the diagonal 
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True Class 

Positive Negative 

True False 
Positive Positive 

Count [TP] Count [FP] 

False True 
Negative Negative 

Count (FNJ Count (TN) 

FIGURE 4.9 A Sample Confusion Matrix for Tabulation of Two-Class Classification Results. 

fr:om tl:e t'.pper left to the lower right represent correct decisions, and the numbers out­
side this diagonal represent the errors. 

Table 4.5 provid.e~ equations for common accuracy metrics for classification models. 
W~1en th.e cl~ss1f1cation problem is not binary, the confusion matrix gets bigger 

(a squa1e ~1a.tnx with the size of the unique number of class labels), and accuracy metrics 
becomes ltmrted to per class accuracy n1tes and the overall classifier accuracy. 

(True Classification),. 
C True Classification Rate),. = 

II 

~(False Class[ficaNon),. 
i=l 

II 

~(False Classification); 
C Overall Classifier Accuracy),. = _i_=_J ---------

Total Number of Cases 

,· Estimating the. accur~c~ of a classification model (or classifier) induced by a super­
' ised .lea1 nt?g algorithms is important for the following two reasons: First, it can be used 
to estunate its future prediction accuracy, which could imply the level of confidence one 

TABLE 4.5 Common Accuracy Metrics for Classification Models 

Metric 

True Positive Rate = __ 1P __ 
1P+ FN 

True Negative Rate = TN 
TN+ FP 

1P+ TN Accuracy= ------ --
1P + TN+ FP + FN 

TP Precision = ---
7P + FP 

Recall= __ r,_p_ 
TP+ FN 

Description 

The. ratio of cmrectly classified positives divided by the total 
pos1t1ve count (1.e., hit rate or recall) 

The ratio of correctly classified negatives divided by the 
total negative count (i.e., false alarm rate) 

The ratio of correctly classified instances (positives and 
negatives) divided by the total number of instances 

The ratio of correctly classified positives divided by the sum 
of co.rrectly classified positives and incorrectly classified 
pos1t1ves 

Ratio of correctly classified positives divided by the sum of 
correctly classified positives and incorrectly classified negatives 
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should have in the classifier's output in the prediction system. Second, it can be used for 
choosing a classifier from a given set (identifying the "best" classification model among 
the many trained). The following are among the most popular estimation methodologies 
used for classification-type data mining models. 

SIMPLE SPLIT The simple split (or holdout or test sample estimation) partitions the data 
into two mutually exclusive subsets called a training set and a test set (or holdout set). It is 
common to designate two-thirds of the data as the training set and the remaining one-third 
as the test set. The training set is used by the inducer (model builder), and the built classi­
fier is then tested on the test set. An exception to this rule occurs when the classifier is an 
artificial neural network. In this case, the data are partitioned into three mutually exclusive 
subsets: training, validation, and testing. The validation set is used during model building 
to prevent overfitting (more on artificial neura l networks can be found in Chapter 6). 
Figure 4.10 shows the simple split methodology. 

The main criticism of this method is that it makes the assumption that the data in the 
two subsets are of the same kind (i.e., have the exact same properties). Because this is a 
simple random partitioning, in most realistic datasets where the data are. skewed o~ the 
classification variable, such an assumption may not hold true. In order to improve this sit­
uation, stratified sampling is suggested, where the strata become the output variable . Even 
though this is an improvement over the simple split, it still has a bias associated from the 

single random partitioning. 

K-FOLD CROSS-VALIDATION In order to minimize the bias associated with the random 
sampling of the training and holdout data samples in comparing the predictive accuracy 
of two or more methods, one can use a methodology called k-fold cross-validation. In 
k-fold cross-validation, also called rotation estimation, the complete dataset is randomly 
split into k mutually exclusive subsets of approximately equal size. The classification 
model is trained and tested k times. Each time, it is trained on all but one fold and then 
tested on the remaining single fold. The cross-validation estimate of the overa ll accuracy 
of a model is calculated by simply averaging the Ii individual accuracy measures, as 
shown in the following equation: 

1 k 
CVA = -2:A; 

k;=l 

where CVA stands for cross-validation accuracy, k is the number of folds used, and A is the 
accuracy measure (e.g., hit-rate, sensitivity, specificity) of each fold. 
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FIGURE 4.10 Simple Random Data Splitting. 
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ADDITIONAL CLASSIFICATION ASSESSMENT METHODOLOGIES Other popular assess­
ment methodologies include the following: 

•Leave-one-out. The leave-one-out method is similar to the k-fold cross-validation 
where the k takes the value of 1; that is, eve1y data point is used for testing once on 
as many models developed as there are number of data points. This is a time­
consuming methodology, but for small datasets, sometimes it is a viable option. 

• Bootstrapping. With bootstrapping, a fixed number of instances from the orig­
inal data are sampled (with replacement) for training and the rest of the dataset is 
used for testing. This process is repeated as many times as desired . 

•jackknifing. Similar to the leave-one-out methodology; with jackknifing, the 
accuracy is calculated by leaving one sample out at each iteration of the estimation 
process. 

•Area u11der the ROC curve. The area under the ROC curve is a graphical as­
sessment technique where the true positive rate is plotted on the Y-axis and fa lse 
positive rate is plotted on the X-axis. The area under the ROC cu1ve determines the 
accuracy measure of a classifier: A value of 1 indicates a perfect classifier whereas 0.5 
indicates no better than random chance; in reality, the values would range between 
the two extreme cases. For example, in Figure 4.11 , A has a better classification per­
formance than B, while C is not any better than random chance of flipping a coin. 

CLASSIFICATION TECHNIQUES A number of techniques (or algorithms) are used for 
classification modeling, including the following: 

• Decision tree analysis. Decision tree analysis (a machine-learning technique) is 
arguably the most popular classification technique in the data mining arena . 
A detailed description of this technique is given in the following section. 
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• Statistical analysis. Statistical techniques were the prima1y classification algo­
rithm for many years until the emergence of machine-learning techniques. Statistical 
classification techniques include logistic regression and discriminant analysis , both 
of which make the assumptions that the relationships between the input and output 
variables are linear in nature, the data are normally distributed, and the variables are 
not correlated and are independent of each other. The questionable nature of these 
assumptions has led to the shift toward machine-learning techniques. 

• Neural networks. These are among the most popular machine-learning tech­
niques that can be used for classification-type problems. A detailed description of 
this technique is presented later in this chapter. 

• Case-based reasoning. This approach uses historical cases to recognize com­
monalities in order to assign a new case into most probable catego1y. 

•Bayesian classifiers. This approach uses probability theory to build classifi­
cation models based on the past occurrences that are capable of placing a new 
instance into a most probable class (or catego1y). 

• Genetic algorithms. The use of the analogy of natural evolution to build directed-
search-based mechanisms to classify data samples. 

• Rough sets. This method takes into account the partial membership of class labels 
to predefined categories in building models (collection of rules) for classification 

problems. 
A complete description of all of these classification techniques is beyond the scope 

of this book; so, only a few of the most popular ones are presented here. 

DECISION TREES Before describing the details of decision trees, we need to discuss some 
simple terminology. First, decision trees include many input variables that may have an 
impact on the .classification of different patterns. These input variables are usually called 
attributes. For example, if we were to build a model to classify loan risks on the basis of 
just two characteristics-income and a credit rating-these two characteristi~s would .be 
the attributes and the resulting output would be the class label (e.g., low, medmm, or high 
risk). Second, a tree consists of branches and nodes. A brancb represents the outcome of 
a test to classify a pattern (on the basis of a test) using one of the attributes. A leaf node at 
the encl represents the final class choice for a pattern (a chain of branches from the root 
node to the leaf node that can be represented as a complex if-then statement). 

The basic idea behind a decision tree is that it recursively divides a training set until 
each division consists entirely or primarily of examples from one class. Each nonleaf node 
of the tree contains a spl'it point, which is a test on one or more attributes and determines 
how the data are to be divided further. Decision tree algorithms, in general, build an initial 
tree from the training data such that each leaf node is pure, and they then prune the tree 
to increase its generalization, and hence the prediction accuracy on test data. 

In the growth phase, the tree is built by recursively dividing the data until each 
division is either pure (i.e., contains members of the same class) or relatively small. The 
basic idea is to ask questions whose answers would provide the most information, simi­
lar to what we may do when playing the game "Twenty Questions." 

The split used to partition the data depends on the type of the attribute used in the 
split. For a continuous attribute A, splits are of the form value(A) 

1. Create a root node and assign all of the training data to it. 
2. Select the best splitting attribute. 
3. Add a branch to the root node for each value of the split. Split the data into mutt1-

ally exclusive (nonoverlapping) subsets along the Jines of the specific split and 

mode to the branches. 
4. Repeat the steps 2 and 3 for each and eve1y leaf node until the stopping criteria is 

reached (e.g., the node is dominated by a single class label). 
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Many different algorithms have been proposed for creating decision trees. These 
algorithms differ primarily in terms of the way in which they determine the splitting attrib­
ute (and its split values), the order of splitting the attributes (splitting the same attribute 
only once or many times), the number of splits at each node (binary versus terna1y), the 
stopping criteria, and the pruning of the tree (pre- versus postpruning) . Some of the most 
well-known algorithms are ID3 (followed by C4.5 and CS as the improved versions of 
ID3) from machine learning, classification and regression trees (CART) from statistics, and 
the chi-squared automatic interaction detector (CHAID) from pattern recognition. 

When building a decision tree , the goal at each node is to determine the attribute 
and the split point of that attribute that best divides the training records in order to purify 
the class representation at that node. To evaluate the goodness of the split, some splitting 
indices have been proposed. Two of the most common ones are the Gini index and 
information gain. The Gini index is used in CART and SPRINT (Scalable PaRalleizable 
Induction of Decision Trees) algorithms. Versions of information gain are used in ID3 
(and its newer versions, C4.S and CS). 

The Gini index has been used in economics to measure the diversity of a popula­
tion. The same concept can be used to determine the purity of a specific class as a result 
of a decision to branch along a particular attribute or variable. The best split is the one that 
increases the purity of the sets resulting from a proposed split. A more detailed description 
on Gini index and its mathematical formulation can be found in Hastie et al (2009). 

Information gain is the splitting mechanism used in ID3, which is perhaps the 
most widely known decision tree algorithm. It was developed by Ross Quinlan in 1986, 
and since then, he has evolved this algorithm into the C4.S and CS algorithms. The basic 
idea behind ID3 (and its variants) is to use a concept called entropy in place of the Gini 
index. Entropy measures the extent of uncertainty or randomness in a dataset. If all 
the data in a subset belong to just one class, there is no uncertainty or randomness in that 
dataset; so the entropy is zero. The objective of this approach is to build subtrees so that 
the entropy of each final subset is zero (or close to zero). A more detailed description on 
Information gain and its mathematical formulation can be found in Quinlan (1986). 

Application Case 4.6 
Highmark, Inc., Employs Data Mining to Manage Insurance Costs 

Highmark, Inc., based in Pittsburgh, Pennsylvania, 
has a long tradition of providing access to afford­
able, quality health care to its members and commu­
nities. Highmark was formed in 1996 by the merger 
of two Pennsylvania licensees of the Blue Cross and 
Blue Shield Association: Pennsylvania Blue Shield 
(now Highmark Blue Shield) and a Blue Cross plan 
in western Pennsylvania (now Highmark Blue Cross 
Blue Shield). Highmark is currently one of the 
largest health insurers in the United States. 

data, often considered to be occupying storage 
space and viewed as a menace to be dealt with, 
have recently been recognized as a source of new 
knowledge. Data mining tools and techniques pro­
vide practical means for analyzing patient data and 
unraveling mysteries that can lead to better 
managed care at lower costs-a mission that most 
managed care companies are t1ying to achieve. 

Data in Managed Care Organizations 

The amount of data floating around in managed 
care organizations such as Highmark is vast. These 

Each day, managed care companies receive 
millions of data items about their customers, and 
each piece of information updates the case history 
of each member. Companies have become aware of 
the usefulness of the data at their disposal and use 
analytic software tools to extract patient clusters that 
are more costly than average to treat. Earlier efforts 

(Continued) 
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Application Case 4.6 (Continued) 

at using computer technology in order to extract 
patient-related actionable information were limited 
in establishing a connection between two different 
diseases . For example, the software tool could scan 
through the data and report that diabetics or people 
suffering from coronary heart diseases were the 
most expensive to treat. However, these reporting­
based software tools were inefficient in finding why 
these patients were getting sick or why some 
patients were more adversely affected by certain dis­
eases than others. Data mining tools can solve some 
of these problems by analyzing multidimensional in­
formation and generating succinct relationships and 
correlations among different diseases and patient 
profiles. 

Managed care organizations are inundated 
with data, and some of the companies do not want 
to add to the complexity by adding data mining ap­
plications. They may want to scan data for various 
reasons but are unable to decide why or how to an­
alyze their data . Things are becoming brighter for 
patients as well as companies, however, because 
health insurance regulations are cl~aring the way for 
efficient data and structuring analysis. 

The Need for Data Mining 

Market pressures are driving managed care organi­
zations to become more efficient, and hence to take 
data mining seriously. Customers are demanding 
more and better service, and competitors are be­
coming relentless, all of which are leading to the 
design and delive1y of more customized products in 
a tin1ely manner. 

This customization brings us to the originat­
ing point of why and where the major portions of 
medical costs are occurring. Many organizations 
have started to use data mining software to 

predict who is more likely to fall sick and who is 
more likely to be the most expensive to treat. 
A look into the future has enabled organizations 
to filter out their costly patients and lower their 
Medicare costs by using preventive measures. 
Another important application of predictive stud­
ies is the management of premiums. An employer 
group that has a large number of employees 
falling in a higher cost bracket would see its rates 
increase. 

Based on the historical data, predictive model­
ing might be able to foretell which patients are more 
likely to become a financial burden for the company. 
For example, a predictive modeling application might 
rate a diabetic patient as a high risk of increased 
medical costs, which by itself might not be actionable 
information. However, data mining in1plementation at 
Highmark draws a relationship between a diabetic 
patient and other patient- and environment-related 
parameters; that is, a patient with a specific cardiac 
condition might be at high risk of contracting 
diabetes . This relationship is drawn because the 
cardiac medication could lead the patient to develop­
ing diabetes later in life. Higlunark officials testify to 
this fact by saying that they would not have monitored 
the patients for the cardiac medication and might 
not have drawn a relationship between the cardiac 
medication and diabetes. Medical research has been 
successful in codifying many of the complexities asso­
ciated with patient conditions. Data mining has laid 
the foundation for better detection and proper inter­
vention programs. 

Sources: Based on G. Gillespie, "Data Mining: Solving Care, Cost 
Capers," Hea/tb Data lvlanage111ent, November 2004, fmdarticles. 
com/p/articles/mi_km2925/is_200411/ai_n8622737 (accessed 
Nlay 2009); and "Highmark Enhances Patient Care, Keeps Medical 
Costs Down with SAS," sas.com/success/Wghmark.html 
(accessed April 2006). 

Cluster Analysis for Data Mining 

Cluster analysis is an essential data mining method for classifying items, events , or con­
cepts into common groupings called clusters. The method is commonly used in biology, 
medicine, genetics, social network analysis, anthropology, archaeology, astronomy, char­
acter recognition, and even in management information system development. As data 
mining has increased in popularity, the underlying techniques have been applied to busi­
ness, especially to marketing. Cluster analysis has been used extensively for fraud 
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detection (both credit card and e-commerce fraud) and market segmentation of cus-
tomers in contemporary CRM systems. More applications in business continue to be 
developed as the strength of cluster analysis is recognized and used. 

Cluster analysis is an explorato1y data analysis tool for solving classification prob­
lems. The objective is to sort cases (e.g., people, things, events) into groups, or clusters, 
so that the degree of association is strong among members of the same cluster and weak 
among members of different clusters. Each cluster describes the class to which its mem­
bers belong. An obvious one-dimensional example of cluster analysis is to establish score 
ranges into which to assign class grades for a college class. This is similar to the cluster 
analysis problem that the U.S. Treasrny faced when establishing new tax brackets in the 
1980s. A fictional example of clustering occurs in]. K. RoV\rJing's Hany Potter books. The 
Sorting Hat determines to which House (e.g., dormito1y) to assign first-year students at 
the Hogwarts School. Another example involves determining how to seat guests at a wed­
ding. As far as data mining goes, the importance of cluster analysis is that it may reveal 
associations and structures in data that were not previously apparent but are sensible and 
useful once found. 

Cluster analysis results may be used to: 

• Identify a classification scheme (e.g., types of customers) 
• Suggest statistical models to describe populations 
• Indicate rules for assigning new cases to classes for identification, targeting, and 

diagnostic purposes 
• Provide measures of definition, size, and change in what were previously broad 

concepts 
• Find typical cases to label and represent classes 
• Decrease the size and complexity of the problem space for other data mining 

methods 
• Identify outliers in a specific domain (e.g., rare-event detection) 

DETERMINING THE OPTIMAL NUMBER OF CLUSTERS Clustering algorithms usually 
require one to specify the number of clusters to find. If this number is not known from 
prior knowledge, it should be chosen in some way. Unfortunately, there is not an optimal 
way of calculating what this number is supposed to be . Therefore, several different 
heuristic methods have been proposed. The following are among the most commonly 
referenced ones: 

• Look at the percentage of variance explained as a function of the number of clusters· 
that is, choose a number of clusters so that adding another cluster would not giv~ 
much better modeling of the data. Specifically, if one graphs the percentage of vari­
ance explained by the clusters, there is a point at which the marginal gain will drop 
(giving an angle in the graph) , indicating the number of clusters to be chosen. 

• Set the number of clusters to (n/2) 112
, where n is the number of data points. 

• Use the Akaike Information Criterion, which is a measure of the goodness of fit 
(based on the concept of entropy) to determine the number of clusters. 

• Use Bayesian Information Criterion, which is a model-selection criterion (based on 
maximum likelihood estimation) to determine the number of clusters. 

ANALYSIS METHODS 
general methods: 

Cluster analysis may be based on one or more of the following 

• Statistical methods (including both hierarchical and nonhierarchical), such as 
k-means, k-modes, and so on. 

• Neural networks (with the architecture called self-organizing map or SOM) 
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• Fuzzy logic (e.g., fuzzy c-means algorithm) 
• Genetic algorithms 

Each of these methods generally works with one of two general method classes: 

• Divisive. With divisive classes, all items start in one cluster and are broken apart. 
• Agglomerative. With agglomerative classes, all items start in individual clusters, 

and the clusters are joined together. 

Most cluster analysis methods involve the use of a distance measure to calculate the 
closeness between pairs of items. Popular distance measures include Euclidian distance (the 
ordina1y distance between two points that one would measure with a ruler) and Manhattan 
distance (also called the rectilinear distance, or taxicab distance, between two points). Often, 
they are based on true distances that are measured, but this need not be so, as is typically the 
case in IS development. Weighted averages may be used to establish these distances. For 
example, in an IS development project, individual modules of the system may be related by 
the similarity between their inputs, outputs, processes, and the specific data used. These 
factors are then aggregated, pai1wise by item, into a single distance measure. 

K-MEANS CLUSTERING ALGORITHM The k-means clustering algorithm (where k stands 
for the predetermined number of clusters) is arguably the most referenced clustering al­
gorithm. It has its roots in traditional statistical analysis. As the name implies, the algo­
rithm assigns each data point (customer, event, object, etc.) to the cluster whose center 
(also called centroid) is the nearest. The center is calculated as the average of all the 
points in the cluster; that is, its coordinates are the arithmetic mean for each dimension 
separately over all the points in the cluster. The algorithm steps are listed below and 
shown graphically in Figure 4.12: 

Initialization step: Choose the number of clusters (i.e., the value of k). 

Step 1: Randomly generate k random points as initial cluster centers . 
Step 2: Assign each point to the nearest cluster center. 
Step 3: Recompute the new cluster centers. 

Repetition step: Repeat steps 2 and 3 until some convergence criterion is met 
(usually that the assignment of points to clusters becomes stable). 

Association Rule Mining 

Association rule mining is a popular data mining method that is commonly used as an 
example to explain what data mining is and what it can do to a technologically less-savvy 
audience. Most of you might have heard the famous (or infamous, depending on how to 

FIGURE 4.12 A Graphical Illustration of the Steps ink-Means Algorithm. 
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Jook at it) relationship discovered between the sa les of beer and diapers at groce1y stores. 
As the sto1y goes, a large supermarket chain (maybe Wal-Mart, maybe not; there is no 
consensus on which supermarket chain it was) did an analysis of customers' buying 
habits and found a statistically significant correlation between purchases of beer and pur­
chases of diapers. It was theorized that the reason for this was that fathers (presumably 
young men) were stopping off at the supermarket to buy diapers for their babies (espe­
cially on Thursdays) and, since they could no longer go down to the sports bar as often, 
would buy beer as well. As a result of this finding , the supermarket chain is alleged to 
have placed the diapers next to the beer, resulting in increased sales of both. 

In essence, association rule mining aims to find interesting relationships (affinities) 
between variables (items) in large databases. Because of its successful application to busi­
ness problems, it is commonly ca lled a 111a1Jwt-basket analysis. The main idea in market­
basket analysis is to identify strong relationships among different products (or se1vices) that 
are usually purchased together (shows up in the same basket together, either a physical 
basket at a groce1y store or a virtual basket at an e-commerce Web site). For instance, 
market-basket analysis may find a pattern like, "If a customer buys laptop computer and 
virus protection software, he/she also buys extended se1vice plan 70 percent of the time. " 
The input to market-basket analysis is the simple point-of-sale transaction data, where a 
number of products and/or se1vices purchased together (just like the content of a purchase 
receipt) are tabulated under a single transaction instance. The outcome of the analysis is 
invaluable information that can be used to better understand customer-purchase behavior in 
order to maximize the profit from business transactions. A business can take advantage of 
such knowledge by (1) putting the items next to each other to make it more convenient for 
the customers to pick them up together and not forget to buy one when buying the others 
(increasing sales volume); (2) promoting the items as a package (do not put one on sale if 
the other(s) is on sale); and (3) placing them apa1t from each other so that the customer has 
to walk the aisles to search for it, and by doing so potentially seeing and buying other items. 

Applications of market-basket analysis include cross-marketing, cross-selling, store 
design, catalog design, e-commerce site design, optimization of online advertising, prod­
uct pricing, and sales/promotion configuration. In essence, market-basket analysis helps 
businesses infer customer needs and preferences from their purchase patterns. Outside 
the business realm, association rules are successfully used to discover relationships 
between symptoms and illnesses, diagnosis and patient characteristics and treatments (to 
be used in medical decision support systems [DSS]), and genes and their functions (to be 
used in genomics projects), among others. 

A good question to ask with respect to the patterns/ relationships that association 
rule mining can discover is, "Are all association rules interesting and useful?" In order to 
answer such a question, association rule mining uses two common metrics: support and 
confidence. Before defining these terms, let's get a little technical by showing what an 
association rule looks like: 

X~Y[S%, C%] 

!Laptop Computer, Antivirus Software! ~ {Extended Se1vice Planl[30%, 70%] 

Here, X (products and/or service; called the left-band side, ll!S, or the antecedent) is as­
sociated with Y(products and/or service; called the right-band side, RHS, or consequent). 
Sis the support, and C is the confidence for this particular rule. The support (.5) of a rule 
is the measure of how often these products and/or se1vices (i .e., LHS + RHS = Laptop 
Computer, Antivirus Software, and Extended Se1vice Plan) appear together in the same 
transaction; that is, the proportion of transactions in the dataset that contain all of the 
products and/or se1vices mentioned in a specific rule. In this example, 30 percent of all 



168 Chapter 4 • Data Mining for Business Intelligence 

transactions in the hypothetical store database had all three products present in a single 
sales ticket. The confidence of a rule is the measure of how often the products and/ or 
services on the RHS (consequent) go together with the products and/or services on the 
LHS (antecedent); that is, the proportion of transactions that include LHS while also in­
cluding the RHS. In other words, it is the conditional probability of finding the RHS of the 
rule present in transactions where the LHS of the rule already exists. 

Several algorithms are available for generating association rules. Some well-known 
algorithms include Apriori, Eclat, and FP-Growth. These algorithms only do half the job, 
which is to identify the frequent itemsets in the database. A frequent itemset is an arbi­
tra1y number of items that frequently go together in a transaction (e.g., shopping basket). 
Once the frequent itemsets are identified, they need to be converted into rules with an­
tecedent and consequent parts. Determination of the rules from frequent itemsets is a 
straightfo1ward matching process, but the process may be time consuming with large 
transaction databases. Even though there can be many items on each section of the rule, 
in practice, the consequent part usually contains a single item. In the following section, 
one of the most popular algorithms for identification of frequent itemsets is explained. 

APRIORI ALGORITHM The Apriori algorithm is the most commonly used algorithm to 
discover association rules. Given a set of itemsets (e.g., sets of retail transactions, each list­
ing individual items purchased), the algorithm attempts to find subsets that are common to 
at least a minimum number of the itemsets (i.e ., complies with a minimum support). 
Apriori uses a bottom-up approach, where frequent subsets are extended one item at a 
time (a method known as candidate generation, whereby the size of frequent subsets in­
creases from one-item subsets to two-item subsets , then three-item subsets, etc.), and 
groups of candidates at each level are tested against the data for minimum support. The al­
gorithm terminates when no further successful extensions are found. 

As an illustrative example, consider the following. A groce1y store tracks sales transac­
tions by SKU (stock-keeping unit) and thus knows which items are typically purchased 
together. The database of transactions, along with the subsequent steps in identifying the 
frequent itemsets, is shown in Figure 4.1 3. Each SKU in the transaction database corre­
sponds to a product, such as "1 = butter," "2 = bread," "3 = water," and so on. The first step 
in Apriori is to count up the frequencies (i.e., the suppo1ts) of each item (one-item itemsets). 
For this overly simplified example, let us set the minimum suppo1t to 3 (or 50%; meaning an 
itemset is considered to be a frequent itemset if it shows up in at least three out of six trans­
actions in the database). Because all of the one-item itemsets have at least 3 in the supp01t 
colunm, they are all considered frequent itemsets. However, had any of the one-item item­
sets not been frequent, they would not have been included as a possible member of possi­
ble two-item pairs. In this way, Apriori pnmes the tree of all possible itemsets. As 
Figure 4.13 shows, using one-item itemsets, all possible two-item itemsets are generated and 
the transaction database is used to calculate their support values. Because the two-item 
itemset {1, 31 has a support less than 3, it should not be included in the frequent itemsets that 
will be used to generate the next-level itemsets (three-item itemsets). The algorithms seem 
deceivingly simple, but only for small dataset. In much larger datasets, especially those with 
huge amounts of items present in low quantities and small amounts of items present in big 
quantities, the search and calculation becomes a computationally intensive process. 

SECTION 4.4 REVIEW QUESTIONS 

1. Identify at least three of the main data mining methods. 

2. Give examples of situations in which classification would be an appropriate data min­
ing technique. Give examples of situations in which regression would be an appropri­
ate data mining technique. 
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Raw Transaction Data One-Item ltemsets Two-Item ltemsets Three·ltem ltemsets 

Transaction SK Us 
~ 

ltemset Support f-+ 
ltemset Support f-+ ltemset Support 

No (Item No) (SKUs) (SK Us] (SKUs) 

1 1, 2, 3, 4 1 3 1, 2 3 1, 2, 4 

1 2, 3, 4 2 6 1, 3 2 2, 3, 4 

1 2, 3 3 4 1, 4 3 

1 1, 2, 4 4 5 2, 3 4 

1 1, 2, 3, 4 2,4 5 

1 2, 4 3,4 3 

FIGURE 4.13 Identification of Frequent ltemsets in Apriori Algorithm. 

3. List and briefly define at least two classification techniques. 

4. What are some of the criteria for comparing and selecting the best classification 
technique? 

5. Briefly describe the general algorithm used in decision trees . 

6. Define Gini index. What does it measure? 

7. Give examples of situations in which cluster analysis would be an appropriate data 
mining technique. 

8. What is the major difference between cluster analysis and classification? 

9. What are some of the methods for cluster analysis? 

10. Give examples of situations in w hich association would be an appropriate data min­
ing technique. 

4.5 ARTIFICIAL NEURAL NETWORKS FOR DATA MINING 

Neura l networks have emerged as advanced data mining tools in cases where other tech­
niques may not produce satisfactory solutions. As the term implies, neural networks have 
a biologically inspired modeling capability (representing a brain metaphor) for informa­
tion processing. Neural networks have been shown to be very promising computational 
systems in many forecasting and business classification applications clue to their ability to 
"learn" from the data , their nonparametric nature (i.e., no rigid assumptions) , and their 
ability to generalize (Haykin, 2009). Neural computing refers to a pattern-recognition 
methodology for machine learning. The resulting model from neural computing is often 
called an artificial neural network (ANN) or a neural network. Neural network com­
puting is a key component of any data mining tool kit. Applications of neural networks 
abound in finance, marketing, manufacturing, operations management, information 
systems, social behavior analysis, and so on. 

Biological neural networks are composed of many massively interconnected 
neurons . Each neuron possesses axons and dendrites, fingerlike projections that 
enable the neuron to communicate with its neighboring neurons by transmitting and 
receiving electrical and chemical signals. More or less resembling the structure of their bi­
ological counterparts, ANNs are composed of interconnected, simple processing elements 
(PE) ca lled artificial neurons. When processing information, the processing elements in 
an ANN operate concurrently and collectively, similar to biological neurons. ANNs possess 

3 

3 
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FIGURE 4.14 An Analogy Between Biological and Artificial Neural Networks. 
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some desirable traits similar to those of biological neural networks , such as the abilities to 
learn, to self-organize, and to support fault tolerance. Figure 4.14 shows the resemblance 
between biological and artificial neural networks. 

Elements of ANN 

PROCESSING ELEMENTS (PE) The PE of an ANN are essentially artificial neurons. Similar 
to biological neurons , each PE receives inputs , processes them, and delivers an output, as 
shown in the bottom part of Figure 4.14. The input can be raw input data or the output 
of other PE. The output can be the final result or it can be an input to other neurons. 

INFORMATION PROCESSING The inputs received by a neuron go through a two-step 
process to turn into outputs: summation function and transformation function (see 
the bottom half of Figure 4.14). The summation function generates the sum product of the 
inputs and their respective connection weights. The transformation function takes the 
value produced by the summation function and pushes it through a nonlinear (often a 
sigmoid) function to generate the output of the neuron. 
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FIGURE 4.15 An MLP Network with Backpropagation Learning Algorithm. 

NETWORK STRUCTURE Each ANN is composed of a collection of neurons (or PE) that are 
grouped into layers. A typical layered structure of a neural network is shown in 
Figure 4.15 . Note the three layers: input, intermediate (ca lled the hidden layer), and out­
put. A hidden layer is a layer of neurons that takes input from the previous layer and 
converts those inputs into outputs for further processing. Several hidden layers can be 
placed between the input and output layers , although it is common to use only one hid­
den layer. This layered structure of ANN is commonly called as multi-layered percep­
tron (MLP). MLP architecture is known to produce highly accurate prediction models for 
both classification as well as regression type prediction problems. In addition to MLP, 
ANN also has other architectures such as Kohonen's self-organizing feature maps 
(commonly used for clustering type problems), Hopfield network (used to solve complex 
computational problems), recurrent networks (as opposed to feedfo1ward , this architec­
ture allows for backward connections as well), and probabilistic networks (where the 
weights are adjusted based on the statistical measures obtained from the training data). 

BACKPROPAGATION Backpropagation is the learning mechanism for feedfo1ward MLP 
networks. It follows an iterative process where the difference between the network out­
put and the desired output is fed back to the network so that the network weights would 
gradually be adjusted to produce outputs closer to the actual values. 
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Applications of ANN 

Because of their ability to model highly complex real-world problems, researchers and 
practitioners have found many uses for ANN. Many of these uses have led to solutions for 
problems previously believed to be unsolvable. At the highest conceptual level, common 
uses of neural networks can be classified into four general classes (corresponding to all 
of the general tasks addressed by data mining): 

1. Classificatio11. A neural network can be trained to predict a categorical (i.e., class­
label) output variable. In a mathematical sense, this involves dividing an n-dimensional 
space into various regions, and given a point in the space, one should be able to 
determine to which region it belongs. This idea has been used in many real-world 
applications of pattern recognition, where each pattern is transformed into a multidi­
mensional point and classified into a ce1tain group, each of which represents a known 
pattern. Types of ANN used for this task include feeclfo1warcl networks (such as MLP 
with back.propagation learning), radial basis functions, and probabilistic neural 
networks. Application Case 4.7 presents an interesting case where predictive features of 
neural networks are used to analyze and improve beer flavors . 

Application Case 4.7 
Coors Improves Beer Flavors with Neural Networks 

Coors Brewers Ltd., based in Burton-upon-Trent, 
Britain's brewing capital, is proud of having 
the United Kingdom's top beer brands, a 20-per­
cent share of the market, years of experience, and 
some of the best people in the business. Popular 
brands include Carling (the country's bestselling 
lager), Grolsch, Coors Fine Light Beer, Sol, and 
Koren wolf. 

Problem 

Today's customer has a wide variety of options 
regarding what he or she drinks. A drinker's choice 
depends on various factors , including mood, venue, 
and occasion. Coors' goal is to ensure that the cus­
tomer chooses a Coors brand no matter what the 
circumstances are. 

According to Coors, creativity is the key to 
long-term success. To be the customer's choice 
brand, Coors needs to be creative and anticipate the 
customer's ever so rapidly changing moods. An im­
portant issue with beers is the flavor; each beer has 
a distinctive flavor. These flavors are mostly deter­
mined through panel tests . However, such tests take 
time . If Coors could understand the beer flavor 
based solely on its chemical composition, it would 
open up new avenues to create beer that would suit 
customer expectations. 

The relationship between chemical analysis 
and beer flavor is not clearly understood yet. 
Substantial data exist on the chemical composition 
of a beer and sensory analysis. Coors needed a 
mechanism to link those two together. Neural net­
works were a pp lied to create the link between 
chemical composition and sensory analysis. 

Solution 

Over the years, Coors has accumulated a significant 
amount of data related to the final product analysis, 
which has been supplemented by sensory data pro­
vided by the trained in-house testing panel. Some of 
the analytical inputs and senso1y outputs are shown 
in the following table: 

Analytical Data: Inputs 

Alcohol 

Color 

Calculated bitterness 

Ethyl acetate 

lsobutyl acetate 

Ethyl butyrate 

lsoamyl acetate 

Ethyl hexanoate 

Sensory Data: Outputs 

Alcohol 

Estery 

Malty 

Grainy 

Burnt 

Happy 

Toffee 

Sweet 

A single neural network, restricted to a single 
quality and flavor, was first used to model the rela­
tionship between the analytical and senso1y data. The 
neural network was based on a package solution 
supplied by NeuroDimension, Inc. (nd.com) . The 
neural network consisted of an MLP architecture with 
two hidden layers. Data were normalized within the 
network, thereby enabling comparison between the 
results for the various sensory outputs. The neural 
network was trained (to learn the relationship 
between the inputs and outputs) through the presen­
tation of many combinations of relevant input/output 
combinations. When there was no observed improve­
ment in the network error in the last 100 epochs, 
training was automatically terminated. Training was 
carried out 50 times to ensure that a considerable 
mean network error could be calculated for compari­
son purposes. Prior to each training run, a different 
training and cross-validation dataset was presented 
by randomizing the source data records, thereby 
removing any bias. 

This technique produced poor results, clue to 
two major factors. First, concentrating on a single 
product's quality meant that the variation in the data 
was pretty low. The neural network could not 
extract useful relationships from the data. Second, it 
was probable that only one subset of the provided 
inputs would have an impact on the selected beer 
flavor. Performance of the neural network was 
affected by "noise" created by inputs that had no 
impact on flavor. 

A more diverse product range was included in 
the training range to address the first factor. It was 
more challenging to identify the most important 
analytical inputs. This challenge was addressed by 
using a software switch that enabled the neural net­
work to be trained on all possible combinations of 
inputs. The switch was not used to disable a signifi­
cant input; if the significant input were disabled, we 
could expect the network error to increase . If the 
disabled input was insignificant, then the network 
error would either remain unchanged or be reduced 
due to the removal of noise. This approach is called 
an exhaustive searcb because all possible combina­
tions are evaluated. The technique, although con­
ceptually simple, was computationally impractical 
with the numerous inputs; the number of possible 
combinations was 16.7 million per flavor. 

A more efficient method of searching for the 
relevant inputs was required. A genetic algorithm 
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was the solution to the problem. A genetic algorithm 
was able to manipulate the different input switches 
in response to the error term from the neural net­
work. The objective of the genetic algorithm was to 
minimize the network error term. When this mini­
mum was reached, the switch settings would identify 
the analytical inputs that were most likely to predict 
the flavor. 

Results 

After determining what inputs were relevant, it was 
possible to identify which flavors could be predicted 
more sldllfully. The network was trained using the 
relevant inputs previously identified multiple times. 
Before each training run, the network data were 
randomized to ensure that a different training and 
cross-validation dataset was used. Network error 
was recorded after each training run. The testing set 
used for assessing the performance of the trained 
network contained approximately 80 records out of 
the sample data. The neural network accurately pre­
dicted a few flavors by using the chemical inputs . 
For example, "burnt" flavor was predicted with a 
correlation coefficient of 0.87. 

Today, a limited number of flavors are being 
predicted by using the analytical data. Sensory 
response is extremely complex, with many poten­
tial interactions and hugely variable sensitivity 
thresholds. Standard instrumental analysis tends 
to be of gross parameters, and for practical and 
economical reasons, many flavor-active com­
pounds are simply not measured. The relationship 
of flavor and analysis can be effectively modeled 
only if a large number of flavor-contributory ana­
lytes are considered. What is more, in addition to 
the obvious flavor-active materials, mouth-feel 
and physical contributors should also be consid­
ered in the overall sensory profile . With further 
development of the input parameters, the 
accuracy of the neural network models will 
improve . 

Sources: Based on C. I. Wilson and L. Threapleton, "Application 
of Artificial Intelligence for Predicting Beer Flavours from 
Chemical Analysis ,"Proceedings of the 29th Eu.rnpean Brewe1y 
Congress, Dublin, Ireland, May 17-22, 2003, neurosolutions 
.com/resources/apps/beer.html (accessed January 2010); 
R. Nischwitz, M. Goldsmith, M. Lees, P. Rogers, and L. MacLeod, 
"Developing Functional Malt Specifications for Improved Brewing 
Performance," The Regional Institute Ltd., regional.org 
.au/au/abts/1999/nischwitz.htm (accessed December 2009). 



174 Chapter 4 • Data Mining for Business Intelligence 

2. Regression. A neural network can be trained to predict an output variable whose 
values are of numeric (i.e., real or integer numbers) type. If a network fits well in 
modeling a known sequence of values, it can be used to predict future results. An 
obvious example of the regression task is stock market index predictions. Types of 
ANN used for this task include feedfo1ward networks (such as MLP with backprop­
agation learning) and radial basis functions. 

3. Clustering. Sometimes a dataset is so complicated that there is no obvious way to 
classify the data into different categories. ANN can be used to identify special fea­
tures of these data and classify them into different categories without prior knowl­
edge of the data. This technique is useful in identifying natural grouping of things 
for commercial as well as scientific problems. Types of ANN used for this task 
include Adaptive Resonance Theory networks and SOM. 

4. Association. A neural network can be trained to "remember" a number of unique 
patterns so that when a distorted version of a particular pattern is presented, the 
network associates it with the closest one in its mem01y and returns the original ver­
sion of that particular pattern. This can be useful for restoring noisy data and iden­
tifying objects and events where the data are noisy or incomplete. Types of ANN 
used for this task include Hopfield networks. 

SECTION 4.5 REVIEW QUESTIONS 

1. What are neural networks? 

2. What are the commonalities and differences between biological and artificial neural 
networks? 

3. What is a neural network architecture? What are the most common neural network 
architectures? 

4. How does an MLP type neural network learn? 

4.6 DATA MINING SOFTWARE TOOLS 

Many software vendors provide powerful data mining tools. Examples of these ven­
dors include SPSS (PASW Modeler), SAS (Enterprise Miner), StatSoft (Statistica Data 
Miner), Salford (CART, MARS, TreeNet, RandomForest), Angoss (KnowledgeSTUDIO, 
KnowledgeSeeker), and Megaputer (PolyAnalyst). As can be seen, most of the more 
popular tools are developed by the largest statistical software companies (SPSS, SAS, 
and StatSoft). Most of the business intelligence tool vendors (e.g., IBM Cognos, 
Oracle Hyperion, SAP Business Objects, MicroStrategy, Teradata, and Microsoft) also 
have some level of data mining capabilities integrated into their software offerings. 
These BI tools are still primarily focused on multidimensional modeling and data vi­
sualization and are not considered to be direct competitors of the data mining tool 
vendors. 

In addition to these commercial tools, several open source and/or free data min­
ing software tools are available online. Probably the most popular free (and open 
source) data mining tool is Weka, which is developed by a number of researchers 
from the University Waikato in New Zealand (the tool can be downloaded from 
cs.waikato.ac.nz/ml/weka/). Weka includes a large number of algorithms for differ­
ent data mining tasks and has an intuitive user interface . Another recently released free 
(for noncommercial use) data mining tool is RapidMiner (developed by Rapid-I; 
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it can be downloaded from rapid-i.com). Its graphically enhanced user interface, 
employment of a rather large number of algorithms, and incorporation of a variety of 
data visualization features set it apart from the rest of the free tools. The main differ­
ence between commercial tools, such as Enterprise Miner, PASW, and Statistica, and 
free tools , such as Weka and RapidMiner, is computational efficiency. The same data 
mining task involving a rather large dataset may take a whole lot longer to complete 
with the free software, and in some cases, it may not even be feasible (i.e., crashing 
due to the inefficient use of computer memo1y). Table 4.6 lists a few of the major 
products and their Web sites. 

A suite of business intelligence capabilities that has become increasingly more 
popular for data mining studies is Microsoft's SQL Server, where data and the models 
are stored in the same relational database environment, making model management a 
considerably easier task. The Microsoft Enterprise Consortium serves as the world­
wide source for access to Microsoft's SQL Server 2008 software suite for academic 
purposes-teaching and research. The consortium has been established to enable 
universities around the world to access enterprise technology without having to main­
tain the necessary hardware and software on their own campus. The consortium pro­
vides a wide range of business intelligence development tools (e.g., data mining, cube 
building, business reporting) as well as a number of large, realistic datasets from Sam' 
Club, Dillard's, and Tyson Foods. A screenshot that shows development of a de­
cision tree for churn analysis in SQL Seiver 2008 Business Intelligence Development 

TABLE 4.6 Selected Data Mining Software 

Product Name 

Clementine 

Enterprise Miner 

Statistica 

Intelligent Miner 

Poly Analyst 

CART, MARS, TreeNet, RandomForest 

Insightful Miner 

XLMiner 

KXEN (Knowledge extraction ENgines) 

GhostMiner 

Microsoft SQL Server Data Mining 

Knowledge Miner 

Teradata Warehouse Miner 

Oracle Data Mining (ODM) 

Fair Isaac Business Science 

Delta Master 

iData Analyzer 

Orange Data Mining Tool 

Zementis Predictive Analytics 

Web Site (URL) 

spss.com/Clementine 

sas.com/technologies/bi/analytics/index.html 

statsoft.com/products/dataminer.htm 

ibm.com/sohware/data/iminer 

megaputer.com/polyanalyst.php 

salford-systems.com 

insightful.com 

xlminer.net 

kxen.com 

fqs.pl/ghostminer 

microsoft.com/sqlserver/2008/data-mining.aspx 

knowledgeminer.net 

ncr.com/products/software/teradata_mining.htm 

otn.oracle.com/products/bi/9idmining.html 

fairisaac.com/edm 

bissantz.de 

infoacumen.com 

ailab.si/orange/ 

zementis.com 
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FIGURE 4.16 A Screenshot of a Decision Tree Development in SQL Server 2008. Source: Microsoft 

Enterprise Consortium and Microsoft SQL Server 2008; Used with permission from Microsoft. 

Suite is shown in Figure 4. 16. The Microsoft Enterprise Consortium is free of charge 
and can only be used for academic purposes . The Sam M. Walton College of Business 
at the University of Arkansas hosts the enterprise system and allows consortium 
members and their students to access these resources using a simple remote desktop 
connection. The details about becoming a part of the consortium along with easy­
to-follow tutorials and examples can be found at enterprise.waltoncollege. 
uark.edu/mec/. 

A May 2009 stuvey by kdnuggets.com polled the data mining community on the 
following question: "What data mining tools have you used for a real project (not just for 
evaluation) in the past 6 months?" In order to make the results more representative, 
votes from tool vendors were removed. In previous years, there was a ve1y strong corre­
lation between the use of SPSS Clementine and SPSS Statistics as well as SAS Enterprise 
Miner and SAS Statistics; thus the votes for these two tool families were grouped togeth­
er. In total, 364 unique votes were counted toward the rankings. The most popular tools 
were SPSS PASW Modeler, RapidMiner, SAS Enterprise Miner, and Microsoft Excel. 
Compared to poll results in previous years (see 2008 data at kdnuggets.com/polls/ 
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2008/data-mining-software-tools-used.htm), among commercial tools , SPSS PASW 
Modeler, StatSoft Statistica, and SAS Enterprise Miner showed the most growth; among 
the free tools, RapidMiner and Orange showed the most growth. The results are shown 
in Figure 4.17 . 
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SAS/SAS Enterprise Miner 

Microsoft Excel 
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Your own code 
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Microsoft SQL Server 

Other free tools 

Zementis 

Oracle OM 
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Clario Analytics 

Miner 30 

Thinkanalytics 

D Total (with others D Alone I 
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FIGURE 4.17 Popular Commercial Data Mining Software Tools. Source: kdnuggets.com. Used 

with permission. 
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Application Case 4.8 
Predicting Customer Churn-A Competition of Different Tools 

In 2003, the Duke University/ NCR Teradata Center 
sought to identify the best predictive modeling 
techniques to help manage a vexing problem for 
wireless telecommunications providers: customer 
churn. Although other industries are also faced 
with customers who defect to competitors, at the 
retail level , wireless customers switch service 
providers at a rate of about 25 percent per year or 
25 per month. In the early 1990s, when new sub­
scriber growth rates were in the 50 percent range , 
telecommunications companies were tempted to 
focus on new customer acquisit ion rather than 
on customer retention. However, in a new era of 
slower growth rates-as low as 10 percent-it is 
becoming clear that customer retention is vita l to 
overall profitability. 

The key to customer retention is predicting 
which customers are most at risk of defecting to a 
competitor and offering the most valuable of them 
incentives to stay. To execute such a strategy 
effectively, one must be able to develop highly 
accurate predictions-churn scorecards-so that the 
retention effort is focused on the relevant customers. 

The Data 

The data were provided by a major wireless 
telecommunications company using its own cus­
tomer records for the second half of 2001. Account 
summary data were provided for 100,000 customers 
who had been with the company for at least 
6 months. To assist in the modeling process, churners 
(those who left the company by the end of the fol­
lowing 60 days) were oversampled so that one-half 
of the sample consisted of churners, and the other 
half were customers remaining with the company at 
least another 60 days. A broad range of 171 poten­
tial predictors was made available, spanning all the 
types of data a typical service provider would rou­
tinely have. Predictor data included: 

• Demographics: Age, location, number, 
ages of children, and so on. 

• Financials: Credit score and credit card 
ownership 

• Product details: Handset price, handset 
capabilities, and so on. 

• Pho11e usage: Number and duration of vari­
ous categories of calls. 

Evaluation Criteria 

The data were provided to support predictive mod­
eling development. Participants (a mix of data min­
ing softvvare companies, university research centers, 
other nonprofits and consultancy companies) were 
asked to use their best models to predict the proba­
bility of churn for two different groups of customers: 
a "current" sample of 51 ,306 drawn from the latter 
half of 2001 and a "future" sample of 100,462 cus­
tomers drawn from the first quarter of 2002 . 
Predicting "future" data is generally considered 
more difficult because external factors and behav­
ioral patterns may change over time . In the real 
world, predictive models are always applied to fu­
ture data, and the tournament organizers wanted to 
reproduce a similar context. 

Each contestant in the tournament was 
asked to rank the current and future score sam­
ples in descending order by probability of churn. 
Using the actu al churn status available to the tour­
nament organizers, two performance measures 
were calculated for each predictive model : the 
overall Gini index and the lift in the top decile. 
The two measures were calculated for the two 
samples, current and future, so that there were 
four performance scores ava ilable for every con­
testant. Evaluation criteria are described in detail 
in a number of locations, including the tourna­
ment Web site. The top-decile lift is the easiest to 
explain: It measures the number of actual churn­
ers captured among the customers ranked most 
likely to chu rn by a model. 

The Results 

Contestants were free to develop a separate model 
for each measure if they wished to try to optimize 
their models to the time period, the evaluation 
criterion, or both. Salford Systems was declared the 

winner in all categories. Salford Systems used its 
TreeNet software to create the model. TreeNet is an 
innovative form of boosted decision tree analysis 
that is well known for building accurate classifica­
tion models . Across all the entries, the judges 
found that decision trees and logistic regression 
methods were genera lly the best at predicting 
churn, though they acknow ledged that not all 
methodologies were adequately represented in the 
competition. 

Salford's TreeNet models captured the most 
churners across the board and discovered which of 
the 171 possible variables were most important for 
predicting churn. In the top 10 percent of customers, 

SECTION 4.6 REVIEW QUESTIONS 
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TreeNet found 35 to 45 percent more churners than 
the competition average, and three times more than 
would be found in a random sample. For companies 
with large subscriber bases, this could translate to the 
identification of thousands more potential churners 
each month. Targeting these customers with an 
appropriate retention campaign could save a compa­
ny millions of dollars each year. 

Source: Salford Systems, "The Duke/ NCR Teradata Churn Modeling 
Tournament," salfot·d-systems.com/churn.php (accessed April 
20, 2009); and W. Yu , D. N. Jutla, and S. C. Sivakumar, "A Churn­
Strategy Alignment Model for Managers in Mobile Telecom," 
Proceedings of the Co1111111111ication Networks and Se1vices Researcb 
Conference, IEEE Publications, 2005, pp. 48-53. 

1. What are the most popular commercial data mining tools? 

2. Why do you think the most popular tools are developed by statistics companies? 

3. What are the most popular free data mining tools? 

4. What are the main differences between commercial and free data mining software 
tools? 

5. What would be your top five selection criteria for a data mining tool? Explain. 

4.7 DATA MINING MYTHS AND BLUNDERS 

Data mining is a powerful analytical tool that enables business executives to advance from 
describing the nature of the past to predicting the future. It helps marketers find patterns 
that unlock the mysteries of customer behavior. The results of data mining can be used to 
increase revenue, reduce expenses, identify fraud , and locate business opportunities, offer­
ing a whole new realm of competitive advantage. As an evolving and maturing field, data 
mining is often associated with a number of myths, including the following (Zaima, 2003): 

Myth 

Data mining provides instant, crystal­
ball-like predictions. 

Data mining is not yet viable for 
business applications. 

Data mining requires a separate, 
dedicated database. 

Only those with advanced degrees 
can do data mining. 

Data mining is only for large firms 
that have lots of customer data. 

Reality 

Data mining is a multistep process that requires 
deliberate, proactive design and use. 

The current state of the art is ready to go for almost 
any business. 

Because of advances in database technology, a 
dedicated database is not required, even though it may 
be desirable. 

Newer Web-based tools enable managers at all 
educational levels to do data mining. 

If the data accurately reflect the business or its 
customers, a company can use data mining. 
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Chapter Highlights 

Data mining visionaries have gained enormous competitive advantage by under­
standing that these myths are just that: myths. 

The following 10 data mining mistakes are often made in practice (Skalak, 2001; 
and Shultz, 2004), and you should tty to avoid them: 

1. Selecting the wrong problem for data mining. 
2. Ignoring what your sponsor thinks data mining is and what it really can and can­

not do . 
3. Leaving insufficient time for data preparation. It takes more effort than is generally 

understood. 
4. Looking only at aggregated results and not at individual records. IBM's DB2 IMS can 

highlight individual records of interest. 
5. Being sloppy about keeping track of the data mining procedure and results . 
6. Ignoring suspicious findings and quickly moving on. 
7. Running mining algorithms repeatedly and blindly. It is important to think hard 

about the next stage of data analysis. Data mining is a very hands-on activity. 
8. Believing eve1ything you are told about the data. 
9. Believing eve1ything you are told about your own data mining analysis. 

10. Measuring your results differently from the way your sponsor measures them. 

SECTION 4. 7 REVIEW QUESTIONS 

1. What are the most common myths about data mining? 

2. What do you think are the reasons for these myths about data mining? 

3. What are the most common data mining mistakes? How can they be minimized 
and/or elip1inated? 

• Data mining is the process of discovering new 
knowledge from databases. 

• Similar to other information systems initiatives, 
a data mining project must follow a system­
atic project management process to be successful. • Data mining can use simple fl at files as data 

sources or it can be performed on data in data 
warehouses. 

• There are many alternative names and definitions 
for data mining. 

• Data mining is at the intersection of many disci­
plines, including statistics, artificial int~lligence , 

and mathematical modeling. 
• Companies use data mining to better under­

stand their customers and optimize their oper­
ations. 

• Data mining applications can be found in virtu­
ally every area of business and government, 
including health care, finance, marketing, and 
homeland security. 

• Three broad categories of data mining tasks are 
prediction (classification or regress ion), cluster­
ing, and association. 

• Several data mining processes have been proposed: 
CRISP-DM, SEMMA, KDD, and so on. 

• CRISP-DM provides a systematic and orderly way 
to conduct data mining projects. 

• The earlier steps in data mining projects (i.e., un­
derstanding the domain and the relevant data) 
consume most of the total project time (often 
more than 80% of the total time) . 

• Data preprocessing is essential to any successful 
data mining study. Good data lead to good 
information; good information leads to good 
decisions. 

• Data preprocessing includes four main steps: data 
consolidation, data cleaning, data transformation, 
and data reduction. 

• Classification methods learn from previous exam­
ples containing inputs and the resulting class 

labels, and once properly trained they are able to 
classify future cases. 

• Clustering partitions pattern records into natural 
segments or clusters. Each segment's members 
share similar characteristics. 

• Data mining can be hypothesis driven or dis­
covery driven. Hypothesis-driven data mining 
begins with a proposition by the user. Discovery­
driven data mining is a more open-ended 
expedition. 

• A number of different algorithms are com­
monly used for classification. Commercial imple­
mentations include ID3, C4.5, CS, CART, and 
SPRINT. 

• Decision trees partition data by branching along 
different attributes so that each leaf node has all 
the patterns of one class. 

• The Gini index and information gain (entropy) 
are two popular ways to determine branching 
choices in a decision tree. 

• The Gini index measures the purity of a sample. 
If eve1ything in a sample belongs to one class, 
the Gini index va lue is zero. 

• Several assessment techniques can measure the 
prediction accuracy of classification models, 
including simple split, k-fold cross-validation, 
bootstrapping, and area under the ROC curve. 

Key Terms 

adaptive resonance data mining 
theo1y decision trees 

algorithm dendrites 
Apriori algorithm discove1y-driven data 
area under the ROC etuve mining 
artificial neural network distance measure 

(ANN) entropy 
associations fuzzy logic 
axons genetic algorithm 
backpropagation Gini index 
bootstrapping heuristics 
business analyst hidden layer 
categorical data hypothesis-driven data 
chromosome mining 
classification information gain 
clustering inte1val data 
confidence k-fold cross-validation 
connection weight knowledge discove1y 
CRISP-DM in databases (KDD) 
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• Cluster algorithms are used when the data records 
do not have predefined class identifiers (i .e., it is 
not known to what class a particular record 
belongs). 

• Cluster algorithms compute measures of simi­
larity in order to group similar cases into 
clusters. 

• The most commonly used similarity measure in 
cluster analysis is a distance measure. 

• The most commonly used clustering algorithms 
are k-means and self-organizing maps. 

• Association rule mining is used to discover two 
or more items (or events or concepts) that go 
together. 

• Association rule mining is commonly referred to 
as market-basket analysis. 

• The most commonly used association algorithm 
is Apriori, whereby frequent itemsets are identi­
fied through a bottom-up approach. 

• Association rules are assessed based on their sup­
port and confidence measures. 

• Many commercial and free data mining tools are 
available. 

• The most popular commercial data mining tools 
are SPSS PASW and SAS Enterprise Miner. 

• The most popular free data mining tools are 
Weka and RapidMiner. 

Kohonen's self-organizing ratio data 
feature map regression 

learning algorithm result (outcome) variable 
link analysis SAS Enterprise Miner 
machine learning SEMMA 
Microsoft Enterprise sensitivity analysis 

Consortium sequence mining 
multi-layered perceptron sigmoid function 

(MLP) simple split 
neural computing SPSS PASW Modeler 
neural network sununation function 
neurons supe1vised learning 
nominal data support 
numeric data support vector machines 
ordinal data (SVM) 
pattern recognition synapse 
prediction transformation function 
processing elements (PE) unsupervised learning 
RapidMiner Weka 
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Questions for Discussion 

1. Define data mining . Why there are many names and def­
initions for data mining? 

2. What are the main reasons for the recent popularity of 
data mining? 

3. Discuss what an organization should consider before 
making a decision to purchase data mining software . 

4. Distinguish data mining from other analytical tools and 
techniques. 

5. Discuss the main data mining methods. What are the fun­
damental differences among them? 

6. What are the main data mining application areas? Discuss 
the commonalities of these areas that make them a 
prospect for data mining studies. 

7 . Why do we need a standardized data mining process? 
What are the most commonly used data mining 
processes? 

Exercises 

Teradata University and Other Hands-on Exercises 

1. Visit teradatastudentnetwork.com. Identify cases 
about data mining. Describe recent developments in the 
field. 

2. Go to te1·adatastudentnetwork.com or a URL pro­
vided by your instructor. Locate Web seminars related to 
data mining. In particular, watch the Web seminar given 
by C. Imhoff and T. Zouqes. Then answer the following 
questions: 
a. What are some of the interesting applications of data 

mining? 
b. What types of payoffs and costs can organizations ex­

pect from data mining initiatives? 
3. For this exercise, your goal is to build a model to iden­

tify inputs or predictors that differentiate risky customers 
from others (based o n patterns pertaining to previous 
customers) and then use those inputs to pred ict new 
risky customers. This sample case is typical for this 
domain. 

The sample data to be used in this exercise are in 
Online File W4.1 in the file C1·editRisk.xlsx. The dataset 
has 425 cases and 15 variables pertaining to past and cur­
rent customers w ho have borrowed from a bank for 
various reasons. The dataset contains customer-related 
information such as financial standing, reason for the 
loan, employment, demographic information, and the 
outcome or dependent variable for credit standing, classi­
fying each case as good or bad, based on the institution's 
past experience. 

8. Discuss the differences bet;veen the two most commonly 
used data mining process. 

9. Are data min ing processes mere seq ue ntial set of 
activities? 

10. Why do we need data preprocessing? What are the main 
tasks and relevant techniques used in data preprocessing? 

11. Discuss the reasoning behind the assessment of classifica­
tion models. 

12. What is the main differe nce between classification and 
clustering? Explain using concrete examples. 

13. Moving beyond the chapter discussion, where else can 
association be used? 

14. What should an organization consider before making a 
decision to purchase data mining software? 

15. What is ANN? How does it compare to biological neural 
networks? 

Take 400 of the cases as training cases and set aside 
the other 25 for testing. Build a decision tree model to 
learn the characteristics o f the problem. Test its per­
formance on the other 25 cases. Report on your model's 
learning and testing performance. Prepare a report that 
identifies the decision tree model and training parame­
ters, as well as the resulting performance on the test set. 
Use any decision tree software . 

(This exercise is courtesy of StatSoft, Inc., based on a 
German dataset from ftp.ics .uci.edu/ pub/machine­
learning-databases/ statlog/ german renamed CreditRisk 
and altered .) 

4 . For this exercise , you will replicate (on a smaller scale) 
the box-office prediction modeling explained in the 
opening vignette. Download the training dataset from 
Onl ine File W4.2, MovieT1·ain.xlsx, w hich has 184 
records and is in Microsoft Excel format. Use the data 
description given in the opening vignette to understand 
the domain and the proble m you are trying to solve. 
Pick and choose your indepe ndent variables. Develop 
at least three classification models (e.g., decision tree, 
logistic regression, and neural networks) . Compare the 
accuracy results using 10-fold cross-validation and per­
centage split techniques, use confusion matrices, and 
comment on the outcome. Test the mode ls you have 
developed on the test se t (see Online File W4.3 , 
MovieTest.xlsx, 29 records). Analyze the results with 
different models and come up with the best classifica­
tion model, supporting it w ith your resu lts. 

Team Assignments and Role-Playing Projects 

1. Examine how new data-capture devices such as radio 
frequency identification (RFID) tags help organizations 
accura tely ide nti fy and segment their customers for 
activities such as targeted marketing. Many of these 
applications involve data mining. Scan the literature and 
the Web and then propose five potential new data min­
ing applications of RFID technology. What issues could 
arise if a count1y 's laws required such tags to be embed­
ded in everyone's body for a national identifica tion 
system? 

2. Interview administrators in your college or executives in 
your organization to determine how data warehousing , 
data mining, Online Analytical Processing (OLAP), and 
visualization BI/ DSS tools could assist them in their 
work. Write a proposal describing your findings . 
Include cost estimates and benefits in your report. 
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3. A ve1y good reposito1y of data that have been used to test the 
performance of many machine-learning algorithms is avail­
able at ics.uci.edu/ -mlearn/MLRepository.htmI. Some of 
t11e datasets are meant to test the lin1its of cu1Tent macl1ine­
learning algo1itl11Tis and to compare their performance wiili 
new approaches to learning. However, some of me smaller 
datasets can be useful for explo1i.ng the functionality of any 
data mining software or t11e software that is available as com­
panion software with tl1is book, such as Statistica DataM.iner. 
Download at least one dataset from iliis reposito1y (e .g., 
Credit Screening Databases, Housing Database) and apply 
decision tree or clustering metl10ds, as appropriate. Prepare a 
rep01t based on your results. (Some of t11ese exercises may 
even be proposed as semester-long projects for term papers.) 

4. Consider the following dataset, which includes three 
attributes and a classification for admission decisions into 
an MBA program: 

Quantitative GMAT 
GMAT GPA Score (percentile) Decision 

650 2.75 

580 3.50 

600 3.50 

450 2.95 

700 3.25 

590 3.50 

400 3.85 

640 3.50 

540 3.00 

690 2.85 

490 4 .00 

a. Using the data shown, develop your own manual ex­
pert rules for decision making. 

b. Use the Gini index to build a decision tree. You can 
use manual calculations or a spreadsheet to perform 
the basic calculations. 

c. Use an automated decision tree software program to 
build a tree for the same data. 

5. The purpose of this exercise is to develop a model to 
predict forest cover type using a number of cartographic 
measures. The given dataset (Online File W4.l) includes 
four wilderness areas found in the Roosevelt Natio nal 
Forest of northern Colorado . A total of 12 cartographic 
measures were utilized as independent variables; seven 
major forest cover types were used as dependent 

35 No 

70 No 

75 Yes 
80 No 

90 Yes 
80 Yes 
45 No 

75 Yes 
60 ? 

80 ? 

65 ? 

variables. The table on page 184 provides a short descrip­
tion of these independent and dependent variables: 

This is an excellent example for a multiclass classifi­
cation problem. The dataset is ra ther large (with 581,012 
unique instances) and feature rich. As you will see, the data 
are also raw and skewed (unbalanced for different cover 
types). As a model builder, you are to make necessary deci­
sions to preprocess the data and build the best possible 
p red ictor. Use your favorite tool to build the models and 
document the details of your actions and experiences in a 
written report. Use screenshots within your report to illus­
trate important and interesting findings. You are expected 
to d iscuss and justify any decision that you make alo ng 
the way. 
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Number 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Number 

Name 

Elevation 

Aspect 

Slope 

Horizontal_Distance_ To_Hydrology 

Vertical_Distance_ To_Hydrology 

Horizontal_Distance_ To_Roadways 

Hillshade_9 AM 

Hillshade_Noon 

Hillshade_3 PM 

Horizontal_Distance_ To_Fire_Points 

Wilderness_Area (4 binary variables) 

Soil_ Type (40 binary variables) 

Cover_Type (7 unique types) 

Description 

Independent Variables 

Elevation in meters 

Aspect in degrees azimuth 

Slope in degrees 

Horizontal distance to nearest surface-water features 

Vertical distance to nearest surface-water features 

Horizontal distance to nearest roadway 

Hill shade index at 9 A.M., summer solstice 

Hill shade index at noon, summer solstice 

Hill shade index at 3 P.M., summer solstice 

Horizontal distance to nearest wildfire ignition points 

Wilderness area designation 

Soil type designation 

Dependent Variable 

Forest cover type designation 

•More deta ils about the dataset (variables and observations) can be found in the online file. 

The reuse of this dataset is unlimited with retention of 
copyright notice for Jock A. Blackard and Colorado State 
University. 

Internet Exercises 

1. Visit the AI Exploratorium at cs.ualberta.ca/-aixplore/. 
Click the Decision Tree link. Read the narrative on bas­
ketball game statistics . Examine the data and then build a 
decision tree. Report your impressions of the accuracy of 
this decision tree . Also, explore the effects of different 
algorithms. 

2. Survey some data mining tools and vendors. Start with 
fafrisaac.com and egain.com. Consult dmreview.com 
and identify some data mining products and service 
providers that are not mentioned in this chapter. 

3. Find recent cases of successful data mining applications. 
Visit the Web sites of some data mining vendors and look 
for cases or success stories. Prepare a report summarizing 
five new case studies. 

4. Go to vendor Web sites (especially those of SAS, SPSS, 
Cognos, Teradata, StatSoft, and Fair Isaac) and look at 
success stories for BI (OLAP and data mining) tools . What 
do the various success stories have in common? How do 
they differ? 

5. Go to statsoft.com. Download at least three white pa­
pers on applications . Which of these applications may 
have used the data/text/Web mining techniques dis­
cussed in this chapter? 

6. Go to sas.com. Download at least three white papers 
on applications . Which of these applications may have 

used the data/ text/ Web mining techniques discussed in 
this chapter? 

7. Go to spss.com. Download at least three white papers 
on applications. Which of these applications may have 
used the data/ text/ Web mining techniques discussed in 
this chapter? 

8. Go to nd.com. Download at least three case studies 
and/or customer success stories about neural network 
application. \"V'hat do the various success stories have in 
common? How do they differ? 

9. Go to teradata.com. Download at least three white 
papers on applications. Which of these applications may 
have used the data/text/Web mining techniques dis­
cussed in this chapter? 

10. Go to fafrisaac.com. Download at least three white 
papers on applications. Which of these applications may 
have used the data/text/Web mining techniques dis­
cussed in this chapter? 

11. Go to salf01·dsystems.com. Download at least three 
white papers on applications. Which of these applications 
may have used the data/text/ Web mining techniques 
discussed in this chapter? 

12. Go to rulequest.com. Download at least three white pa­
pers on applications. Which of these applications may 
have used the data/ text/Web mining techniques dis­
cussed in this chapter? 

13. Go to kdnuggets.com. Explore the sections on appli­
cations as well as software . Find names of at least 
three additional packages for data mining and text 
mining . 
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End of Chapter Application Case 

Data Mining Helps Develop Custom-Tailored Product Portfolios for 
Telecommunication Companies 

Background 
The consulting group argonauten 360° helps businesses build 
and improve successful strategies for customer relationship 
management (CRM). The company uses Relevanz-Marketing 
to create value by facilitating dialog with relevant customers. 
Its clients include, among many others, BMW, Allianz, 
Deutsche Bank, Gerling, and Coca-Cola. 

The Problem 
As a leading consulting company to the telecommunica­
tions industry (as well as others) , argonauten 360° applies 
effective advanced analytic technologies for client scoring, 
clustering, and life-time-value computations as a routine 
part of its daily work. The requirements for flexible 
and powerful analytic tools are demanding, because each 
project typically presents a new and specific set of 
circumstances, data scenarios, obstacles, and analytic chal­
lenges. Therefore, the existing toolset needed to be aug­
mented with effective, cutting-edge, yet flexible, data mining 
capabilities. Another critical consideration was for the solu­
tion to yield quick return on investment. The solution had to 
be easy to apply, with a fast learning curve, so that analysts 
could quickly take ownership of even the most advanced 
analytic procedures . 

The Solution 
The company needed a unified , easy-to-use set of analyti­
cal tools with a wide range of modeling capabilities and 
straightfo1ward deployment options. Having to learn dif­
ferent tools for different modeling tasks has significantly 
hindered the efficiency and effectiveness of the company's 
consultants, causing the company to lean toward a unified 
solution environment with capabilities ranging from data 
access on any medium (e.g., databases, online data repos­
itories, text documents , XML files) to deployment of 
sophisticated data mining solutions on wide range of BI 
systems. 

After 12 months of evaluating a wide range of data 
mining tools, the company chose Statistica Data Miner (by 
StatSoft, Inc.) because (according to company executives) it 
provided the ideal combination of features to satisfy almost 
every analyst's needs and requirements with user-friendly 
interfaces. 

An Example of an Innovative P1·oject 
In Europe, so-called "ca ll-by-call" se1vices are ve1y popular 
with cell phone users as well as with regular phone users. 
Such plans have no (or ve1y low) charges for basic se1vice, 
but bill for the actual airtime that is used. It is a very 

competitive business, and the success of the call-by-call 
telecommunications provider depends greatly on attractive 
per-minute calling rates. Rankings of those rates are widely 
published, and the key is to be ranked somewhere in the top 
five lowest cost providers while maintaining the best possible 
margins. Because of the competitive environment created by 
this situation, popular wisdom holds that "there is virtually no 
price-elasticity in this market (to allow providers to charge 
even the smallest extra margin without losing customers); 
and even if such price-elasticity existed, it certainly could not 
be predicted." However, the argonauten 360° consultants an­
alyzed the available data with Statistica 's data mining tool and 
proved that popular wisdom is wrong! Indeed, their success­
ful analyses won argonauten 360° the business of a leading 
provider of call-by-call se1vices . 

The Analysis 
The analysis was based on data describing minute-by-minute 
phone traffic. Specifically, the sale of minutes of airtime over 
a 1-year period was analyzed. To obtain the best possible 
discrimination , 20 ensembles of different types of models 
were developed for estimation purposes . Each model em­
ployed a regression-type mathematical representation func­
tion for predicting the Icing-term trends; individual models 
were then combined at a higher level meta-model. All spe­
cific time intervals (time "zones") were carefully modeled , 
identifying each zone with particular price-sensitivity and 
competitive pressures. 

Results after Two Months 
Prior to the application of the models derived via data min­
ing, heuristic "expert-opinions" were used to forecast the 
expected volume of minutes (of airtime) for the following 
2 months. By using Statistica Data Miner, the accuracy of 
these prognoses improved significantly, while the error rate 
was cut in half. Given the enormous volume of minute-to­
minute calling traffic (airtime), this was deemed to be a 
dramatically pleasing result, thus providing clear proof for 
the efficacy and potential benefits of advanced analytic 
strategies when applied to problems of this type . 

Implementing the Solution at the 
Customer Site 
The call-by-call service provider now uses this solution 
for predicting and simulating optimal cellular (airtime) 
rates . The system was installed by argonauten 360° as a 
complete turnkey ("push-of-the-button") solution. Using 
this solution, the call-by-call service provider can now pre­
dict with much greater accuracy the demand (for airtime) 
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in a highly price-sensitive and competitive market and 
offer the "correct" rates, thus enjoying a key competitive 
advantage. 

In the second phase, this system will be further im­
proved with a "dashboard-like" system that automatica ll y 
compares predictions with observed data. This system will 
ensure that, when necessary, argonauten 360° can update 
the estimates of model parameters to adjust to the dynamic 
marketplace. Hence, without acquiring any analytic know­
how, the call-by-call service provider now has access to 
a reliable implementation of a sophisticated demand­
forecasting and rate-simulation system-something hereto­
fore considered impossible . This is an excellent example of 
a successful application of data mining technologies to gain 
competitive advantage in a highly competitive business 
environment. 
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Text and Web Mining 

LEARNING OBJECTIVES 

• Describe text mining and understand the 
need for text mining 

• Differentiate between text mining and 
data mining 

• Understand the different application 
areas for text mining 

• Know the process of canying out a text 
mining project 

a Understand the different methods to 
introduce structure to text-based data 

• Describe Web mining, its objectives, and 
its benefits 

• Understand the three different branches 
of Web mining 

11 Understand Web content mining, Web 
structure mining, and Web log mining 

This chapter provides a rather comprehensive overview of text mining and Web 
mining as they relate to business intelligence (BI) and decision support systems. 
Both Web mining and text mining are essentially the derivatives of data mining. 

Because text data and Web traffic data are increasing in volume in an order of magnitude 
more than the data in structured databases, it is important to know some of the tech­
niques used to process large amounts of unstructured data. 
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OPENING VIGNETTE: Mining Text for Security 
and Counterterrorism 
Imagine that you are a decision maker in a hostage situation at an American embassy. 
You are trying to understand, "Who is in charge of the terrorists?" "What is the reason 
behind this terrorist attack?" and "Is their group likely to attack other embassies?" Even 
though you have access to all kinds of information sources, you are hardly ever 
in a position to exploit such vast amounts of information effectively and efficiently for 
better decision making. How can computers help this process, which relies on accu­
rate and timely intelligence in the midst of a crisis? The Genoa 1 project, part of 
DARPA's (Defense Advanced Research Projects Agency) total information awareness 
program, seeks to provide advanced tools and techniques to rapidly analyze informa­
tion re lated to a current situation to support better decision making. Specifically, 
Genoa provides knowledge discovery tools to better "mine" relevant information 
sources for discovery of patterns in the form of actionable information (i.e ., relevant 
knowledge nuggets) . 

One of the cha llenges Genoa faced was to make it easy for the end user to take the 
knowledge discovered by the analytics tools and embed it in a concise and useful form 
in an intelligence product. MITRE, a nonprofit innovative research organization char­
tered to work in the public interest (mitre.01·g), has been tasked with developing text 
mining-based software system to address this cha llenge. This system would allow the 
user to select various text mining tools and, with a few mouse clicks, assemble them to 
create a complex filter that fulfills whatever knowledge discove1y function is currently 
needed. Here, a filter is a tool that takes input information and turns it into a more 
abstract and useful representation. Filters can also weed out irrelevant parts of the input 
information. 

For example, in response to the crisis situation discussed earlier, an analyst might use 
text mining tools to discover important nuggets of information in a large collection of 
news sources . This use of text mining tools can be illustrated by looking at TopCat, a sys­
tem developed by MITRE that identifies different topics in a collection of documents and 
displays the key "players" for each topic. TopCat uses association rule mining technology 
to identify relationships among people, organizations, locations, and events (shown with 
P, 0, L, and E, respectively, in Figure 5.1). Grouping these relationships creates topic clus­
ters such as the three shown in Figure 5.1 , which are built from 6 months of global news 
from several print, radio, and video sources-over 60,000 news stories in all. 

This tool enables an analyst to discover, say, an association between people involved 
in a bombing incident, such as "McVeigh and Nichols belong to a common organization!" 
which gives a starting point for further ana lysis. This, in turn, can lead to new knowledge 
that can be leveraged in the analytical model to help predict whether a particular terror­
ist organization is likely to strike elsewhere in the next few days . Similarly, the third topic 
reveals the important players in an election in Cambodia. This discovered information can 
be leveraged to help predict whether the situation in Cambodia is going to explode into 
a crisis that may potentially affect U.S. interests in that region. 

Now, suppose the user wants to know more about the people in the last topic (the 
election in Cambodia). Instead of reading thousands of words of text from a number of 
articles on the topic, the analyst can compose a topic-detection filter with a biographical 

1The Genoa project was started in 1997 and converted into Genoa II in 2003 . The parent program, Total 
Information Awareness, was transitioned into a program ca lled Topsa il in 2003. Both programs were highly 
criticized as being government-led spying programs that invaded privacy and human rights . 

Cluster 1 

(L] Kampala 
(L] Uganda 
(P) Yoweri Museveni 
(L) Sudan 
(L) Khartoum 
[L) Southern Sudan 

Cluster 2 

(PJ Timothy McVeigh 
(L] Oklahoma City 
(P) Terry Nichols 
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Cluster 3 

(El Election 
(P) Norodom Ranariddh 
(P] Norodom Sihanouk 
(L) Bangkok 
(L) Cambodia 
(L) Phnom Penh 
(L) Thailand 
(P) Hun Sen 
(0) Khmer Rouge 
(P) Pol Pot 

FIGURE 5.1 Topics Derived from Clustering 60,000 News Stories. Source: Mitre Corporation, 
www.mitre.org (accessed May 20, 2009) . 

summ~rization filt~1: (lik~ the ones included in TopCat) that gathers facts about key per­
sons f1on~ the topics articles. The result of such a composition would produce a short, 
to-the-pomt summa1y of the topic. 

T.he. summarization filter, developed with DARPA funding, identifies and aggregates 
descn~t1ons of people from a collection of documents by means of an efficient syntactic 
a~alys1s, the use of a thesaurus , and some simple natural language-processing tech­
rnques~ It also extracts from these documents salient sentences related to these people by 
v:e1ghtmg sen~e~ces based on the presence of the names of people as well as the loca­
tion and prox11rnty of terms in a document, their frequency, and their correlations with 
other terms in the document collection. 

The summarization filter in TopCat can also perform a similar function for MITRE's 
Broadcast ~ews Navigator, which applies this capability to continuously collected broad­
c~st n~.ws 111 order to extract named .entities and keywords and to identify the interesting 
tianscupts a?d sentences that contam them. The summarization filter includes a param­
eter to specify the target length or the reduction rate, allowing summaries of different 
lengths to be generated. For example, allowing a longer summa1y would mean that facts 
about other people (e.g., Pol Pot) would also appear in the summa1y. 

. This example illustrates how mining a text collection using contempora1y knowledge 
d1scov~ry tools such as the TopCat summarization filter can reveal important associations 
at varymg levels of det~il. The component-based approach employed in implementing 
TopCat allowed these filters to be easily integrated into intelligence products such as 
a.utomated intelligence reporting and briefing tools and dashboards. These summarization 
ftlters can be connected to a specific region on a Web page of a briefing book, which can 
be shared across a community of collaborating analysts. When a document or a folder of 
documents is dropped onto a region connected to a filter, the filter processes the textual 
data , and the information in the form of a textual summa1y or graphica l visualization 
appears in that region. 

QUESTIONS FOR THE OPENING VIGNETTE 

1. How can text mining be used in a crisis situation? 

2. What is Genoa project? What is the motivation behind projects like Genoa? 
3. What is TopCat? What does TopCat do? 

4. What is a sunm1arization filter? 

5. Comment on the future of text mining tools for counterterrorism. 
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WHAT WE CAN LEARN FROM THE VIGNETTE 

Text mining tools have been part of national intelligence initiatives such as the informa­
tion awareness program for decades. In this vignette, DARPA and MITRE teamed up to 
develop capabilities to automatically filter text-based information sources to generate 
actionable information in a timely manner. They followed component-based architectures 
so that parts and pieces of this complex system can be revised, used, and reused inde­
pendent of the rest of information system. Using association, classification, and clustering 
analysis , these text-based document analysis tools illustrate the power of knowledge 
extraction from volumes of news articles. What has been achieved in the intelligence field 
is a good indicator of what can potentially be accomplished with the use of knowledge 
discove1y tools and techniques in the near future. 

Sou rce: MITRE Corporation, mitre.org (accessed on J\fay 20, 2009); J. Mena , In vestigative Data Mining for 
Security and Criminal Detection, Elsevier Science. Burlington, MA, 2003 . 

5.1 TEXT MINING CONCEPTS AND DEFINITIONS 

The information age that we are living in is characterized by the rapid growth in the 
amount of data and information collected, stored, and made available in electronic media . 
A vast majority of business data are stored in text documents that are virtually unstruc­
tured. According to a study by Merrill Lynch and Gartner, 85 to 90 percent of all corpo­
rate data are captured and stored in some sort of unstructured form (McKnight, 2005) . 
The same study also stated that this unstructured data are doubling in size every 
18 months. Bec;rnse knowledge is power in today's business world, and knowledge is 
derived from data and information, businesses that effectively and efficiently tap into their 
text data sources will have the necessaty knowledge to make better decisions, leading to 
a competitive advantage over those businesses that lag behind. This is where the need for 
text mining fits into the big picture of today's businesses. 

Text mining (also known as text data mining or knowledge discove1y in textual 
databases) is the semiautomated process of extracting patterns (useful information and 
knowledge) from large amounts of unstructured data sources. Remember that data min­
ing is the process of identifying valid , novel, potentially useful, and ultimately under­
standable patterns in data stored in structured databases, where the data are organized in 
records structured by categorical, ordinal, or continuous variables. Text mining is the 
same as data mining in that it has the same purpose and uses the same processes; but 
with text mining, the input to the process is a collection of unstructured (or less struc­
tured) data files such as Word documents, PDF files , text excerpts , XML files , and so on. 
In essence, text mining can be thought of as a process (with two main steps) that starts 
with imposing structure to the text-based data sources followed by extracting relevant 
information and knowledge from this structured text-based data using data mining tech­

niques and tools . 
The benefits of text mining are obvious in the areas where ve1y large amounts of 

textual data are being generated, such as law (court orders), academic research (research 
articles), finance (quarterly reports), medicine (discharge summaries) , biology (molecular 
interactions), technology (patent files), and marketing (customer comments). For exam­
ple, the free-form text-based interactions with customers in the form of complaints (or 
praises) and warranty claims can be used to objectively identify product and service char­
acteristics that are deemed to be less than perfect and can be used as input to better prod­
uct development and service allocations. Likewise, market outreach programs and focus 
groups generating large amounts of data . By not restricting product or service feedback to 
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a codified form, customers can present, in their own words , what they think about 
a company's products and services . Another area where the automated processing of 
unstructured text has had a lot of impact is in electronic communications and e-mail. Text 
mining not only can be used to classify and filter junk e-mail, but it can also be used to 
automatically prioritize e-mail based on importance level as well as to generate automatic 
responses (Weng and Liu, 2004). Following are among the most popular application areas 
of text mining: 

• I11formatio11 extractio11. Identification of key phrases and relationships within 
text by looking for predefined sequences in text via pattern matching. 

• Topic tracki11g. Based on a user profile and documents that a user views, text 
mining can predict other documents of interest to the user. 

• Summarization. Summarizing a document to save time on the part of the reader. 
• Categorization. Identifying the main themes of a document and then placing the 

document into a predefined set of categories based on those themes. 
• Clustering. Grouping similar documents without having a predefined set of 

categories. 
• Concept linki11g. Connects related documents by identifying their shared con­

cepts and, by doing so, helps users find information that they perhaps would not 
have found using traditional search methods. 

• Question answering. Finding the best answer to a given question through 
knowledge-driven pattern matching. 

See Technology Insight 5.1 for explanations of some of the terms and concepts used 
in text mining. Application Case 5.1 describes the use of text mining in patent analysis. 

TECHNOLOGY INSIGHT 5.1 Text Mining lingo 

The following list describes some commonly used text mining terms: 

• U11structured data (versus structured data). Structured data have a predetermined 
format. They are usually organized into records with simple data values (categorical, ordi­
nal, and continuous variables) and stored in databases . In contrast, unstructured data do 
not have a predetermined format and are stored in the form of textual documents . In 
essence, the structured data are for the computers to process while the unstructured data 
are for humans to process and understand . 

• Corpus. In linguistics , a corpus (plural cOJpora) is a large and structured set of texts 
(now usually stored and processed electronically) prepared for the purpose of conducting 
knowledge discove1y. 

• Terms. A term is a single word or multiword phrase extracted directly from the corpus 
of a specific domain by means of natural language processing (NLP) methods. 

• Concepts. Concepts are features generated from a collection of documents by means of 
manual, statistical, rule-based, or hybrid categorization methodology. Compared to terms, 
concepts are the result of higher level abstraction. 

• Stemming. The process of reducing inflected words to their stem (or base or root) 
form. For instance, stem111e1; stemming, stemmed are all based on the root stem. 

• Stop words. Stop words (or noise words) are words that are filtered out prior to or 
after processing of natural language data (i.e. , text). Even though there is no universally 
accepted list of stop words, most natural language processing tools use a list that includes 
articles (a, am, the, of, etc.), auxilia1y verbs (-is, are, was, were, etc.), and context-specific 
words that are deemed not to have differentiating value. 
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• Syno11y111s and polysemes. Synonyms are syntactically different words (i.e., spelled 
differently) with identical or at least similar meanings (e.g., movie, film, and motion picture). 
In contrast, polysemes, which are also called homonyms, are syntactically identical words 
(i.e., spelled exactly the same) witl1 different meanings (e.g., bow can mean "to bend for­
ward," "the front of tl1e ship," "the weapon that shoots arrows," or "a kind of tied ribbon"). 

• Tokenizing. A token is a categorized block of text in a sentence. The block of text corre­
sponding to tl1e token is categorized according to tl1e function it performs. This assignment 
of meaning to blocks of text is known as tokenizing. A token can look like anything; it just 
needs to be a useful part of tl1e structured text. 

• Term dictionaty. A collection of terms specific to a narrow field that can be used to 
restrict the extracted terms within a corpus. 

• lVordfreque11cy. The number of times a word is found in a specific document. 
• Part-of-speech taggi11g. The process of marking up the words in a text as correspon­

ding to a particular part of speech (such as nouns, verbs, adjectives, and adverbs) based 
on a word's definition and the context in which it is used . 

• M01phology. A branch of the field of linguistics and a part of natural language process­
ing that studies the internal structure of words (patterns of word formation within a 
language or across languages) . 

• Term-by-document matrix ( occu1·re11ce matrix or term-document matrix). A com­
mon representation schema of the frequency-based relationship between the terms and doc­
uments in tabular format where terms are listed in rows, documents are listed .in columns, 
and the frequency between tl1e terms and documents is listed in cells as integer values. 

• Singular-value decomposition (latent semantic indexing). A dimensionality reduc­
tion method used to transform the term-by-document matrb:: to a manageable size by gen­
erating an intermediate representation of the frequencies using a matrix manipulation 
method similar to principle component analysis. 

Application Case 5.1 
Text Mining for Patent Analysis 

A patent is a set of exclusive rights granted by a 
count.ty to an inventor for a limited period of time in 
exchange for a disclosure of an invention (note that 
the procedure for granting patents, the requirements 
placed on the patentee, and the extent of the exclu­
sive rights vary widely from count1y to country). 
The disclosure of these inventions is critical to future 
advancements in science and technology. If care­
fully analyzed, patent documents can help identify 
emerging technologies, inspire novel solutions, fos­
ter symbiotic partnerships, and enhance overall 
awareness of business' capabilities and limitations. 

Patent analysis is the use of analytical 
techniques to extract valuable knowledge from 
patent databases. Countries or groups of countries 
that maintain patent databases (United States, 
European Union, Japan, etc.) add tens of millions of 
new patents each year. It is nearly impossible to 

efficiently process such enormous amounts of semi­
structured data (patent documents usually contain 
partial structured and partially teJo,,1:ual data). Patent 
analysis with semiautomated software tools is one way 
to ease the processing of these ve1y large databases. 

A Representative Example of 
Patent Analysis 

East.tnan Kodak employs more than 5,000 scientists, 
engineers, and technicians around the world . 
During the twentieth centrny, these knowledge 
workers and their predecessors claimed nearly 
20,000 patents, putting the company among the top 
10 patent holders in the world . Being in the busi­
ness of constant change, the company knows that 
success (or mere survival) depends on its ability to 
apply more than a century's worth knowledge about 

imaging science and technology to new uses and to 
secure those new uses with patents. 

Appreciating the value of patents, Kodak not 
only generates new patents but also analyzes those 
created by others. Using dedicated analysts and 
state-of-the-art software tools (including specialized 
text mining tools from ClearForest Corp.), Kodak 
continuously digs deep into various data sources 
(patent databases, new release archives, and prod­
uct announcements) in order to develop a holistic 
view of the competitive landscape. Proper analysis 
of patents can bring companies like Kodak a wide 
range of benefits: 

• It enables competitive intelligence. Knowing 
what competitors are doing can help a com­
pany to develop countermeasures. 

• It can help the company make critical business 
decisions, such as what new products, product 
lines, and/ or technologies to get into or what 
mergers and acquisitions to pursue. 

• It can aid in identifying and recruiting the best 
and brightest new talent, those whose names 
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appear on the patents that are critical to the 
company's success. 

• It can help the company to identify the unau­
thorized use of its patents, enabling it to take 
action to protect its assets . 

• It can identify complementary inventions to 
build symbiotic partnerships or to facilitate 
mergers and/or acquisitions. 

• It prevents competitors from creating similar 
products, and it can help protect the company 
from patent infringement lawsuits. 

Using patent analysis as a rich source of 
knowledge and a st.t·ategic weapon (both defensive 
as well as offensive), Kodak not only survives but 
excels in its market segment defined by innovation 
and constant change. 

Source: P. X. Chiem, "Kodak Turns Knowledge Gained About 
Patents into Competitive Intelligence," Knowledge Management, 
2001 , pp . 11-12; Y-H. Tsenga, C-J. Linb, and Y-I. Linc, "Text 
Mining Techniques for Patent Analysis," Information Processing & 
Management, Vol. 43, No. 5, 2007, pp. 1216-1245. 

1. What is text mining? How does it differ from data mining? 

2. Why is the popularity of text mining as a BI tool increasing? 

3. What are some of popular application areas of text mining? 

5.2 NATURAL LANGUAGE PROCESSING 

Some of the early text mining applications used a simplified representation called 
bag-of-words when introducing structure to a collection of text-based documents in 
order to classify them into two or more predetermined classes or to cluster them into 
natural groupings . In the bag-of-words model, text, such as a sentence, paragraph, or 
complete document, is represented as a collection of words, disregarding the grammar 
or the order in which the words appear. The bag-of-words model is still used in some 
simple document classification tools. For instance, in spam filtering, an e-mail message 
can be modeled as an unordered collection of words (a bag-of-words) that is com­
pared against two different predetermined bags. One bag is filled with words found in 
spam messages, and the other is filled with words found in legitimate e-mails . Although 
some of the words are likely to be found in both bags, the "spam" bag will contain 
spam-related words such as stock, Viagra, and buy much more frequently than the 
legitimate bag, which will contain more words related to the user's friends or work­
place. The level of match between a specific e-mail's bag-of-words and the two bags 
containing the descriptors determines the membership of the e-mail as either spam or 
legitimate . 
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Naturally, we (humans) do not use words without some order or structure. We use 
words in sentences, which have semantic as well as syntactic structure. Thus, automated 
techniques (such as text mining) need to look for ways to go beyond the bag-of-words 
interpretation and incorporate more and more semantic structure into their operations. 
The current trend in text mining is toward including many of the advanced features that 
can be obtained using natural language processing. 

It has been shown that the bag-of-word method may not produce good-enough 
information content for text mining tasks (classification, clustering, association, etc.). 
A good example of this can be found in evidence-based medicine. A critical component of 
evidence-based medicine is incorporating the best available research findings into the 
clinical decision-making process, which involves appraisa l of the information collected 
from the printed media for validity and relevance. Several researchers from University of 
Maryland developed evidence assessment models using a bag-of-words method (Lin and 
De1nner, 2005). They employed popular machine-learning methods along with more than 
half a million research articles collected from MEDLINE (Medical Literature Analysis and 
Retrieval System Online). In their models, they represented each abstract as a bag-of-words, 
where each stemmed term represented a feature. Despite using popular classification 
methods with proven experimental design methodologies, their prediction results were not 
much better than simple guessing, which may indicate that the bag-of-words is not gener­
ating a good enough representation of the research articles in this domain; hence, more 
advanced techniques such as natural language processing are needed. 

Natural language processing (NLP) is an important component of text mining 
and is a subfield of artificial intelligence and computational linguistics . It studies the prob­
lem of "understanding" the natural human language, with the view of converting depic­
tions of human language (such as textual documents) into more forma l representations 
(in the form of numeric and symbolic data) that are easier for computer programs to 
manipulate. The goal of NLP is to move beyond syntax-driven text manipulation (which 
is often called "word counting") to a true understanding and processing of natural 
language that considers grammatical and semantic constraints as well as the context. 

The definition and scope of the word "understanding" is one of the major discus­
sion topics in NLP. Considering that the natural human language is vague and that a true 
understanding of meaning requires extensive knowledge of a topic (beyond w hat is in 
the words, sentences, and paragraphs), will computers ever be able to understand natu­
ral language the same way and with the same accuracy that humans do? Probably not! 
NLP bas come a long way from the days of simple word counting, but it has an even 
longer way to go to really understanding natural human language. The following are just 
a few of the challenges commonly associated with the implementation of NLP: 

•Part-of-speech tagging. It is difficult to mark up terms in a text as correspon­
ding to a particular part of speech (such as nouns, verbs, adjectives, and adverbs), 
because the part of speech depends not only on the definition of the term but also 
on the context within which it is used. 

• Text segme11tatio11. Some written languages, such as Chinese, Japanese, and 
Thai, do not have single-word boundaries. In these instances, the text-parsing task 
requires the identification of word boundaries, which is often a difficult task. Similar 
challenges in speech segmentation emerge when analyzing spoken language, 
because sounds representing successive letters and words blend into each other. 

• Word sense disambiguation. Many words have more than one meaning. 
Selecting the meaning that makes the most sense can only be accomplished by tak­
ing into account the context within which the word is used. 

• Syntactic ambiguity. The grammar for natural languages is ambiguous; that is, 
multiple possible sentence structures often need to be considered. Choosing the most 
appropriate structure usually requires a fusion of semantic and conte)\.'"tual information. 
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• Imperfect or irregular input. Foreign or regional accents and vocal impedi­
ments in speech and typographical or grammatical errors in texts make the process­
ing of the language an even more difficult task. 

• Speech acts. A sentence can often be considered an action by the speaker. The 
sentence structure alone may not contain enough information to define this action. 
For example, "Can you pass the class?" requests a simple yes/no answer, whereas 
"Can you pass the salt?" is a request for a physical action to be performed. 

It is a longstanding dream of artificial intelligence community to have algorithms that 
are capable of automatically reading and obtaining knowledge from text. By applying a 
learning algorithm to parsed text, researchers from Stanford University's NLP lab have 
developed methods that can automatically identify the concepts and relationships between 
those concepts in the text. By applying a unique procedure to large amounts of text, their 
algorithms automatically acqu ire hundreds of thousands of items of world knowledge and 
use them to produce significantly enhanced repositories for WorclNet. WordNet is a labori­
ously hand-coded database of English words, their definitions, sets of synonyms, and var­
ious semantic relations between synonym sets. It is a major resource for NLP applications, 
but it has proven to be ve1y expensive to build and maintain manually. By automatically 
inducing knowledge into WordNet, the potential exists to make WordNet an even greater 
and more comprehensive resource for NLP at a fraction of the cost. 

One prominent area where the benefits of NLP are already being harvested is in 
customer relationship management (CRM). Broadly speaking, the goal of CRM is to 
maximize customer va lue by better understanding and effectively responding to their 
actua l and perceived needs. An important area of CRM, where NLP is making a signifi­
cant impact, is sentiment ana lysis. Sentiment analysis is a technique used to detect 
favorable and unfavorable opinions toward specific products and services using a large 
numbers of textual data sources (customer feedback in the form of Web postings). 
See Application Case 5.2 for an example of the successful application of text mining 
to CRM. 

Application Case 5.2 
Text Mining Helps Merck to Better Understand and Serve Its Customers 
Merck Sharp & Dahme (MSD) is a global, research­
driven pharmaceutical company based in Germany 
that is dedicated to solving the world's health care 
needs. Established in 1891, MSD discovers, develops, 
manufactures, and markets vaccines and medicines 
to address challenging health care needs. 

program that uses data and text mining applications to 
better leverage its data and information assets. MSD 
uses text mining technology from SPSS to analyze 
information it collects from a variety of sources and 
then uses t11at information to create effective programs 
tl1at best address physician and patient needs. 

As one of the world's largest pharmaceutical 
manufacturers, MSD relies heavily on the input it gets 
from doctors to better help tl1e patients they se1ve. 
The expected outcome is better care for patients who 
are afflicted w ith illnesses such as AIDS, osteoporosis, 
heart failure, migraine headaches, and asthma , 
among many others. 

Realizing the importance of knowledge dis­
cove1y, many years ago, MSD developed an analytics 

Challenge 

Like any other profession, the people working in the 
health care industry have an array of beliefs and 
opinions. That's where the challenge comes in for 
MSD. It must get a firm grasp on what doctors are 
saying in the field and then pass that information on 
to its product development teams so they can create 

(Continued) 
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Application Case 5.2 (Continued) 

better drugs and effective marketing campaigns for 
those drugs. Considering the range of MSD's target 
audience, such a task is anything but simple. On 
one end of the spectrum are the "pioneer" doctors 
who are ve1y open to new insights and research 
results and fairly quickly turn scientific findings into 
practice. At the other end of the scale are the "con­
servative personality" doctors who follow traditional 
practices and want to do eve1ything by the book, 
spend a lot of time researching treatment options, 
and base their opinions on the thorough study of 
specialist articles or exchanges with colleagues. To 
be successful, MSD had to find the right way to 
approach all types of doctors. However, first it had 
to identify the various groups. To do so, MSD needed 
to use all available information from various 
sources, including internal data and data from exter­
nal providers. 

Solution 

MSD decided to use text mining and quantitative 
analysis tools from SPSS to get a better under­
standing of the data collected from the surveys, 
some of which were conducted at various commu­
nications seminars, and then provide that valuable 
information to the marketing team. Some of the 
characteristics measured in these srnveys included 
the number of years a doctor had been established 
and the number of patients the doctor serves, 
along with questions that led to open-ended tex­
tual responses. Once the necessary data were 
obtained, special analytics were used to gain fur­
ther insight into the data with regard to their sig­
nificance and correlation among the wide range of 
characteristics. MSD also used the collected data 
for profiling purposes. The analytic tools allowed 

MSD to allocate doctors to a number of typologies. 
By segmenting doctors based on measures intro­
duced by the marketing department, MSD decides 
which action catalog best characterizes the rele­
vant target groups. 

Results 

For MSD, text mining-the analysis of unstructured, 
textual data-is indispensable . The text mining 
functionality is based on the natural grammatical 
analysis of text. It does not depend solely on key­
word search but analyzes the syntax of language 
and "understands" the content. By doing so, it dis­
covers indispensable knowledge needed to improve 
the company's competitive position. 

MSD works with the Gesellschaft fi.ir Konsumfor­
schung panel (Association for Consumer Research, 
GfK), which uses the daily "dia1y" entries of doctors 
on the panel to learn which pharmaceutical represen­
tatives have visited them, what product communica­
tions were conveyed, and whether they will include 
these products in the range of drugs they prescribe in 
the future. Text mining analyses of the product con­
versations noted by the doctors reveal speech pat­
terns that accompany various prescribing behaviors. 
This enables MSD to optimize its products and mar­
keting campaigns and to improve its sales representa­
tives' communication skills. Thanks to SPSS and its 
text mining tools, MSD knows which properties of 
and information about its drugs are particularly well 
understood in conversations with the doctors and 
when the terms used in its marketing campaigns 
need to be refined. 

Source: SPSS, "Merck Sharp & Dahme," storieshttp://www.spss 
.com/success/template_ view .cfm?Sto1-y _ID = 185 (accessed 
May 15, 2009). 

Sentiment analysis offers enormous opportumttes for various applications. For 
instance , it would provide powerful functionality for competitive analysis, marketing 
analysis, and detection of unfavorable rumors for risk management. A sentiment analysis 
approach developed by researchers at IBM seeks to extract sentiments associated with 
polarities of positive or negative for specific subjects (e.g., products or se1vices) from a 
collection of documents (Kanayama and Nasukawa, 2006). The main issues in sentiment 
analysis are to identify bow sentiments are expressed in texts and whether the expres­
sions indicate positive (favorable) or negative (unfavorable) opinions toward the subject. 
In order to improve the accuracy of the sentiment analysis, it is important to properly 
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identify the semantic relationships between the sentiment expressions and the subject. By 
applying semantic analysis with a syntactic parser and sentiment lexicon, IBM's system 
achieved high precision (75o/o-95%, depending on the data) in finding sentiments within 
Web pages and news articles. 

NLP has successfully been applied to a variety of tasks via computer programs to 
automatically process natural human language that previously could only be clone by 
humans. Following are among the most popular of these tasks: 

• I11formation retrieval The science of searching for relevant documents , finding 
specific information within them, and generating metaclata as to their contents. 

•Information extraction. A type of information retrieval whose goal is to auto­
matically extract structured information, such as categorized and contextually and 
semantically well-defined data from a certain domain, using unstructured machine­
reaclable documents. 

• Named-e11tity 1·ecognitio11. Also known as entity identification and entity 
extraction, this subtask of information extraction seeks to locate and classify atomic 
elements in text into predefined categories, such as the names of persons, organiza­
tions, locations, expressions of times, quantities, moneta1y values, percentages, and 
so on. 

• Question answering. The task of automatically answering a question posed in 
natural language ; that is, producing a human-language answer when given a 
human-language question. To find the answer to a question, the computer program 
may use either a prestructured database or a collection of natural language docu­
ments (a text corpus such as the World Wide Web). 

•Automatic sum111arizatio11. The creation of a shortened version of a textual 
document by a computer program that contains the most important points of the 
original document. 

• Natural language generation. Systems convert information from computer 
databases into readable human language. 

• Natural language understanding. Systems convert samples of human lan­
guage into more formal representations that are easier for computer programs to 
manipulate. 

•Machine translation. The automatic translation of one human language to 
another. 

• Foreign language reading. A computer program that assists a nonnative 
language speaker to read a foreign language with correct pronunciation and accents 
on different parts of the words. 

•Foreign language writing. A computer program that assists a nonnative 
language user in writing in a foreign language. 

• Speech recognitio11. Converts spoken words to machine-readable input. Given a 
sound clip of a person speaking, the system produces a text dictation. 

• Text-to-speech. Also called speech sy11thesis, a computer program automatical­
ly converts normal language text into human speech. 

• Text proofing. A computer program reads a proof copy of a text in order to 
detect and correct any errors. 

• Optical character recog11ition. The automatic translation of images of hand­
written, typewritten, or printed text (usually captured by a scanner) into machine­
editable textual documents. 

The success and popularity of text mining depends greatly on advancements in NLP 
in both generation as well as understanding of human languages. NLP enables the extrac­
tion of features from unstructured text so that a wide variety of data mining techniques 
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can be used to extract knowledge (novel and useful patterns and relationships) from it. In 
that sense, simply put, text mining is a combination of NLP and data mining. 

SECTION 5.2 QUESTIONS 

1. What is natural language processing? 

2. How does NLP relate to text mining? 

3. What are some of the benefits and challenges of NLP? 

4. What are the most common tasks addressed by NLP? 

5.3 TEXT MINING APPLICATIONS 

As the amount of unstructured data collected by organizations increases, so does the 
value proposition and popularity of text mining tools. Many organizations are now realiz­
ing the importance of extracting knowledge from their document-based data repositories 
through the use of text mining tools. Following are only a small subset of the exempla1y 
application categories of text mining. 

Marketing Applications 

Text mining can be used to increase cross-selling and up-selling by analyzing the unstruc­
tured data generated by call centers. Text generated by call-center notes as well as 
transcriptions of voice conversations with customers can be ana lyzed by text mining algo­
rithms to extract novel, actionable information about customers' perceptions toward a 
company's p,roducts and services . Additionally, biogs, user reviews of products at 
independent Web sites, and discussion board postings are a gold mine of customer senti­
ments. This rich collection of information, once properly analyzed, can be used to 
increase satisfaction and the overall lifetime value of the customer (Coussement and Van 
den Poe!, 2008). 

Text mining has become invaluable for customer relationship management. 
Companies can use text mining to analyze rich sets of unstructured text data, combined 
with the relevant structured data extracted from organizational databases, to predict cus­
tomer perceptions and subsequent purchasing behavior. Coussement and Van den Poe! 
(2009) successfully applied text mining to significantly improve the ability of a model to 
predict customer churn (i.e., customer attrition) so that those customers identified as most 
likely to leave a company are accurately identified for retention tactics. 

Ghani et al. (2006) used text mining to develop a system capable of inferring impli­
cit and explicit attributes of products to enhance retailers' ability to analyze product data­
bases. Treating products as sets of attribute-value pairs rather than as atomic entities can 
potentially boost the effectiveness of many business applications, including demand fore­
casting, assortment optimization, product recommendations, assortment comparison 
across retailers and manufacturers , and product supplier selection. The proposed system 
allows a business to represent its products in terms of attributes and attribute values with­
out much manual effort. The system learns these attributes by applying supervised and 
semisupervised learning techniques to product descriptions found on retailers' Web sites. 

Security Applications 

One of the largest and most prominent text mining applications in the security domain is 
probably the highly classified ECHELON swveillance system. As rumor has it, ECHELON 
is assumed to be capable of identifying the content of telephone calls, faxes , e-mails, and 
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other types of data, intercepting information sent via satellites, public switched telephone 
networks, and microwave links. 

In 2007, EUROPOL developed an integrated system capable of accessing, storing, 
and analyzing vast amounts of structured and unstructured data sources in order to track 
transnational organized crime. Called the Overall Analysis System for Intelligence 
Support, this system aims to integrate the most advanced data and text mining technolo­
gies available on today's market. The system has enabled EUROPOL to make significant 
progress in supporting its law enforcement objectives at the international level 
(EUROPOL, 2007) . 

The U.S. Federal Bureau of Investigation (FBI) and the Central Intelligence Agency 
(CIA), under the direction of the Department for Homeland Security, are jointly develop­
ing a supercomputer data and text mining system. The system is expected to create a 
gigantic data warehouse along with a variety of data and text mining modules to meet the 
knowledge-discove1y needs of federal, state, and local law enforcement agencies. Prior to 
this project, the FBI and CIA each had its own separate databases, with little or no inter­
connection. 

Another security-related application of text mining is in the area of deception 
detection. Applying text mining to a large set of real-world criminal (person-of-interest) 
statements, Fuller et al. (2008) developed prediction models to differentiate deceptive 
statements from truthful ones. Using a rich set of cues extracted from the textual state­
ments , the model predicted the holdout samples with 70 percent accuracy, which is 
believed to be a significant success considering that the cues are extracted only from tex­
tual statements (no verbal or visual cues are present). Furthermore, compared to other 
deception-detection techniques, such as polygraph, this method is nonintrusive and 
widely applicable not only to textual data but also (potentially) to transcriptions of voice 
recordings. A more detailed description of text-based deception detection is provided in 
Application Case 5.3 . 

Application Case 5.3 
Mining for Lies 
Driven by advancements in Web-based information 
technologies and increasing globa lization, computer­
mediated communication continu es to filter into 
everyday life, bringing with it new venues for 
deception. The volume of text-based chat, instant 
messaging, text messaging, and text generated by 
online communities of practice is increasing rapidly. 
Even e-mail continues to grow in use. With the 
massive growth of text-based communication, the 
potential for people to deceive others through 
computer-mediated communication has also grown, 
and such deception can have disastrous results. 

involved face-to-face meetings and inte1views. Yet, 
with the growth of text-based conununication, text­
based deception-detection techniques are essential. 

Unfortunately, in ge neral, humans tend to 
perform poorly at deception-detection tasks. This 
phenomenon is exacerbated in text-based commu­
nications. A large part of the research on deception 
detection (also known as credibility assessment) has 

Techniques for successfully detecting 
deception-that is , lies-have wide applicability. 
Law enforcement can use decision suppo1t tools and 
techniques to investigate crimes, conduct security 
screening in airports, and monitor communications 
of suspected terrorists. Human resources profession­
als might use deception detection tools to screen 
applicants . These tools and techniques also have the 
potential to screen e-mails to uncover fraud or other 
wrongdoings committed by corporate officers. 
Although some people believe that they can readily 
identify those who are not being truthful, a summa1y 
of deception research showed that, on average, 
people are only 54 percent accurate in making 

(Continued) 
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Application Case 5.3 (Continued) 

veracity determinations (Bond and DePaulo, 2006). 
This figure may actually be worse when humans t1y 

to detect deception in text. 
Using a combination of text mining and data 

mining techniques, Fuller et al. (2008) analyzed 
person-of-interest statements completed by people 
involved in crimes on milita1y bases. In these state­
ments, suspects and witnesses are required to write 
their recollection of the event in their own words. 
Military law enforcement personnel searched 
archival data for statements that they could con­
clusively identify as being truthful or deceptive. 
These decisions were made on the basis of corrob­
orating evidence and case resolution. Once labeled 
as truthful or deceptive, the law enforcement per­
sonnel removed identifying information and gave 
the statements to the research team. In total, 371 
usable statements were received for analysis. The 
text-based deception detection method used 
by Fuller et al. (2008) was based on a process 

known as message feature mining, which relies on 
elements of data and te},._1: mining techniques. A sim­
plified depiction of the process is provided in 

Figure 5.2. 
First, the researchers prepared the data for pro-

cessing. The original handwritten statements had to 
be transcribed into a word processing file . Second, 
features (i.e., cues) were identified. The researchers 
identified 31 features representing categories or 
types of language that are relatively independent of 
the text content and that can be readily analyzed by 
automated means. For example, first-person pro­
nouns such as J or me can be identified without 
analysis of the surrounding text. Table 5 .1 lists t1:e 
categories and an example list of features used m 

this study. 
The features were extracted from the textual 

statements and input into a flat file for further pro­
cessing. Using several feature-selection methods 
along with JO-fold cross-validation, the researchers 

Statements 
transcribed for 

processing 

Statements labeled as 
truthful or deceptive 
by law enforcement 

Classification models 
trained and tested on 

quantified cues 

Text processing 
software generated 

quantified cues 

Cues extracted 
and selected 

Text processing 
software identified 
cues in statements 

II o s· d D Delen "Exploration of 
FIGURE 5 2 Text-Based Deception Detection Process. Source: C. M. Fu er, . 1ros, an · • . 
Feature S~lection and Advanced Classification Models for High-Stakes Deception D~tection," in Proceedings of :~~9:1 st 

Annual Hawaii International Conference on System Sciences (HICSS), January 2008, Big Island, HI, IEEE Press, pp. . 
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TABLE 5.1 Categories and Examples of Linguistic Features Used 
in Deception Detection 

Number Construct (Category) Example Cues 

Quantity Verb count, noun-phrase count, etc. 

2 Complexity Average number of clauses, average sentence length, etc. 

3 Uncertainty Modifiers, modal verbs, etc. 

4 Nonimmediacy Passive voice, objectification, etc. 

5 Expressivity Emotiveness 

6 Diversity Lexical diversity, redundancy, etc. 

7 Informality Typographical error ratio 

8 Specificity Spatiotemporal information, perceptual information, etc. 

9 Affect Positive affect, negative affect, etc. 

Source: Based on C. M. Fuller, D. Biros, and D. Delen, "Exploration of Feature Select.ion and Advanced 
Classification Models for High-Stakes Deception Detection," in Proceedings of the 41st A11n11al Hawaii 
International Conference 011 System Sciences (HICSS), 2008, Big Island, HJ , IEEE Press, pp. 80- 99; C. F. Bond 
and B. M. DePaulo, "Accuracy of Deception judgments," Personali~)' and Social Psycbology Reports, Vol. 10, 

No. 3, 2006, pp. 214-234. 

compared the prediction accuracy of three popular 
data mining methods. Their results indicated that 
neural network models performed the best, with 
73.46 percent prediction accuracy on test data sam­
ples; decision trees performed second best, with 
71.60 percent accuracy; and logistic regression was 
last, with 65.28 percent accuracy. 

Biomedical Applications 

The results indicate that automated text-based 
deception detection has the potential to aid those 
who must tl.y to detect lies in text and can be suc­
cessfully applied to real-world data . The accuracy of 
these techniques exceeded the accuracy of most 
other deception-detection techniques even though it 
was limited to textual cues. 

Text mining holds great potential for the medical field in general and biomedicine in 
particular for several reasons . First, the published literature and publication outlets 
(especially with the advent of the open source journals) in the field are expanding at an 
exponential rate. Second, compared to most other fields , the medical literature is more 
standardized and orderly, making it a more "minable" information source. Finally, the 
terminology used in this literature is relatively constant, having a fairly standardized 
ontology. What follows are a few exemplary studies where text mining techniques were 
successfully used in extracting novel patterns from biomedical literature. 

Experimental techniques such as DNA microarray analysis, serial analysis of gene 
expression (SAGE), and mass spectromet1y proteomics, among others, are generating 
large amounts of data related to genes and proteins. As in any other experimental 
approach, it is necessa1y to analyze this vast amount of data in the context of previously 
known information about the biological entities under study. The literature is a particu­
larly valuable source of information for experiment validation and interpretation . 
Therefore, the development of automated text mining tools to assist in such interpretation 
is one of the main challenges in current bioinformatics research. 
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Knowing the location of a protein within a cell can help to elucidate its role in 
biological processes and to determine its potential as a drug target. Numerous location­
prediction systems are described in the literature; some focus on specific organisms, 
whereas others attempt to analyze a wide range of organisms. Shatkay et al. (2007) 
proposed a comprehensive system that uses several types of sequence- and text-based 
features to predict the location of proteins. The main novelty of their system lies in the 
way in which it selects its text sources and features and integrates them with sequence­
based features . They tested the system on previously used datasets and on new datasets 
devised specifically to test its predictive power. The results showed that their system 
consistently beat previously reported results. 

Chun et al. (2006) described a system that extracts disease-gene relationships 
from literature accessed via MEDLINE. They constructed a dictiona1y for disease and 
gene names from six public databases and extracted relation candidates by dictiona1y 
matching. Because dictionary matching produces a large number of false positives, they 
developed a method of machine learning-based named entity recognition (NER) to 
filter out false recognitions of disease/ gene names . They found that the success of rela­
tion extraction is heavily dependent on the performance of NER filtering and that the 
filtering improved the precision of relation extraction by 26.7 percent at the cost of a 
small reduction in recall. 

Figure 5.3 shows a simplified depiction of a multilevel text analysis process for 
discovering gene-protein relationships (or protein-protein interactions) in the biomedical 
literature (Nakov et al. , 2005). As can be seen in this simplified example that uses a 
simple sentence from biomedical text, first (at the bottom three levels) the text is 
tokenized using part-of-speech tagging and shallow-parsing. The tokenized terms 
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FIGURE 5.3 Multilevel Analysis of Text for Gene/Protein Interaction Identification. Source: P. Nakov, 

A. Schwartz, B. Wolf, and M.A. Hearst, "Supporting Annotation Layers for Natural Language 

Processing." Proceedings of the Association for Computational Linguistics (ACL), interactive poster 

and demonstration sessions, 2005, Ann Arbor, Ml, pp. 65-68. 
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(words) are then matched (and interpreted) against the hierarchical representation of the 
domain ontology to derive the gene-protein relationship. Applica tion of this method 
(and/ or some variation of it) to the biomedical literature offers great potential to decode 
the complexities in the Human Genome Project. 

Academic Applications 

The issue of text mining is of great importance to publishers who hold large data­
bases of information requiring indexing for better retrieva l. This is particularly true 
in scientific disciplines, in which highly specific information is often contained within 
wntten text. Initiatives have been launched, such as Nature's proposal for an Open 
Text Mining Interface and the National Institutes of Health 's common Journal 
Publishing Document Type Definition (DTD), that would provide semantic cues to 
machines to answer specific queries contained within text without removing publisher 
barriers to public access . 

Academic institutions have also launched text mining initiatives. For example, the 
National Centre for Text Mining, a collaborative effort between the Universities of 
Manchester and Liverpool, provides customized tools, research facilities, and advice on 
text mining to the academic community. With an initial focus on text mining in the biolog­
ical and biomedical sciences, research has since expanded into the social sciences. In the 
United States, the School of Information at University of California, Berkeley, is developing 
a program called BioText to assist bioscience researchers in text mining and analysis. 

As described in this section, text mining has a wide variety of applications in a num­
ber of different disciplines. See Application Case 5.4 for an example of how the aviation 
industry is using text mining of air incident reports to increase safety . 

Application Case 5.4 
Flying Through Text 

Text mining has proven to be a va luable tool in 
extracting organizational knowledge from written 
documents stored in digitized form. Analysts are 
using text mining software to focus on key prob­
lem areas through pattern identification. For exam­
ple, companies in the airline industry can apply 
text mining to incident reports to increase the qual­
ity of organizational knowledge. They can study 
mechanical, organizationa l, and behavioral prob­
lems in a timely manner through the use of text 
mining. 

the terminology appears different to a computer 
than to a human. 

Airlines operate with a thorough and system­
atic analysis of operations. An incident report is 
prepared whenever an event occurs that might lead 
to a problem. Text mining techniques can be used 
to automatically identify key issues from the masses 
of incident reports. The huge databases that airlines 
maintain have limited human interpretation, and 

Aer Lingus (aerlingus.com) examined inci­
dent reports generated from Janua1y 1998 through 
December 2003 to find possible patterns and corre­
lations . Aer Lingus used tvlegaputer's PolyAnalyst 
(megaputer.com), a comprehensive data and text 
mining software. Its goal was to develop a process 
that investigators could regularly use to identify 
patterns and associations with regard to incident 
type, location , time, and other details. 

The most frequently occurring terms were 
identified in the incident reports. PolyAnalyst car­
ries a lexicon of terms that is not complete but that 
provides a valuable starting point for text analysis. 
It can also generate a list of key terms (or their 
semantic equivalents) occurring in the data. 
A report called a frequent-terms report is created, 

(Continued) 
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Application Case 5.4 (Continued) 

which contains the terms identified and their fre­
quency. The objective is to identify interesting 
clusters. A narrative summary includes a set of 
terms that divides the narrative descriptions into 
meaningful groups. For example, the key term 
spillage can be associated with four other key 
terms: food, fuel, cbem:ical, and toilet. From the 
key terms, food is semantically related to coffee, 
tea, and drink. Thus, food becomes the category 
node, and the different food products reported as 
spilled are matched to food . 

SECTION 5.3 QUESTIONS 

Text mmmg of airline incident reports can 
identify underlying root causes that may lead to 
safety improvements. Text mining can also be used 
with a large set of incident repo1ts data to validate 
predetermined theories and common sense knowl­
edge as well as harvesting and adding new patterns 
to the knowledge base. 

Sources: ). Froe lich, S. Ananyan, and D. L Olson, "Business 
Inte lligence Through Text Mining," Business Intelligence jo11rnal, 
Vol. 10, No. 1, 2005, pp. 43-50. 

1. List and briefly discuss some of the text mining applications in marketing. 

2. How can text mining be used in security and counterterrorism? 

3. What are some promising text mining applications in biomedicine? 

5.4 TEXT MINING PROCESS 

In order to be successful , text mining studies should follow a sound methodology based 
on best practices. A standardized process mod.el is needed similar to CRISP-DM, which is 
the industry standard for data mining projects. Even though most parts of CRISP-DM are 
also applicable to text mining projects, a specific process model for text mining would 
include much more elaborate data preprocessing activities. Figure 5.4 depicts a high-level 
context diagram of a typical text mining process (Deleo and Crossland, 2008). This con­
text diagram presents the scope of the process, emphasizing its interfaces with the larger 
environment. In essence, it draws boundaries around the specific process to explicitly 
identify what is included (and excluded) from the text mining process. 

As the context diagram indicates, the input (inward connection to the left edge of 
the box) into the text-based knowledge discove1y process is the unstructured as well as 
structured data collected, stored, and made available to the process. The output (outward 
extension from the right edge of the box) of the process is the context-specific knowl­
edge that can be used for decision making. The controls, also called the constraints 
(inward connection to the top edge of the box), of the process include software and 
hardware limitations, privacy issues, and the difficulties related to processing of the text 
that is presented in the form of natural language. The mechanisms (inward connection to 
the bottom edge of the box) of the process include proper techniques, software tools, 
and domain expertise. The primary purpose of text mining (within the context of knowl­
edge discove1y) is to process unstructured (textual) data (along with structured data , if 
relevant to the problem being addressed and available) to extract meaningful and action­
able patterns for better decision making. 

At a very high level, the text mining process can be broken down into three consec­
utive tasks, each of which has specific inputs to generate certain outputs (see Figure 5.5). 
If, for some reason, the output of a task is not that which is expected, a backward redi­
rection to the previous task execution is necessa1y. 

Software/hardware limitations 

Privacy issues 

,---'-' ---'----'l'-in-,guistic limitations 
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FIGURE 5.4 Context Diagram for the Text Mining Process. 

Task 1: Establish the Corpus 

The main purpose of the first task activity is to collect all of the documents related to the 
context (domain of interest) being studied . This collection may include textual docu­
ments, XML files, e-mails, Web pages, and short notes. In addition to the readily available 
t~xtual data, voice recordings may also be transcribed using speech-recognition algo­
nthms and made a part of the text collection. 

Task 1 

Establish the Corpus: 
Collect and organize the 

domain-specific 
unstructured data 

Task 2 

Create the Term­
Document Matrix: 
Introduce structure 

to the corpus 

Task 3 

Extract Knowledge: 
Discover novel 

patterns from the 
T-0 matrix 

Feedback Feedback 

The inputs to the 
process include a 
variety of relevant 
unstructured [and 
semistructured) data 
sources such as text, 
XML, HTML, etc. 

The output of task 1 
is a collection of 
documents in some 
digitized format for 
computer processing 

FIGURE 5.5 The Three-Step Text Mining Process. 

The output of task 2 
is a flat file called a 
term-document 
matrix where the 
cells are populated 
with the term 
frequencies 

The output of task 3 
is a number of 
problem-specific 
classification, 
association, and 
clustering models and 
visualizations 
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Once collected, the text documents are transformed and organized in a manner 
such that they are all in the same representational form (e.g., ASCII text files) for compu­
ter processing. The organization of the documents can be as simple as a collection of dig­
itized text excerpts stored in a file folder, or it can be a list of links to a collection of Web 
pages in a specific domain. Many commercially available text mining software tools could 
accept these as input and convert them into a flat file for processing. Alternatively, the flat 
file can be prepared outside the text mining software and then presented as the input to 
the text mining application. 

Task 2: Create the Term-Document Matrix 

In this task, the digitized and organized documents (the corpus) are used to create the 
term-document matrix (TDM). In the TDM, rows represent the documents and 
columns represent the terms. The relationships between the terms and documents are 
characterized by indices (i .e., a relational measure that can be as simple as the number 
of occurrences of the term in respective documents) . Figure 5.6 is a typical example of 
a TDM. 

The goal is to convert the list of organized documents (the corpus) into a TDM 
where the cells are filled with the most appropriate indices. The assumption is that the 
essence of a document can be represented with a list and frequency of the terms used in 
that document. However, are all terms important when characterizing documents? 
Obviously, the answer is "no. " Some terms, such as articles, auxilia1y verbs, and terms 
used in almost all of the documents in the corpus, have no differentiating power and 
therefore should be excluded from the indexing process. This list of terms, commonly 
called stop terms or stop words, is specific to the domain of study and should be identified 
by the domain experts. On the other hand, one might choose a set of predetermined 
terms under which the documents are to be indexed (this list of terms is conveniently 
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FIGURE 5.6 A Simple Term-Document Matrix. 
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called include terms or dictionmy). Additionally, synonyms (pairs of terms that are to be 
treated the same) and specific phrases (e.g., "Eiffel Tower") can also be provided so that 
the index entries are more accurate. 

Another filtration that should take place to accurately create the indices is stemming, 
which refers to the reduction of words to their roots so that, for example, different gram­
matical forms or declinations of a verb are identified and indexed as the same word. For 
example, stemming will ensure that modeling and modeled will be recognized as the 
word model. 

The first generation of the TDM includes all of the unique terms identified in the 
corpus (as its columns), excluding the ones in the stop terms list; all of the documents (as 
its rows); and the occurrence count of each term for each document (as its cell va lues). 
If, as is commonly the case, the corpus includes a rather large number of documents, then 
there is a very good chance that the TDM will have a very large number of terms. 
Processing such a large matrix might be time consuming and, more important, might lead 
to extraction of inaccurate patterns. At this point, one has to decide the fo llowing: 
(1) What is the best representation of the indices? and (2) How can we reduce the dimen­
sionality of this matrix to a manageable size? 

Representing the Indices Once the input documents are indexed and the initial 
word frequencies (by document) computed, a number of additional transformations can 
be performed to summarize and aggregate the extracted information. The raw term fre­
quencies generally reflect on how salient or important a word is in each document. 
Specifically, words that occur with greater frequency in a document are better descriptors 
of the contents of that document. However, it is not reasonable to assume that the word 
counts themselves are proportional to their importance as descriptors of the documents. 
For example, if a word occurs one time in document A but three times in document B, 
then it is not necessarily reasonable to conclude that this word is three times as important 
a descriptor of document B as compared to document A. In order to have a more consis­
tent TDM for further ana lysis, these raw indices need to be normalized. As opposed to 
showing the actua l frequency counts, the numerical representation between terms and 
documents can be normalized using a number of alternative methods. The following are 
few of the most conunonly used normalization methods (StatSoft, 2009): 

• Logfrequencies. The raw frequencies can be transformed using the log function. 
This transformation would "dampen" the raw frequencies and how they affect the 
results of subsequent analysis . 

j(wj) = 1 + 1og(wj) for wf > 0 

In the formula, wfis the raw word (or term) frequency andf(w.f) is the result of the 
log transformation. This transformation is applied to all of the raw frequencies in 
the TDM where the frequency is greater than zero. 

•Binary frequencies. Likewise, an even simpler transformation can be used to 
enumerate whether a term is used in a document. 

j(zef) = 1 for wf > 0 

The resulting TDM matrix will contain only ls and Os to indicate the presence or 
absence of the respective words. Again, this transformation will dampen the effect 
of the raw frequency counts on subsequent computations and ana lyses . 

• Inverse document frequencies. Another issue that one may want to consider 
more carefully and reflect in the indices used in further analyses is the relative docu­
ment frequencies (dj) of different terms. For example, a term such as guess may occur 
frequently in all documents, whereas another term, such as software, may appear only 
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a few times. The reason is that one might make guesses in various contexts, regardless 
of the specific topic, whereas software is a more semantically focused term that is only 
likely to occur in documents that deal with computer software. A common and ve1y 
useful transformation that reflects both the specificity of words (document frequen­
cies) as well as the overall frequencies of their occurrences (term frequencies) is the 
so-called inverse document frequency (Manning and Schutze, 2009). This transfor­
mation for the ith word and jth document can be written as: 

{ 

0 
idf(i, j) = N 

(1 + log(w/;1)) log-if,· 
d, 

if wfu = o 

if wfu 2: 1 

In this formula , N is the total number of documents, and dfi is the document frequen­
cy for the ith word (the number of documents that include this word). Hence, it can be 
seen that this formula includes both the dampening of the simple-word frequencies 
via the log function (described above) and a weighting factor that evaluates to 0 if the 
word occurs in all documents [i.e., log(N/ N= 1) =OJ, and to the maximum value when 
a word only occurs in a single document [i.e ., log(N/ 1) = log(N)]. It can easily be seen 
how this transformation will create indices that reflect both the relative frequencies 
of occurrences of words, as well as their semantic specificities over the documents 
included in the analysis . This is the most commonly used transformation in the field. 

REDUCING THE DIMENSIONALITY OF THE MATRIX Because the TDM is often very large 
and rather sparse (most of the cells filled with zeros), another important question is, 
"How do we reduce the dimensionality of this matrix to a manageable size?" Several 
options are available for managing the matrix size: 

• A domain expert goes through the list of terms and eliminates those that do not 
make much sense for the context of the study (this is a manual, labor-intensive 
process). 

• Eliminate terms with ve1y few occurrences in ve1y few documents. 
• Transform the matrix using singular value decomposition (SVD). 

Singular value decomposition (SVD), which is closely related to principal com­
ponents analysis, reduces the overall dimensionality of the input matrix (number of input 
documents by number of extracted terms) to a lower dimensional space, where each 
consecutive dimension represents the largest degree of variability (between words and 
documents) possible (Manning and Schutze, 2009). Ideally, the analyst might identify the 
two or three most salient dimensions that account for most of the variability (differences) 
between the words and documents , thus identifying the latent semantic space that organ­
izes the words and documents in the analysis. Once such dimensions are identified, the 
underlying "meaning" of what is contained (discussed or described) in the documents is 
extracted. Specifically, assume that matrix A represents an in X n term occurrence matrix 
where m is the number of input documents and n is the number of terms selected for 
analysis. The SVD computes the m X r orthogonal matrbc U, n X r orthogonal matri.x V, 
and r X r matrix D, so that A = UDV' and r is the number of eigenvalues of A'A. 

Task 3: Extract the Knowledge 

Using the well-structured TDM, and potentially augmented with other structured data 
elements, novel patterns are extracted in the context of the specific problem being 
addressed . The main categories of knowledge eh.'1:raction methods are classification, cluster­
ing, association, and trend analysis. A short description of these methods follows. 
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CLASSIFICATION Arguably the most conunon knowledge discove1y topic in analyzing com­
plex data sources is the classification (or categorization) of ce1tain objects. The task is to 
classify a given data instance into a predetermined set of categories (or classes). As it applies 
to the domain of text mining, the task is !mown as text categorization, where for a given set 
of categories (subjects, topics, or concepts) and a collection of teh.'1: documents, the goal is to 
find the correct topic (subject or concept) for each document using models developed with 
a training data set that included both the documents and actual document categories. Today, 
automated text classification is applied in a variety of contexts, including automatic or semi­
automatic (interactive) indexing of text, spam filtering, Web page categorization under hier­
archical catalogs, automatic generation of metadata, detection of genre, and many others. 

The two main approaches to text classification are knowledge engineering and 
machine learning (Feldman and Sanger, 2007). With the knowledge-engineering 
approach, an expert's knowledge about the categories is encoded into the system either 
declaratively or in the form of procedural classification rules. With the machine-learning 
approach, a general inductive process builds a classifier by learning from a set of reclas­
sified examples. As the number of documents increases at an exponential rate and as 
knowledge experts become harder to come by, the popularity trend between the two is 
shifting toward the machine-learning approach. 

CLUSTERING Clustering is an unsupe1vised process whereby objects are classified into 
"natural" groups called clusters. Compared to categorization, where a collection of pre­
classified training examples is used to develop a model based on the descriptive features 
of the classes in order to classify a new unlabeled example, in clustering the problem is 
to group an unlabelled collection of objects (e.g., documents, customer conunents, Web 
pages) into meaningful clusters without any prior knowledge. 

Clustering is useful in a wide range of applications, from document retrieval to 
enabling better Web content searches. In fact, one of the prominent applications of cluster­
ing is the analysis and navigation of ve1y large text collections, such as Web pages. The 
basic underlying assumption is that relevant documents tend to be more similar to each 
other than to irrelevant ones. If this assumption holds, the clustering of documents based 
on the similarity of their content improves search effectiveness (Feldman and Sanger, 2007): 

• Improved search recall. Clustering, because it is based on overall similarity as 
opposed to the presence of a single term, can improve the recall of a que1y-based 
search in such a way that when a que1y matches a document, its whole cluster is 
returned . 

• Improved search precision. Clustering can also improve search precision. As the 
number of documents in a collection grows, it becomes difficult to browse through 
the list of matched documents. Clustering can help by grouping the documents into a 
number of much smaller groups of related documents, ordering them by relevance, 
and returning only the documents from the most relevant group (or groups). 

The two most popular clustering methods are scatter/ gather clustering and 
que1y-specific clustering: 

• Scatter/gather clustering. This document-browsing method uses clustering to 
enhance the efficiency of human browsing of documents when a specific search que1y 
cannot be formulated. In a sense, the method dynamically generates a table of contents 
for the collection and adapts and modifies it in response to the user selection. 

• Query-specific clustering. This method employs a hierarchical clustering 
approach where the most relevant documents to the posed que1y appear in small 
tight clusters that are nested in larger clusters containing less similar documents, cre­
ating a spectrum of relevance levels among the documents. This method performs 
consistently well for document collections of realistically large sizes . 
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ASSOCIATION A formal definition and detailed description of association was pro­
vided in the chapter on data mining (Chapter 4). The main idea in generating associa­
tion rules (or solving market-basket problems) is to identify the frequent sets that go 

together. 
In text mining, associations specifically refer to the direct relationships between 

concepts (terms) or sets of concepts. The concept set association rule A =::} C, relating two 
frequent concept sets A and C, can be quantified by the two basic measures of support 
and confidence. In this case, confidence is the percentage of documents that include all 
the concepts in Cwithin the same subset of those documents that include all the concepts 
in A. Support is the percentage (or number) of documents tl1at include all the concepts in 
A and C. For instance, in a document collection, the concept "Software Implementation 
Failure" may appear most often in association with "Enterprise Resource Planning" and 
"Customer Relationship Management" with significant support (4%) and confidence 
(55%), meaning that 4 percent of the documents had all three concepts represented 
together in the same document and of the documents that included "Software 
Implementation Failure ," 55 percent of them also included "Enterprise Resource 
Planning" and "Customer Relationship Management." 

Text mining with association rules was used to analyze published literature (news 
and academic articles posted on the Web) to chart the outbreak and progress of bird flu 
(Mahgoub et al., 2008). The idea was to automatically identify the association among the 
geographic areas, spreading across species, and countermeasures (treatments). 

TREND ANALYSIS Recent methods of trend analysis in text mining have been based on 
the notion that the various types of concept distributions are functions of document col­
lections; that is, different collections lead to different concept distributions for the same 
set of concepts.,. It is therefore possible to compare two distributions that are othe1wise 
identical except that they are from different subcollections. One notable direction of this 
type of analyses is having two collections from the same source (such as from the same 
set of academic journals) but from different points in time. Delen and Crossland (2008) 
applied trend analysis to a large number of academic articles (published in the three 
highest rated academic journals) to identify the evolution of key concepts in the field of 

information systems. 
As described in this section, a number of methods are available for text mining. 

Application Case 5.5 describes the use of a number of different techniques in analyzing a 

large set of literature. 

Application Case 5.5 
Research Literature Survey with Text Mining 

Researchers conducting searches and reviews of 
relevant literature face an increasingly complex and 
voluminous task. In extending the body of relevant 
knowledge, it has always been important to work 
hard to gather, organize, analyze, and assimilate 
existing information from the literature, particularly 
from one's home discipline. With the increasing 

abundance of potentially significant research being 
reported in related fields, and even in what are 
traditionally deemed to be nonrelated fields of 
study, the researcher's task is ever more daunting, if 
a tl10rough job is desired. 

In new streams of research, the researcher's 
task may be even more tedious and complex. Ttying 

to ferret out relevant work that others have reported 
may be difficult, at best , and perhaps even near 
impossible if traditional, largely manual reviews of 
published literature are required. Even with a legion 
of dedicated graduate students or helpful col­
leagues, trying to cover all potentially releva nt 
published work is problematic. 

Many scholarly conferences take place eve1y 
year. In addition to e),,1:ending the body of knowledge 
of the current focus of a conference, organizers often 
desire to offer additional mini-tracks and workshops. 
In many cases, these additional events are intended 
to introduce the attendees to significant streams of 
research in related fields of study and to try to iden­
tify tl1e "next big thing" in terms of research interests 
and focus. Identifying reasonable candidate topics for 
such mini-tracks and workshops is often subjective 
ratl1er than derived objectively from the existing and 
emerging research. 

In a recent study, Delen and Crossland (2008) 
proposed a method to greatly assist and enhance the 
efforts of the researchers by enabling a semiauto­
mated analysis of large volumes of published liter­
ature through the application of text mining. Using 
standard digital libraries and online publication 
search engines, the authors downloaded and col­
lected all of the available articles for the three major 
journals in the fi eld of management information sys­
tems: MIS Quarterly (MISQ), Information Systems 
Research (ISR), and the journal of Management 
Information Systems QMIS). In order to maintain the 
same time interval for all three journals (for potential 
comparative longitudinal studies), the journal with 
tl1e most recent starting date for its digital publication 
availability was used as the statt time for this study 
(i.e., ]MIS articles have been digitally available since 
1994). For each article, they extracted the title, 
abstract, author list, published keywords , volume, 
issue number, and year of publication . They then 
loaded all of the article data into a simple database 
file . Also included in the combined dataset was a 
field that designated the journal type of each article 
for likely discriminatory analysis . Editorial notes, 
research notes, and executive overviews were omit­
ted from the collection. Table 5.2 shows how the 
data were presented in a tabular format. 

Chapter 5 • Text and Web Mining 213 

In the analysis phase, Delen and Crossland 
chose to use only the abstract of an article as the 
source of information extraction. They chose not to 
include the keywords listed with the publications for 
two main reasons: (1) Under normal circumstances, 
the abstract would already include the listed key­
words, and therefore, inclusion of the listed 
keywords for the analysis would mean repeating the 
same information and potentially giving them un­
merited weight; and (2) The listed keywords may be 
terms that authors would like their article to be asso­
ciated with (as opposed to what is really contained 
in the article), therefore potentially introducing 
unquantifiable bias to the analysis of the content. 

The first explorato1y study was to look at 
the longitudinal perspective of the three journals 
(i.e., evolution of research topics over time). In order 
to conduct a longitudinal study, they divided the 
12-year period (from 1994 to 2005) into four 3-year 
periods for each of the three journals. This frame­
work led to 12 text mining experiments with 12 mu­
tually exclusive datasets. At this point, for each of the 
12 datasets, iliey used text mining to extract the most 
descriptive terms from these collections of articles 
represented by their abstracts . The results were tabu­
lated and examined for time-va1ying changes in the 
terms published in these iliree journals. 

As a second exploration, using the complete 
dataset (including all three journals and all four 
periods), they conducted a clustering analysis. 
Clustering is arguably the most commonly used text 
mining technique. Clustering was used in iliis study 
to identify ilie natural groupings of the articles (by 
putting them into separate clusters) and ilien to list 
the most descriptive terms iliat characterized those 
clusters. They used singular value decomposition to 
reduce the dimensionality of the term-by-document 
matrix and then an expectation-maxinuzation algo­
rithm to create the clusters. They conducted several 
experin1ents to identify the optimal number of cll;!S­
ters, wluch turned out to be nine. After the construc­
tion of the nine clusters, they analyzed the content 
of iliose clusters from two perspectives: (1) represen­
tation of the journal type (see Figure 5.7) and 
(2) representation of time. The idea was to explore 
the potential differences and/ or conunonalities 

(Continued) 
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Application Case 5.5 (Continued} 

TABLE 5.2 Tabular Representation of the Fields Included in the Combined Dataset 

Journal Year Author(s} Title Vol/No 

MISQ 2005 A. Malhotra, Absorptive 29/1 
S. Gossain, capacity 
and configurations 
0. A. El in supply chains: 
Savvy Gearing for 

partner-enabled 
market 
knowledge 
creation 

ISR 1999 D. Robey Accounting for 
and the contradictory 
M.C. organizational 
Boudtreau consequences of 

information 
technology: 
theoretical 
directions and 
methodological 
impli~ations 

JMIS 2001 R. Aron Achieving the 
and optimal balance 
E. K. between 
Clemons investment in 

quality and 
investment in 
self-promotion 
for information 
products 

among the three journals and potential changes in 
the emphasis on those clusters; that is, to answer 
questions such as "Are there clusters that represent 
different research themes specific to a single journal?" 
and "Is there a time-vatying characterization of those 
clusters?" They discovered and discussed several 

Pages Keywords Abstract 

145-187 knowledge The need for continual 
management value innovation is 

supply chain driving supply chains to 
absorptive evolve from a pure 

capacity transactional focus to 
interorgan- leveraging 

izational interorganizational 
information partnerships for sharing 

systems 
configuration 

approaches 

165-185 organizational Although much 
transformation contemporary thought 

impacts of considers advanced 
technology information technologies 

organization as either determinants or 
theory enablers of radical 

research organizational change, 
methodology empirical studies have 

intraorganiza- revealed inconsistent 
tional power findings to support the 

electronic com- deterministic logic implicit 
munication in such arguments. This 

mis implementa- paper reviews the 
ti on contradictory . . . 

culture 
systems 

65-88 information When producers of 
products goods (or services) 

internet are confronted by a 
advertising situation in which their 

product offerings no longer 
positioning perfectly match 

signaling consumer preferences, 
signaling games they must determine 

the extent to which 
the advertised 
features of . . . 

interesting patterns using tabular and graphical repre­
sentation of their findings (for further information, 
see Delen and Crossland, 2008). 

Source: D. Delen and M. Crossland, "Seeding the Survey and 
Analysis of Research Literature with Text Mining," fapert Systems 
with Applications, Vol. 34, No. 3, 2008, pp. 1707-1720. 
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FIGURE 5.7 Distribution of the Number of Articles for the Three Journals over the Nine Clusters. 

Source: D. Delen and M. Crossland, "Seeding the Survey and Analysis of Research Literature with 

Text Mining," Expert Systems with Applications Vol. 34, No. 3, 2008, pp. 1707-1720. 

SECTION 5.4 QUESTIONS 

1. What are the main steps in the text mining process? 

2. What is the reason for normalizing word frequencies? What are the common methods 
for normalizing word frequencies? 

3. What is singular value decomposition? How is it used in text mining? 

4. What are the main knowledge eA.1:raction methods from corpus? 

5.5 TEXT MINING TOOLS 

As the value of text mining is being realized by more and more organizations, the m1111-

ber of software tools offered by software companies and nonprofits is also increasing. 
Following are some of the popular text mining tools, which we classify as commercial 
software tools and free software tools . 

Commercial Software Tools 

The following are some of the most popular software tools used for text mining. Note that 
many companies offer demonstration versions of their products on their Web sites. 

1. ClearForest offers text analysis and visualization tools (clearforest.com). 
2. IBM Intelligent Miner Data Mining Suite, now fully integrated into IBM's InfoSphere 

Warehouse software, includes data and text mining tools (ibm.com). 
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3. Megaputer Text Analyst offers semantic analysis of free-form text, summarization, 
clustering, navigation, and natural language retrieval with search dynamic refocus­
ing (megaputer.com). 

4. SAS Text Miner provides a rich suite of text processing and analysis tools (sas.com). 
5. SPSS Text Mining for Clementine extracts key concepts, sentiments, and relation­

ships from call-center notes, biogs, e-mails, and other unstructured data and 
converts them to a structured format for predictive modeling (spss.com). 

6. The Statistica Text Mining engine provides easy-to-use text mining functionally with 
exceptional visualization capabilities (statsoft.com). 

7. VantagePoint provides a variety of interactive graphical views and analysis 
tools with powerful capabilities to discover knowledge from text databases 
(vpvp.com). 

8. The WordStat analysis module from Provalis Research analyzes textual information 
such as responses to open-ended questions and inte1views (provalisresearch.com). 

Free Software Tools 

Free software tools, some of which are open source, are available from a number of non­
profit organizations: 

1. GATE is a leading open source toolkit for text mining. It has a free open source 
framework (or SDK) and graphical development environment (gate.ac.uk). 

2. RapidMiner has a community edition of its software that includes text mining mod­
ules (rapid-i.com). 

3. LingPipe is a suite of Java libraries for the linguistic analysis of human language 
(alias-i.com/lingpipe). 

4. S-EM (Spy-EM) is a text classification system that learns from positive and unlabeled 
examples (cs.uic.edu/-liub/S-EM/S-EM-download.html). 

5. Vivisimo/ Clusty is a Web search and text-clustering engine (dusty.com). 

SECTION 5.5 QUESTIONS 

1. What are some of the most popular text mining software tools? 

2. Why do you think most of the text mining tools are offered by statistics companies? 

3. What do you think are the pros and cons of choosing a free text mining tool over a 
commercial tool? 

5.6 WEB MINING OVERVIEW 

The World Wide Web (or shortly Web) se1ves as an enormous repository of data and 
information on virtually everything one can conceive . The Web is perhaps the world's 
largest data and text repository, and the amount of information on the Web is growing 
rapidly every day. A lot of interesting information can be found online: whose home­
page is linked to which other pages, how many people have links to a specific Web 
page, and how a particular site is organized . In addition, each visitor to a Web site, each 
search on a search engine, each click on a link, and each transaction on an e-com­
merce site creates additional data. Although unstructured textual data in the form of 
Web pages coded in HTML or XML are the dominant content of the Web, the Web infra­
structure also contains hyperlink information (connections to other Web pages) and 
usage information (logs of visitors' interactions with Web sites), all of which provide 
rich data for knowledge discovery. Analysis of this information can help us make better 
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use of Web sites and also aid us in enhancing relationships and value to the visitors of 
our own Web sites. 

However, according to Han and Kamber (2006) , the Web also poses great chal­
lenges for effective and efficient knowledge discove1y: 

•The Web is too bigfor effective data mining. The Web is so large and grow­
ing so rapidly that it is difficult to even quantify its size. Because of the sheer size 
of the Web, it is not feasible to set up a data warehouse to replicate, store, and 
integrate all of the data on the Web, making data collection and integration a 
challenge. 

•The Web is too complex. The complexity of a Web page is far greater than a 
page in a traditional text document collection. Web pages lack a unified structure. 
They contain far more authoring style and content variation than any set of books, 
articles, or other traditional text-based documents. 

• The Web is too dynamic. The Web is a highly dynamic information source. Not 
only does the Web grow rapidly, but its content is constantly being updated . Biogs, 
news stories, stock market results, weather reports, sports scores, prices, company 
advertisements, and numerous other types of information are updated regularly on 
the Web. 

• The Web is not specific to a domai11. The Web se1ves a broad diversity of com­
munities and connects billions of workstations. Web users have very different back­
grounds, interests, and usage purposes. Most users may not have good knowledge 
of the structure of the information network and may not be aware of the heavy cost 
of a particular search that they perform. 

• The Web has everything. Only a small portion of the information on the Web is 
truly relevant or useful to someone (or some task). It is said that 99 percent of the 
information on the Web is useless to 99 percent of Web users. Although this may 
not seem obvious, it is true that a particular person is generally interested in only a 
tiny portion of the Web, whereas the rest of the Web contains information that is 
uninteresting to the user and may swamp desired results. Finding the portion of the 
Web that is truly relevant to a person and the task being performed is a prominent 
issue in Web-related research. 

These challenges have prompted many research efforts to enhance the effectiveness 
and efficiency of discovering and using data assets on the Web. A number of index-based 
Web search engines constantly search the Web and index Web pages under certain key­
words. Using these search engines, an experienced user may be able to locate documents 
by providing a set of tightly constrained keywords or phrases. However, a simple 
keyword-based search engine suffers from several deficiencies. First, a topic of any 
breadth can easily contain hundreds or thousands of documents. This can lead to a large 
number of document entries returned by the search engine, many of which are marginal­
ly relevant to the topic. Second, many documents that are highly relevant to a topic may 
not contain the exact keywords defining them. Compared to keyword-based Web search, 
Web mining is a prominent (and more challenging) approach that can be used to 
substantially enhance the power of Web search engines because Web mining can iden­
tify authoritative Web pages, classify Web documents, and resolve many ambiguities 
and subtleties raised in keyword-based Web search engines. 

Web mining (or Web data mining) is the process of discovering intrinsic relation­
ships (i.e., interesting and useful information) from Web data, which are expressed in 
the form of textual, linkage, or usage information. The term Web mining was first used 
by Etzioni (1996); today, many conferences, journals, and books focus on Web data 
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Web Content Mining 
Source: unstructured 
textual content of the 
Web pages [usually in 

HTML format) 

Web Mining 

Web Structure Mining 
Source: the Uniform 

Resource Locator [URL) 
links contained in the 

Web pages 

FIGURE 5.8 The Three Main Areas of Web Mining. 

Web Usage Mining 
Source: the detailed 
description of a Web 
site's visits (sequence 
of clicks by sessions) 

mining. It is a continually evolving area of technology and business practice. Figure 5.8 
presents the three main areas of Web mining: Web content, Web structure, and Web 
usage mining. 

SECTION 5.6 QUESTIONS 

1. What are some of the main challenges the Web poses for knowledge discove1y? 

2. What is Web mining? How does it differ from regular data mining? 

3. What are tl1e three main areas of Web mining? 

5.7 WEB CONTENT MINING AND WEB STRUCTURE MINING 

Web content mining refers to the extraction of useful information from Web pages. The 
documents may be extracted in some machine-readable format so that automated tech­
niques can generate some information about the Web pages. Web crawlers are used to 
read through the content of a Web site automatically. The information gathered may 
include document characteristics similar to what is used in text mining, but it may include 
additional concepts such as the document hierarchy. Web content mining can also be 
used to enhance the results produced by search engines. For example, Turetken and 
Sharda (2004) described a visualization system that takes the results of a search from a 
search engine such as Google, reads the top 100 documents, clusters those documents by 
processing them using IBM's Intelligent Text Miner, and then presents the results in a 
graphical format. 

In addition to text, Web pages also contain hyperlinks pointing one page to 
another. Hyperlinks contain a significant amount of hidden human annotation that can 
potentially help to automatically infer the notion of authority. When a Web page devel­
oper includes a link pointing to another Web page, this can be regarded as the devel­
oper's endorsement of the other page. The collective endorsement of a given page by 
different developers on the Web may indicate the importance of the page and may nat­
urally lead to the discovery of authoritative Web pages (Miller, 2005). Therefore, the 
vast amount of Web linkage information provides a rich collection of information about 
the relevance, quality, and structure of the Web's contents, and thus is a rich source for 
Web mining. 
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A search on the Web to obtain information on a specific topic usually returns a 
few relevant, high-quality Web pages and a larger number of unusable Web pages. Use 
of an index based on authoritative pages (or some measure of it) will improve the 
search results and ranking of relevant pages. The idea of authority (or authoritative 
pages) stems from earlier information retrieval work using citations among journal 
articles to evaluate the impact of research papers (Miller, 2005). Though that was the 
origination of the idea , there are significant differences between the citations in 
research articles and hyperlinks on Web pages. First, not eve1y hyperlink represents an 
endorsement (some links are created for navigation purposes and some are for paid 
advertisement). While this is true , if the majority of the hyperlinks are of endorsement 
type, then the collective opinion will still prevail. Second, for commercial and compet­
itive interests, one authority will rarely have its Web page point to rival authorities in 
the same domain. For example, Microsoft may prefer not to include links on its Web 
pages to Apple's Web sites, because this may be regarded as endorsement of its 
competitor's authority. Third, authoritative pages are seldom particularly descriptive . 
For example, the main Web page of Yahoo! may not contain the explicit self-description 
that it is in fact a Web search engine. 

The structure of Web hyperlinks has led to another important catego1y of Web 
pages called a hub. A hub is one or more Web pages that provide a collection of links to 
authoritative pages. Hub pages may not be prominent and only a few links may point to 
them; however, they provide link to a collection of prominent sites on a specific topic of 
interest. A hub could be a list of recommended links on an individual's homepage, rec­
ommended reference sites on a course Web page, or a professionally assembled resource 
list on a specific topic. Hub pages play the role of implicitly conferring the authorities on 
a narrow field . In essence, a close symbiotic relationship exists between good hubs and 
authoritative pages; a good hub is good because it points to many good authorities, and 
a good authority is good because it is being pointed to by many good hubs . Such 
relationship between hubs and authorities makes it possible to automatically retrieve 
high-quality content from the Web. 

The most popular publicly known and referenced algorithm used to calculate hubs 
and authorities is hyperlink-induced topic search (HITS). It was originally developed 
by Kleinberg 0999) and has since been improved on by many researchers . HITS is a link­
analysis algorithm that rates Web pages using the hyperlink information contained within 
them. In the context of Web search, the HITS algorithm collects a base document set for 
a specific que1y. It then recursively calculates the hub and authority values for each doc­
ument. To gather the base document set, a root set that matches the que1y is fetched from 
a search engine. For each document retrieved, a set of documents that points to the orig­
inal document and another set of documents that is pointed to by the original document 
are added to the set as the original document's neighborhood . A recursive process of doc­
ument identification and link analysis continues until the hub and authority values 
converge. These values are then used to index and prioritize the document collection 
generated for a specific que1y. 

Web structure mining is the process of extracting useful information from the 
links embedded in Web documents. It is used to identify authoritative pages and hubs, 
which are the cornerstones of the contemporary page-rank algorithms that are central to 
popular search engines such as Google and Yahoo! Just as links going to a Web page 
may indicate a site 's popularity (or authority), links within the Web page (or the compete 
Web site) may indicate the depth of coverage of a specific topic. Analysis of links is ve1y 
important in understanding the interrelationships among large numbers of Web pages, 
leading to a better understanding of a specific Web community, clan, or clique. 
Application Case 5.6 describes a project that used both Web content mining and Web 
structure mining to better understand how U.S. extremist groups are connected. 
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Application Case 5.6 
Caught in a Web 
We normally search for answers to our problems 
outside of our immediate environment. Often, how­
ever, the trouble stems from within. In taking action 
against global terrorism, domestic extremist groups 
often go unnoticed. However, domestic extremists 
pose a significant threat to U.S. security because of 
the information they possess, as well as their 
increasing ability, through the use of Internet, to 
reach out to extremist groups around the world. 

Keeping tabs on the content available on the 
Internet is difficult. Researchers and authorities need 
superior tools to analyze and monitor the activities 
of extremist groups. Researchers at the University of 
Arizona, with support from the Department of 
Homeland Security and other agencies, have devel­
oped a Web mining methodology to find and ana­
lyze Web sites operated by domestic extremists in 
order to learn about these groups through their use 
of the Internet. Extremist groups use the Internet to 
communicate, to access private messages, and to 
raise money online. 

The research methodology begins by gathering 
a superior-quality collection of relevant extremist and 
terrorist Web sites. Hyperlink analysis is performed, 

SECTION 5. 7 QUESTIONS 

which leads to other extremist and terrorist Web sites. 
The interconnectedness with other Web sites is cru­
cial in estimating the similarity of the objectives of 
various groups. The next step is content analysis, 
which further codifies these Web sites based on vari­
ous attributes such as communications, fund-raising, 
and ideology sharing, to name a few. 

Based on link analysis and content analysis, 
researchers have identified 97 Web sites of U.S. 
extremist and hate groups. Oftentimes, the links 
between these communities do not necessarily rep­
resent any cooperation between them. However, 
finding numerous links between common interest 
groups helps in clustering the communities under a 
common banner. Further research using data 
mining to automate the process has a global aim, 
with the goal of identifying links between interna­
tional hate and extremist groups and their U.S. 
counterparts. 

Sources: Based on Y. Zhou, E. Reid, ]. Qin, H. Chen, and G. Lai, 

"U.S. Domestic Extremist Groups on the Web: Link and Content 
Analysis," IEEE Intelligent Systems, Vol. 20, No. 5, September/ 
October 2005, pp. 44-51. 

1. What is Web content mining? How does it differ from text mining? 

2. Define Web structure mining, and differentiate it from Web content mining. 

3. What are the main goals of Web structure mining? 

4. What are hubs and authorities? What is the HITS algorithm? 

5.8 WEB USAGE MINING 

Web usage lllining is the extraction of useful information from data generated through 
Web page visits and transactions. Masand et al. (2002) state that at least three types of 
data are generated through Web page visits: 

1. Automatically generated data stored in server access logs, referrer logs, agent logs, 
and client-side cookies 

2. User profiles 
3. Metadata, such as page attributes, content attributes, and usage data 

Analysis of the information collected by Web servers can help us better understand 
user behavior. Analysis of this data is often called clickstream analysis . By using the data 
and text mining techniques, a company might be able to discern interesting patterns from 
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FIGURE 5.9 Extraction of Knowledge from Web Usage Data. 

the clickstreams. For example, it might learn that 60 percent of visitors who searched for 
"hotels in Maui" had searched earlier for "airfares to Maui." Such information could be use­
ful in determining where to place online advertisements. Clickstream analysis might also 
be useful for knowing when visitors access a site. For example, if a company knew that 
70 percent of software downloads from its Web site occurred between 7 P.M. and 11 P.M ., 

it could plan for better customer support and network bandwidth during those hours. 
Figure 5.9 shows the process of extracting knowledge from clickstream data and how 
the generated knowledge is used to improve the process, improve the Web site, and most 
importantly increase the customer value. Nasraoui (2006) listed the following applications 
of Web mining: 

1. Determine the lifetime value of clients. 
2. Design cross-marketing strategies across products. 
3. Evaluate promotional campaigns. 
4. Target electronic ads and coupons at user groups based on user access patterns. 
5. Predict user behavior based on previously learned rules and users ' profiles. 
6. Present dynamic information to users based on their interests and profiles. 

Amazon.com provides a good example of how Web usage history can be lever­
aged dynamically. A registered user who revisits An1azon.com is greeted by name . This 
is a simple task that involves recognizing the user by reading a cookie (i.e., a small text 
file written by a Web site on the visitor's computer). Amazon.com also presents the 
user with a choice of products in a personalized store, based on previous purchases 
and an association analysis of similar users . It also makes special "Gold Box" offers 
that are good for a short amount of time. All these recommendations involve a detailed 
analysis of the visitor as well as the user's peer group developed through the use of 
clustering, sequence pattern discovery, association, and other data and text mining 
techniques. 

Table 5.3 lists some of the more popular Web mining products. 

SECTION 5.8 QUESTIONS 

1. Define Web usage mining. 

2. In an e-commerce environment, what are the potential applications of Web usage mining? 
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TABLE 5.3 Web Usage Mining Software 

Product Name 

Angoss Knowledge 
WebMiner 

Click Tracks 

LiveStats from 
DeepMetrix 

Megaputer WebAnalyst 

MicroStrategy Web Traffic 
Analysis Module 

SAS Web Analytics 

SPSS Web Mining for 
Clementine 

Web Trends 

XML Miner 

Description 

Combines ANGOSS 
KnowledgeSTUDIO and 
clickstream analysis 

Visitor patterns can be 
shown on Web site 

Real-time log analysis, live 
demo on site 

Data and text mining 
capabilities 

Traffic highlights, content 
analysis, and Web visitor 
ana lysis reports 

Analyzes Web site traffic 

Extraction of Web events 

Data mining of Web traffic 
information . 

A system and class library for 
mining data and text 
expressed in XML, using fuzzy 
logic expert system rules 

URL 

angoss.com 

clicktracks.com 

deepmetrix.com 

megaputer.com/products/ 
wm.php3 

microstrategy.com/Solutions/ 
Applications/WTAM 

sas.com/solutions/webanalytics/ 

spss.com/web_mining_for_ 
clementine 

webtrends.com 

scientio.com 

3. What is a clickstream? Why is it important in Web usage mining? 
4. What types of information do Web servers collect when users visit a Web page and 

engage in an interactive activity? 
s. Identify value-added features developed by major e-commerce sites that may be 

based on Web usage mining. 

5.9 WEB MINING SUCCESS STORIES 

Ask.com (ask.com) is a well-known search engine. Ask.com believes that a fundamental 
component of its success lies in its ability to consistently provide better search results. 
However, determining the quality of search results is impossible to measure accurately 
using strictly quantitative measures such as click-through rate, abandomnent, and search 
frequency; additional quantitative and qualitative measures are required. By regularly sur­
veying its audience, Ask.com uses a mix: of qualitative and quantitative measures as the 
basis of key performance indicators, such as "Percentage of Users Saying They Found What 
They Were Looking For," "Percentage of Users Likely to Use the Site Again," and "Rated 
Usefulness of Search Results," in addition to open-ended custom questions evaluating tl1e 
user experience. By integrating quantitative and qualitative data , Ask.com was able to vali­
date the move to its "Ask 3D" design, despite the fact tlut, in testing, purely quantitative 
measures showed no difference in performance between the old and new designs. 

Scholastic.com (scholastic.com) is an online bookstore specializing in education­
al books for children. It discovered that some visitors failed to make a purchase. The criti­
cal questions were "What went wrong?" "Why didn't these visitors make a purchase?" and, 
ultimately, "How can we win these customers back?" Further analysis of the data showed 
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that part of the reason was that the site didn't cany the titles they were looking for. For 
example, shoppers were seeking backlist titles they read decades ago and assumed 
Scholastic would still have them. In this case, the company leveraged Voice of Customer 
data to identify specific titles people sought that were out of print. This Web-based data 
quantified the amount of unmet market demand and its impact on future purchase behav-
ior. Scholastic began canying older titles on its Web site and implemented a feature that 
allowed the customer to sign up to receive an e-mail when an out-of-print book became 
available. Of the e-mails sent, about 35 percent of recipients purchased the book. 

St. John Health System is a health care system with 8 hospitals, 125 medical loca­
tions, and over 3,000 physicians. Its CRM database has over 1.1 million patients. St. John's 
Web site tracks satisfaction data along with transactions, such as online registration for 
health assessments and scheduling of physician visits , to determine how many new 
patients the Web site is responsible for driving into the health system. St. John has seen a 
15 percent increase in new patients and a return on investment of four-to-one on funds 
spent on improving Web site satisfaction, despite a highly competitive health care market 
and a declining consumer population. This success has turned the heads of the whole 
organization, which now embraces online customer satisfaction as a key performance 
indicator with multifaceted value. St. John uses data from the Web site to monitor the suc­
cess of advertising programs that drive people to the Web site, to prioritize and fund 
cross-departmental projects that address satisfaction improvement, and to keep the voice 
of the customer at the center of corporate business decisions. 

Forward-thinking companies like Ask.com, Scholastic, and St. John Health System 
are actively using Web mining systems to answer critically important questions of "Who?" 
"Why?" and "How?" As documented, the benefit of integrating these systems effectively 
and efficiently can be significant, in terms of both incremental financial growth and in­
creasing customer loyalty and satisfaction. 

Given the continual shift of advertising dollars, resources, and, most important, cus­
tomers into the online channel, the belief is that executives who aggressively pursue a more 
holistic view of their customers using Web mining techniques will have a substantial advan­
tage over those who continue to base their analyses on intuitions, gut feelings, and wild 
guesses. Application Case 5.7 presents a detailed view of Web optimization efforts. 

Application Case 5.7 
Web Site Optimization Ecosystem 

It seems that just about everything on the Web can be 
measured-every click can be recorded, eve1y view 
can be captured, and every visit can be analyzed-all 
in an effort to continually and automatically optin1ize 
the online experience. Unfortunately, the notion of 
"infinite measurability" and "automatic optimization" 
in the online channel is far more complex than most 
realize. The assumption that any single application of 
Web mining techniques will provide the necessary 
range of insights required to understand Web site vis­
itor behavior is deceptive and potentially risky. 
Ideally, a holistic view to customer experience is 

needed that can only be captured using both quan­
titative and qualitative data. Fo1ward-thinking compa­
nies , like the ones discussed in this section (i.e., 
Ask.com, Scholastic.com, and St. John Health 
System), have already taken steps toward capturing 
and analyzing a holistic view of the customer experi­
ence, which has led to significant gains, in terms of 
both incremental financial growth and increasing cus­
tomer loyalty and satisfaction. 

According to Peterson (2008), the inputs for 
Web site optimization efforts can be classified along 
two axes describing the nature of the data and how 

(Continued) 
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Application Case 5.7 (Continued) 

that data can b e used . On one axis are data and infor­
mation; data being primarily quantitative and informa­
tion being primarily qualitative. On the other axis are 
measures and actions; measures being reports, analy­
sis, and recommendations all designed to drive 
actions, the actual changes being made in the ongo­
ing process of site and marketing optimization. Each 
quadrant created by these dimensions leverages dif­
ferent technologies and creates different outputs, but 
much lilce a biological ecosystem, each technological 
niche interacts with the others to supp01t the entire 
on.line environment (see Figure 5.10). 

Most believe that the Web site optimization 
ecosystem is defined by the ability to log, parse, and 
report on the clickstream behavior of site visitors. The 
underlying technology of this ability is generally 
referred to as Web analytics. Although Web analytics 
tools provide invaluable insights, understanding 
visitor behavior is as much a function of qualitatively 

determining interests and intent as it is quantifying 
clicks from page to page. Fortunately there are two 
other classes of applications designed to provide a 
more qualitative view of online visitor behavior 
designed to repo1t on the overall user experience and 
report direct feedback given by visitors and cus­
tomers: customer expetience management (CEM) 
and Voice of Customer (VOC): 

• Web analytics applications focus on "where and 
when" questions by aggregating, mining, and 
visualizing large volumes of data, by repo1ting 
on online marketing and visitor acquisition 
efforts, by summarizing page-level visitor inter­
action data, and by summarizing visitor flow 
through defined multistep processes. 

• Voice of Customer applications focus on "who 
and how" questions by gathering and report­
ing direct feedback from site visitors, by 
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FIGURE 5.10 Two-Dimensional View of the Inputs for Web Site Optimization. Source: E.T. Peterson, The Voice 

of Customer: Qualitative Data as a Critical Input to Web Site Optimization (2008), www.foreseeresults.com/ 

Form_Epeterson_ WebAnalytics.html (accessed on May 22, 2009). 
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FIGURE 5.11 A Process View to Web Site Optimization Ecosystem. 

benchmarking against other sites and offline 
channels, and by supporting predictive mod­
eling of future visitor behavior. 

• Customer experience management applica­
tions focus on "what and why" questions by 
detecting Web application issues and prob­
lems, by tracking and resolving business 
process and usability obstacles, by reporting 
on-site performance and availability, by en­
abling real-time alerting and monitoring, and 
by supporting deep-diagnosis of observed vis­
itor behavior. 

All three applications are needed to have a 
complete view of the visitor behavior where each 
application plays a distinct and valuable role. Web 
analytics, CEM, and VOC applications form the 
foundation of the Web site optimization ecosystem 
that supports the online business's ability to posi­
tively influence desired outcomes (a pictorial repre­
sentation of this process view of the \Veb site 
optimization ecosystem is given in Figure 5.11). 
These similar-yet-distinct applications each con­
tribute to site operator's ability to recognize, react, 
and respond to the ongoing challenges faced by 
eve1y Web site owner. Fundamental to the optimiza­
tion process is measurement, ga thering data and 

information that can then be transformed into tangi­
ble analysis and recommendations for improvement 
using Web mining tools and techniques. When used 
properly, these applications allow for convergent 
validation-combining different sets of data col­
lected for the same audience to provide a richer and 
deeper understanding of audience behavior. The 
convergent validation model-one where multiple 
sources of data describing the same population are 
integrated to increase the depth and richness of 
the resulting analysis-forms the framework of the 
Web site optimization ecosystem. On one side of the 
spectrum are the primarily qualitative inputs from 
voe applications; on the other side are the primarily 
quantitative inputs from CEM bridging the gap by 
supporting key elements of data discovery. When 
properly implemented, all three systems sample 
data from the same audience. The combination of 
these data-e ither through data integration proj­
ects or simply via the process of conducting good 
analysis-supports far more actionable insights than 
any of the ecosystem members individually. 

Source: Based o n E. T. Peterson, "The Voice of Customer: 
Qualitative Data as a Critical Input to \'(Feb Site Optimization, " 
2008, fot·eseeresults.com/Form_Epeterson_ WebAnalytics. 
html (accessed on May 22, 2009). 
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SECTION 5.9 QUESTIONS 

1. Why do we need Web mining? 

2. In your own words, what are the pros and cons of Web mining? 

3. What are the common characteristics of Web mining success stories? 

Chapter Highlights 
• Text mining is the discove1y of knowledge from 

unstructured (mostly text based) data sources. 
Given that a great deal of information is in text 
form, text mining is one of the fastest growing 
branches of the business intelligence field. 

• Companies use text mining and Web mining to bet­
ter understand their customers by analyzing their 
feedbacks left on Web forms , biogs, and wilds. 

• Text mining applications are in virtually every 
area of business and government, including mar­
keting, finance, health care, medicine, and home­

land security. 
• Text mining uses natural language processing to 

induce structure into the text collection and then 
uses data mining algorithms such as classification, 
clustering, association, and sequence discove1y to 

extract knowledge from it. · 
• Successful application of text mining requires a 

structured methodology similar to the CRISP-DM 

methodology in data mining. 
• Text mining is closely related to information 

extraction, natural language processing, and doc­

ument summarization. 
• Text mining entails creating nume ric indices from 

unstructured text and then applying data mining 

algorithms to these indices . 
• Web mining can be defined as the discove1y and 

analysis of interesting and useful information 

Key Terms 

analytical model 
analytical techniques 
association 
authoritative pages 
classification 
clickstream analysis 
clickstream data 
clustering 
corpus 
customer experience 

management (CEM) 

deception detection 

hub 
hype rlink-induced topic 

search (HITS) 
inverse document 

frequency 
natura l language 

processing (NLP) 
part-of-speech tagging 

polysemes 
search engine 

from the Web, about the Web, and usually using 

Web-based tools . 
• Web mining can be viewed as consisting of three 

areas: Web content mining, Web structure mining, 

and Web usage mining. 
• Web content mining refers to the automatic 

extraction of useful information from Web pages. 
It may be used to enhance search results pro­

duced by search engines. 
• Web structure mining refers to generating inter­

esting information from the links included in 
Web pages. This is used in Google 's page-rank 
algorithm to order the display of pages, for 

example. 
• Web structure mining can also be used to identify 

the members of a specific community and 
perhaps even the roles of the members in the 

community. 
• Web usage mining refers to developing useful in­

formation through analysis of Web server logs, 
user profiles , and transaction information. 

• Web usage mining can assist in better CRM, per­
sonalization, site navigation modifications , and 

improved business models . 
• Text and Web mining are emerging as critical 

components of the next generation of business 
intelligence tools in enabling organizations to 

compete successfully. 

sentiment analysis 
sequence discove1y 
singular value 

decomposition (SYD) 
speech synthesis 
stemming 
stop words 
term-document matrix 

(TDM) 
text mining 
toke nizing 

trend analysis 
unstructured data 
Voice of Customer 

(VOC) 
Web analytics 
Web content mining 
Web crawler 
Web mining 
Web structure mining 
Web usage mining 
wild 

Questions for Discussion 

1. Explain the relationship among data mining, text mining, 
and Web mining. 

2. What should an organization consider before making 
a decision to purchase text mining and/or Web mining 
software? 

3. Discuss the differences and commonalities between text 
mining and Web mining. 

4. In your own words, define text mining and discuss its 
most popular applications. 

5. Discuss the similarities and differences between the data 
mining process (e.g. , CRIPS-DM) and the three-step, 
high-level, text mining process explained in this chapter. 

6. What does it mean to induce structure into the text-based 
data? Discuss the alternative ways of inducing structure 
into text-based data. 

7. What is the role of natural language processing in text 
mining? Discuss the capabilities and limitations of NLP in 
the context of text mining. 

8. List and discuss three prominent application areas for text 
mining. What is the common theme among the three 
application areas you chose? 

Exercises 

Teradata University and Other Hands-on Exercises 

1. Visit teradatastudentnetwork.com. Identify cases 
about text and Web mining. Describe recent develop­
ments in the field . If you cannot find enough cases at 
Teradata University network Web site, broaden your 
search to other Web-based resources. 

2. Go to teradatastudentnetwork.com, or locate white 
papers, Web seminars, and other materials related to text 
mining and/or Web mining. Synthesize your findings into 
a short written report. 

3. Browse the Web and your libra1y's digital databases to 
identify articles that make the natural linkage between 
text/Web mining and contempora1y business intelligence 
systems. 

Team Assignments and Role-Playing Projects 

1. Examine how textual data can be captured automatically 
using Web-based technologies. Once captured, what are 
the potential patterns that you can extract from these 
unstructured data sources? 

2. Interview administrators in your college or executives in 
your organization to determine how text mining and Web 
mining could assist them in their work. Write a proposal 
describing your findings. Include a prelimina1y cost/ ben­
efits analysis in your report. 

3. Go to your library's online resources. Learn how to 
download attributes of a collection of literature (journal 
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9. Discuss the relationship between Web mining and Web 
analytics. 

10. What are the three main areas of Web mining? Discuss 
the differences and commonalities among these three 
areas. 

11. What is Web content mining? How does it differ from text 
mining? Discuss and justify your answers with concrete 
examples. 

12. What is Web structure mining? What are authoritative 
pages and hubs? How do they relate to Web structure 
mining? 

13. Discuss the expected benefits of Web structure mining. 
Provide examples from real-world applications that you 
are familiar with. 

14. What is Web usage mining? Draw a picture of the Web 
usage mining process and explain/discuss the major 
steps in the process. 

15. Provide two exempla1y business applications of Web 
usage mining; discuss their usage and business value. 

articles) in a specific topic. Download and process the 
data using a methodology similar to the one explained in 
Application Case 5.5. 

Internet Exercises 

1. Survey some text mining tools and vendors. Start with 
ClearForest.com and Megaputer.com. Also consult 
with dmreview.com and identify some text mining 
products and service providers that are not mentioned in 
this chapter. 

2. Find recent cases of successful text mining Web mining 
applications. T1y text and Web mining software vendors 
and consultancy firms and look for cases or success 
stories . Prepare a report summarizing five new case 
studies. 

3. Go to statsoft.com. Select Downloads and download at 
least three white papers on applications. Which of these 
applications may have used the data/ text/ Web mining 
techniques discussed in this chapter? 

4. Go to sas.com. Download at least three white papers on 
applications . Which of these applications may have used 
the data/ text/Web mining techniques discussed in this 
chapter? 

5. Go to spss.com. Download at least three white papers 
on applications . Which of these applications may have 
used the data/ text/ Web mining techniques discussed in 
this chapter? 
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6. Go to teradata.com. Download at least three white 
papers on applications. Which of these applications may 
have used the data/ text/ Web mining techniques dis­
cussed in this chapter? 

7. Go to fairisaac.com. Download at least three white 
papers on applications. Which of these applications may 
have used the data/ text/ Web mining techniques dis­
cussed in this chapter? 

End of Chapter Application Case 

HP and Text Mining 

Hewlett-Packard Company (HP) , founded in 1939 by 
William R. Hewlett and David Packard, is headquartered in 
Palo Alto, California. The company provides products, tech­
nologies, solutions, and services to individuals, small- and 
medium-sized businesses, and large enterprises on a global 
basis. HP also offers management software solutions that 
enable enterprise customers to manage their IT infrastruc­
ture , operations, applications, IT services , and business 
processes, as well as carrier-grade platforms for various 
applications . Some of HP 's popular product categories are 
commercial and consumer personal computers , worksta­
tions, handheld computing devices, inkjet printers , laser 
printers, digital entertainment systems, calculators and related 
accessories, software and services, digital photography and 
entertainment, graphics , imaging and printer supplies for 
printer hardware, printing supplies, scanning devices , and 
network infrastructure products, including Ethernet switch 
products. Retailers form the distribution channel of the 
company. The company also sells through distribution part­
ners, original equipment manufacturers, and systems 
integrators. 

Text Mining 
Customers of HP communicate with the company through 
millions of e-mails. Structured data analysis is effective in 
finding out parameters such as from whom, when , where, 
and how the messages originated. A wealth of information 
would be available if mining techniques could find out why 
these e-mails were sent. One of the common interaction 
points between the customer and the company is the call 
center. HP is impressed by the business insights that could be 
culled from communications such as word documents , 
e-mails, and other sources. The combination of the structured 
and unstructured data can create a tremendous potential for 
companies to find valuable business insights. 

System 
The standard tools that HP previously used could not repott 
useful information from customer-related communications. 
Now, HP used SAS Institute's Tei-n: Miner to uncover analytical 

8. Go to salfordsystems.com. Download at least three 
white papers on applications. Which of these applications 
may have used the data/ text/\X!eb mining techniques dis­
cussed in this chapter? 

9. Go to kdnuggets.com. Explore the sections on applica­
tions as well as software. Find names of at least three 
additional packages for data mining and text mining. 

insights from customer-related data in call center applications 
and then standardized those insights . HP implemented 
Text Miner to combine structured data and text data to 
produce a hybrid structured/ unstructured data set that is stored 
in a Microsoft SQL Server database with an Analysis Services 
Online Analytic Processing engine. The system, today, encom­
passes 300,000 text documents and is roughly 50 gigabytes in 
size, covering an 18-month period and 3 call centers. 

HP implemented Executive Viewer, a Web-based tool 
developed by Temtec (temtec.com) that enables HP to aug­
ment the OLAP cubes with predictive modeling, loyalty scores, 
and customer differentiations created by SAS Enterprise Miner. 

Process 
Various concepts, such as products used, call frequency, and 
common customer issues, are used to aggregate text data; the 
result is consolidated into probabilistic text clusters. This con­
solidated cluster is then combined with the structured data from 
third-patty providers. HP can now combine and analyze struc­
tured data such as revenue with customer desires, attitudes, 
and needs. 

Text analysis is challenging due to dimensionality and 
data dispersal. Different customer databases contain different 
structured information that could be integrated without much 
difficulty. The challenge lies in combining the structured data 
with unstructured data from text. SAS TeJ-.1: Miner uses a tech­
nique called singular value decomposition. Text mining soft­
ware includes a prebuilt dictionary of words and synonym lists; 
it is an ove1whelming task for the organization to customize the 
text information generated in its business environments. Text 
data are available at various sources that are outside the realms 
of traditional data warehousing. Some of the largest challenges 
that SAS Text Miner faces are customer activity at the HP Web 
site as well as finding insights into the businesses of HP's 
customers. 

In addition to the major application of text mining, SAS 
Text Miner could be used proactively on customer Web sites 
to generate insights into the customer needs that HP could 
satisfy. The tool could also be used to analyze multiple sup­
pliers/ vendors with various numbers and descriptions in text. 

Results 
SAS Text Miner was successfully able to develop standard 
data definitions and product classification models with more 
than 80 percent accuracy. The system is now being used to 
support HP in contributing to the top line through improved 
cross-selling, targeted marketing, customer retention, and 
better anticipation of customer needs. The information gener­
ated from structured/ unstructured data now supports multi­
ple business users in various departments. 

QUESTIONS FOR END OF CHAPTER APPLICATION CASE 
1. What is the practical application of text mining? 
2. How do you think text mining techniques could be 

used in other businesses? 
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3. What were HP's challenges in text mining? How were 
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Business Intelligence 
Implementation: Integration 

and Emerging Trends 

LEARNING OBJECTIVES 

Describe the major business intelligence 
(BI) implementation issues 

• List some critical success factors of BI 
implementation 

• Describe the importance and issues in 
integrating BI technologies and 
applications 

Understand the needs for connecting BI 
system with other information systems 
and describe how it is done 

11 Define on-demand BI and its advantages 
and limitations 

• List and describe representative privacy, 
major legal and ethical issues of BI 
implementation 

INTRODUCTION 

Understand Web 2.0 and its characteristics 
as related to BI and decision suppott 

• Understand social networking concepts, 
selected applications, and their 
relationship to BI 

• Describe how virtual world technologies 
can change the use of BI applications 

• Describe the integration of social 
software in BI applications 

• Know how Radio Frequency 
IDentification (RFID) data analysis can 
help improve supply chain management 
(SCM) and other operations 

• Describe how massive data acquisition 
techniques can enable reality mining 

This chapter covers the major issues of business intelligence (BI) implementation and 
also introduces some emerging technologies that are likely to impact the development 
and use of business intelligence applications. Several other interesting technologies are also 
emerging, but we have focused on those that have already been realized and on some 
others that are about to impact BI. We introduce these emerging technologies, explore 
their current applications, and conclude with their relationship to BI. We discuss four 
major implementation issues: integration, connecting to databases and to other informa­
tion systems, on-demand BI, and legal, privacy and ethical issues that may affect BI 
implementation. We close the chapter with a case that illustrates an innovative use of 
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Radio Frequency IDentification (RFID), BI, and decision support. This chapter contains 
the following sections: 

Opening Vignette: BI Eastern Mountain Sports Increases Collaboration and 
Productivity 232 

6.1 Implementing BI: An Overview 235 

6.2 BI and Integration Implementation 238 

6.3 Connecting BI systems to Databases and Other Enterprise Systems 240 

6.4 On-Demand BI 242 

6.5 Issues of Legality, Privacy, and Ethics 245 

6.6 Emerging Topics in BI: An Overview 248 

6.7 The Web 2.0 Revolution 248 

6.8 Online Social Networking: Basics and Examples 250 

6.9 Virtual Worlds 255 
6.10 Social Networks and BI: Collaborative Decision Making 259 

6.11 RFID and new BI Application Opportunities 262 

6.12 Reality Mining 266 

OPENING VIGNETTE: Bl Eastern Mountain Sports Increases 
Collaboration and Productivity 
Eastern Mounta.in Sports (EMS) (ems.com) is a medium-size specialty retailer (annual 
sales $200 milli~n in 2009) that sells goods in more than 80 physical stores through mail­
order catalogs and online. Sports business is done in a ve1y competitive environment. 
The company needs to make decisions regarding product development, marketing, pro­
duction, and sales continuously. Good decisions require input and collaboration from 
employees, customers, and suppliers. During the past few years, the company imple­
mented a BI system that includes business performance management and dashboards. 
The BI system collects raw data from multiple sources, processes them into data, and 
conducts analyses that include comparing performance to operational metrics in order to 
assess the health of the business (see Figure 6.1) . 

Here is how the system works. Point-of-sale information and other relevant data, 
which are available on an IBM mainframe computer, are loaded into a Microsoft SQL 
server and into a data mart. The data are then analyzed with Information Builders' 
WebFOCUS 7.12 platform. The results are presented via a series of dashboards that users 
can view by using their Web browsers. This allows users to access a unified, high-level 
view of key performance indicators (KPis), such as sales, invento1y, and margin levels, 
and then drill down to granular details that analyze specific transactions. 

Despite the cutting edge technology, the system was not performing too well mainly 
due to insufficient data access, communication, and collaboration among all participants. 

THE SOLUTION: INTEGRATING BI WITH SOCIAL SOF1WARE 

The company created a multifunctional employee workbench called E-Basecamp. 
E-Basecamp contains all information relevant to corporate goals integrated with produc­
tivity tools (e.g ., Excel) and role-based content customized to each individual user. The 
system facilitates collaboration among internal and external stakeholders. EMS is using 
20 operation metrics (e.g., invento1y levels and turns). These metrics also cover e-tailing, 
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e-marketing where marketing managers monitor Web traffic and conversion rates on an 
hourly basis. The dashboard shows deviations from targets by means of a color code. 
Then, EMS added the following set of social software tools. 

• RSSfeeds. RSS feeds (Section 6.7) are embedded into the dashboards to drive more 
focused inquiries. These feeds are the basis for information sharing and online conver­
sations. For example, by showing which items are selling better than the others, users 
can collectively analyze the transaction characteristics and selling behaviors that 
produce the high sales. The knowledge acquired then cascades throughout the 
organization. For instance, one manager obse1ved an upward spike in footwear sales 
at store X. An investigation revealed that store X employees had perfected a multistep 
sales technique that included recommending (both online and in stores) special socks, 
designed for specific uses along with an inner sole. The information was disseminated 
using the RSS feed. As a result, sales of footwear increased 57 percent in a year. 

• Wikis. Wikis are used to encourage collaborative interaction throughout the com­
pany. Dashboard users are encouraged to post hypotheses or requests for help and then 
invite commenta1y and suggestions, almost like a notepad alongside the dashboard. 

• Biogs. Blogs were created around specific data or a key metric. The blogs are used 
to post information and invite comment. Tools are then used to archive, search, and 
categorize blogs for easy reference. For example, store managers post an inqui1y or 
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explanation regarding sale deviations (from targets). Keeping comments on biogs 
lets readers observe patterns they might have overlooked using data analysis alone. 

• Twitter. In 2009, microblogging became prevalent using Twitter. The technology 
facilitates communication and collaboration and speeding up business processes. 

•Social network service. Employees and business partners were encouraged to 
join Linkedin. Major uses were participation in forums and the use of the answer 
function. This tool encourages external communication and collaboration. 

GOING TO BUSINESS PARTNERS EXTERNALLY 

Suppliers are connected to the BI system by biogs, wilds, and RSS feeds. For example, 
suppliers can monitor the return rate of a product on the dashboard and then invite store 
managers to provide explanations and suggestions on how to reduce the return rate using 
wikis or biogs. Assuming that proper security has been installed, suppliers can get data 
about how well their products sell in almost real time and can prepare better production 
plans. Also, Twitter and Linkedin are used extensively with the business partner. 

The objective is to build a tighter bond with business partners . For instance, by 
attaching a blog to suppliers' dashboards, the suppliers can view current sales infor­
mation and post comments to the biogs. Product managers use a wil<i to post chal­
lenges for the next season (such as a proposed percentage increase in sales) and then 
ask vendors to suggest innovative ways to achieve these goals. Several of the customers 
and other business partners subscribe to the RSS feeds. 

Biogs are also embedded into the EMS product lifecycle management (PLM) tool. This 
allows vendors to have virtual conversations with the product development managers. 

RESULTS 

The major impact of the BI/ social software integration is that conversations take place on 
biogs, wil<is, and forums where all interested parties can participate. This speeds up flow 
of information and increases participation. Both sales and profit margin are on a constant 
increase. 

QUESTIONS FOR THE OPENING VIGNETTE 

1. What was the original BI system used for? 

2. Why was it beneficial to integrate it with social software? 

3. Differentiate between internal and external integrations in this case and their 
contributions to EMS. 

4. What are the benefits of the integration to suppliers? 

WHAT WE CAN LEARN FROM THIS VIGNETTE 

By integration of BI and social software, EMS was successful in bolstering conm1unication 
and collaboration both among its own managers and with its suppliers. Such an integra­
tion is referred to as collaborative decision making (CDM; Section 6.10). Social software is 
based on new computing paradigm known as Web 2.0 (Sections 6.7-6.10). Social software 
tools facilitate internal and external conununication and collaboration. This integration is 
one example of what can be done by integrating BI with other information technologies 
(Sections 6.2 and 6.3). Integration is one of the major issues encountered during BI imple­
mentation (Section 6.2). Section 6.5 discusses issues of legality, privacy, and ethics of 
BI practices. We list some trends and emerging technologies in Section 6.6, which are 
then described in the remainder of the chapter. Web 2.0 (Section 6.7), social networks 
(Sections 6.8 and 6.10), and virtual worlds (Section 6.9) are some of the cutting-edge 
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technologies related to BI. Other emerging topics that conclude this book are on-demand 
BI (Section 6.4) , use of RFID (Section 6.11), and reality mining (Section 6.12) . 

Sources: Based on Ne ville, ]. , "EMS: Adventures in X-treme Web 2.0," Optimize, Vol. 6, No. 1, Janua1y 2007, p. 33, 
(accessed Jan. 2010) and from ems.com (accessed January 2010). 

6.1 IMPLEMENTING Bl: AN OVERVIEW 

Implementing BI systems can be very complex. In addition to typical issues in infonna­
tion system implementation, such as conducting appropriate cost-benefit analysis with 
intangible variables to justify the system and dealing with resistance to change, there are 
some complex issues related to integration, security, scalability of the system, and han­
dling the construction of a data warehouse, analytics, and dashboards. 

Bl Implementations Factors 

A large number of factors may influence BI implementation. These factors are technolog­
ical, administrative, behavioral, and so on. Many of these are generic to most information 
systems and have been researched extensively in the information systems literature . 
According to Asif (2009), the following are the major factors that affect the decision­
making process of BI implementation. 

1. Reporting and Analysis Tools 
a. Features and functionality 
b. Scalability and deployability 
c. Usability and manageability 
d . Ability to customize applications 

2. Database 
a. Scalability and performance 
b. Manageability and availability 
c. Security and customization 
d. Ability to write back 

3. Extraction, Transformation, and Load (ETL) Tools 
a. Ability to read any source 
b . Efficiency and productivity 
c. Cross platform support 

4. Costs Involved 
a. Hardware costs (actual or opportunity) 
b. Costs of software (ETL, database, applications, and front end) 
c. Internal development costs 
d. External developments costs 
e. Internal training 
f. Ongoing maintenance 

5. Benefits 
a. Time savings and operational efficiencies 
b. Lower cost of operations 
c. Improved customer service and satisfaction 
d. Improved operational and strategic decision making 
e. Improved employee conmrnnications and satisfaction 
f. Improved knowledge sharing 

These factors need to be analyzed both quantitatively and qualitatively. 
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CRITICAL SUCCESS FACTORS OF BUSINESS INTELLIGENCE IMPLEMENTATION Although 
there could be many factors that could affect the implementation process of a BI system, 
a report from Vodapalli (2009) as cited on Wikipedia (http://en.wikipedia.org/wiki/ 
Business_intelligence, accessed January 2010) shows that the following are the critical 
success factors for a business intelligence implementation. 

a. Business driven methodology and project management 
b. Clear vision and planning 
c. Committed management support and sponsorship 
d. Data management and quality issues 
e. Mapping the solutions to the user requirements 
f. Performance considerations of the BI system 
g. Robust and extensible framework 

Managerial Issues Related to Bl Implementation 

Many managerial issues are related to BI implementation. Illustrative topics are: 

1. System development and the need for integration. Developing an effective BI 
application is complex. For this reason, most BI vendors offer highly integrated 
collections of applications, including connection to enterprise resource planning 
(ERP) and customer relationship management (CRM; see Section 6.3). Notable are 
Oracle, Business Objects, MicroStrategy, IBM, and Microsoft. Most BI vendors pro­
vide for application integration, usually Web enabled. 

2. Cost-benefit issues a11d justification. Some BI solutions discussed in this book 
are very expensive and are justifiable only in large corporations. Smaller organizations 
can make. the solutions cost effective if they leverage existing databases rather than 
create new ones. One solution is on-demand BI. Nevertheless a careful cost-benefit 
analysis must be undertaken before any commitment to BI is made. 

3. Legal issues and privacy. BI ana lysis may suggest that a company send elec­
tronic or printed catalogs or promotions to only one age group or one gender. 
A man sued Victoria's Secret (a brand of Limitedbrands) because his female neigh­
bor received a mail order ca talog with deeply discounted items and he received 
only the regular catalog (the discount was actually given for volume purchasing). 
Settling discrimination charges can be ve1y expensive. Some data mining may result 
in the invasion of individual privacy. 

What will companies do to protect individuals? What can individuals do to 
protect their privacy? These issues have to be kept in mind as BI solutions are 
implemented. More on this issue in Section 6.5. 

4. BI a11d BPM today and tomorrow. The quality and timeliness of business infor­
mation for an organization is not the choice between profit and loss-it may be a 
question of survival. No enterprise can deny the inevitable benefits of BI and BPM. 
Recent lndust1y analyst reports show that in the coming years, millions of people 
will use BPM dashboards and business ana lytics (BA) eve1y day. Enterprises are get­
ting more value from BI by extending information to many types of employees, 
maximizing the use of existing data assets. Visualization tools including dashboards 
are used by producers, retailers, government, and special agencies. Industry-specific 
analytical tools will flood the market to support ana lysis and informed decision 
making from top level to user level. BI takes advantage of existing IT technologies 
to help companies leverage their IT investments and use their legacy and real-time 
data. Thus a planned, careful, proactive approach to BI implementation is becoming 
a competitive necessity. 

Chapter 6 • Business Intelligence Implementation: Integration and Emerging Trends 237 

5. Cost justificatio11; i11ta11gible belle fits. While enterprise systems provide tangible 
benefits, it is difficult to quantify their intangible benefits. In a down-turned economy 
with high energy costs, mo1tgage crises, and political unrest, IT investments must be 
economically justified. 

6. Docume11ti11g and securing support systems. Many employees develop 
their own decision support or BI modules to increase their productivity and the 
quality of their work. It is advisable to have an inventory of these ad hoc systems 
and make certain that appropriate documentation and security measures exist, so 
that if the employee is away or leaves the organization , the productivity tool 
remains. Taking appropriate security measures is a must. End users who build 
their own BI applications are not professional systems builders . For this reason, 
there cou ld be problems w ith data integrity and the security of the systems 
developed. 

7. Ethical issues. BI and predictive analytics can lead to serious ethical issues 
such as privacy and accountability. In add ition, mistakes can cause harm to oth­
ers as well as the company. For example, a company developed a decision sup­
port system (DSS) to help people compute the financia l implications of ea rly 
retirement. However, the DSS developer did not include the tax implications, 
which resulted in incorrect retirement decisions. Another important ethical issue 
is human judgment, which is frequently a key factor in decision making. Human 
judgment may be subjective or corrupt, and therefore , it may lead to unethical 
decision making. Companies should provide an ethical code for system builders. 
Also, the possibility of automating managers' jobs may lead to massive layoffs. 
There are ethica l issues related to the implementation of expert systems and 
other intelligent systems. The actions performed by an expert system can be 
unethica l, or even illegal. For example, the expert system may advise you to do 
something that will hurt someone or will invade the privacy of certain individu­
als. An example is the behavior of robots and the possibility that the robots will 
not behave the way that they were programmed to. There have been many 
industrial accidents caused by robots that resulted in injuries and even deaths. 
The issue is , Should an organization employ productivity-saving devices that are 
not 100 percent safe? Another ethical issue is the use of knowledge extracted 
from people. The issue here is, Should a company compensate an employee 
when knowledge that he or she contributed is used by others? This issue is relat­
ed to the motivation issue. It is also related to privacy. Should people be in­
formed as to who contributed certain knowledge? A final ethical issue that needs 
to be addressed is that of dehumanization and the feeling that a machine can be 
"smarter" than some people . People may have different attitudes toward smart 
machines, which may be reflected in the manner in which they will work 
together. 

8. BI Project failu·res. There have been many cases of failures of all types of BI 
projects. There are multiple reasons for such failures, ranging from human factors to 
software glitches. Here are some examples: 

a. Failure to recognize BI projects as enterprise-wide business initiatives and that 
they differ from typical stand-alone solutions. 

b. Lack of business sponsors with the ability to insure funding 
c. Lack of cooperation by business representatives from the functional areas 
d. Lack of qualified and available staff 
e. No appreciation of the negative impact of "dirty data" on business profitability 
f. Too much reliance on vendors 
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SECTION 6.1 REVIEW QUESTIONS 

1. What are the major types of BI implementation influencing factors? 

2. List some factors related to tools and databases. 

3. List some of the managerial issues . 

4. What are some of the critical success factors in BI projects? 

6.2 Bl AND INTEGRATION IMPLEMENTATION 

Integrating information systems is widely practiced in enterprises, increasing the efficiency 
and/or effectiveness of the tasks supported. Implementing BI almost always requires one 
or several integration steps. However, integration is not simple, as described in this section 
and the following section. 

Types of Integration 

Computer-based systems can be integrated so that the constituent parts of the system func­
tion as one entity, as opposed to each being used separately. Integration can be at the 
development level or at the application system level (known as application integration, 
our main area of interest). Integration has been considered a top issue of importance for 
years (Spangler, 2005). There are several types of integration: integration of data, applica­
tions, methods, and processes. Integration can also be viewed from two other characteris­
tics: functional and physical. 

Functional integt·ation implies that different applications are provided as a single 
system. For example, working with e-mail, using a spreadsheet, communicating with 
external databas·es, creating graphical representations, and storing and manipulating data 
can all be accomplished at the same workstation. Similarly, working with a business 
analytics tool and a dashboard is done from one interface, with one menu , resulting in 
one output. 

Physical integration refers to packaging the hardware, software, and communica­
tion features required to accomplish functional integration. The discussion in this chapter 
deals primarily with functional-application integration, which can be clone in two ways: 

• Integration of two or more decision-support applications, creating a unified application 
• Integration of one or more BI tools with other information systems such as blogs, 

knowledge management, databases, or a financial system. 

Integration can occur within a company (internal integration) or between systems 
of different companies (external integration). 

Why Integrate'? 

There are several major objectives for BI software integration: 

• Implementing BI. For BI systems to operate, they usually need to be connected 
to data sources, utilities, other applications, and so on. Such connections must be 
accomplished effectively and efficiently. 

• Increasing the capabilities of the BI applications. Several BI development 
tools may complement each other. Each tool performs the subtasks at which it is the 
best. For example, BA can be used to recommend an optimal resource-allocation 
plan, and an attached dashboard can provide the control system that will alert 
management to deviations from the plan. The opening vignette demonstrated how 
social software made the BI system working better. 
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•Enabling real-time decision support. By having tight integration, it is possible 
to support decision making in a real-time environment. An example is a transporta­
tion system that uses wireless communication and Web services to foster data flow. 

• Enabling more powerful applications. An example is using intelligent systems 
to provide real-time capabilities. 

•Facilitating system development. Tighter integration allows faster application 
development and communication among system components . 

•Enhancing support activities. Several support activities can improve the opera­
tions of BI applications. For example, biogs, Twitter, wilds, and RSS feeds provide 
communication and collaboration support as shown in the opening vignette. 

BI integration may also result in enhanced capabilities that are not possible other­
wise. For strategies for successful integration, see Morgenthal (2005). 

Levels of Bl Integration 

Functional integration, discussed previously, can be considered at two different levels: 
across different BI and within BI. Integration of BI at these levels is appropriate for systems 
that can be used to solve repetitive and/or sequential decision problems. BI can also be 
used to facilitate integration by assisting in the transformation of the outputs of one system 
as inputs to another system. Combining several analytics, each addressing a specific 
portion of a complex decision problem, is an example of integration across BI. For exam­
ple, a BA model for supporting marketing-campaign decisions can be combined with 
a production-planning supply chain improvement model, with certain outputs of the first 
system as the inputs to the second system. 

The second level of integration refers to the integration of several appropriate BI 
technologies in building a specific complex BI system, especially to take advantage of the 
strengths of the specific technologies . 

Embedded Intelligent Systems 

Over the past few years we have seen an increased number of systems that include 
embedded intelligent components for conducting analysis. In such systems, the intelligent 
part (e.g., an intelligent agent) is nontransparent to the user, and it may even work in 
real-time environment. The automated decision systems (ADS) are of this type. 

There is an increasing trend to embed intelligent systems in large or complex BI sys­
tems, as in the following examples: 

• Computer telephony integration at "intelligent" call centers to select and assign a 
human agent for handling a specific customer call in real time 

• Real-time decision making built around online transaction processing (OLTP) sys­
tems, such as in collaborative planning, forecasting, and replenishment in supply 
chain management (SCM), and real-time scheduling decision support 

• Suppo1t of strategic management planning and analysis, with built-in intelligent agents 
• Intelligent agents for process enhancements and management to support collabora­

tive decision-making 

SECTION 6.2 REVIEW QUESTIONS 

1. List several types of integration. 

2. Describe the need for BI integration. 

3. List the levels of integration. 

4. Describe integration of BI with non-BI systems. 

5. Define embedded intelligent systems and describe their benefits. 
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6.3 CONNECTING Bl SYSTEMS TO DATABASES AND OTHER 
ENTERPRISE SYSTEMS 

BI applications, especially large ones, need to be connected to other information systems. 
The major integration areas discussed in this section are connecting to databases and to 
back-end systems. 

Connecting to Databases 

Virtually eve1y BI application requires database or data warehouse (or data mart) access. 
For example, when BI analyzes customer orders, the products' description, invento1y 
count, and order information are likely to be found in the data warehouse. A BI applica­
tion can be connected to a database in a variety of ways. Today, most of these connec­
tions are accomplished via a multitiered application architecture like the one shown in 
Figure 6.2. This architecture has four tiers: 

1. A Web browser where data and information are presented to and data are collected 
from the end users. 

2. A Web server that delivers Web pages, collects the data sent by the end users, and 
passes data to and from the application server. 

3. An application server that executes business rules (e.g., user authorization) , formu­
lates database queries based on the data passed by the Web server, sends the 
queries to the back-end database (or data warehouse or mart), manipulates and 
formats the data resulting from the que1y, and sends the formatted response to 
the Web server. 

4. A database (data warehouse or mart) server in which the data are stored and man­
aged and users ' requests are processed. 

Integrating Bl Applications and Back-End Systems 

Several technologies can be used to integrate a BI application directly with a back-end 
application. This is the case, for example, where there is only one data mart (e.g., market­
ing), but connections are needed to an invento1y or other back-end application or data­
bases. Many of the commercial BI suites have built-in integration capabilities. If a company 
wants to build its own database interface, a couple of options are available. First, all the 
Web scripting languages (e.g., PHP, ]SP, Active Seiver Pages [ASP]) have commands that 
simplify the process. Specifically, these scripting languages enable a progranuner to build 
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Web pages that can issue queries to a back-end database (i .e., relational) and process the 
database's response to the que1y. Second, a number of specialized application se1vers are 
available that simplify the task of integrating a BI application with one or more back-end 
databases. Among these specialized servers, BEA Inc.'s WebLogic Seiver Chea.com) is a 
market leader (now pa1t of Oracle). 

In addition to connecting to back-end databases, many BI applications also require 
integration with a variety of other systems-ERP, CRM, knowledge management, supply 
chain management, electronic data interchange, and other applications, both inside and 
outside the company. Such integration can be handled with a class of software called 
ente1prise application integration (EAi). This software focuses on the integration of large 
systems. TIBCO (tibco.com), webMethods (softwru·eag.com), and WebSphere Interchange 
Server (from IBM) are examples of companies that have offerings in the EAI arena. 

Sometimes , the integration requires redesign of processes. For example, 
Sterngold Corp. (sterngold.com) needed to integrate its ordering system with the 
back office (i.e ., order fulfillment, inventory, accounting, payment). The integration 
required a study of existing processes and redesign of the processes that needed to be 
altered. 

An important integration for large BI systems is the one with ERP. 

INTEGRATING Bl AND ERP FOR IMPROVED DECISION SUPPORT For many years, ERP 
platforms had only transaction-processing capabilities and some basic capabilities, 
including simple reporting, simple analysis and item classification by profitability, 
turnover, and customer satisfaction . Sophisticated reporting and analysis came from 
stand-alone BI system. However, companies have recognized that people execute 
processes better if they can perform an analysis or access business intelligence in real 
time in the context of the application they are working on. Therefore, ERP vendors have 
been building business analytics into their platforms so that users don't have to switch. 
This may result in a significant improvement in the quality of decision making. For 
example, at the moment a salesman takes an order, BI provides all the information 
needed to decide if and how much credit to be offered to the customer. 

The ERP/ BI combinations are most commonly applied to financial decisions; 
however, companies are starting to apply them to marketing, HR, and various areas of 
manufacturing. 

High-level analysis requires bringing together data from a variety of systems, 
including supply chain management (SCM), manufacturing execution systems, customer 
relationship management (CRNI) and product lifecycle management (PLM). By planning, 
forecasting , and simulating scenarios, better decision making is possible. 

However, tight integration between various systems still requires a major investment 
of time. Full integration could take months or even years, and depending on the size of 
the organization, the complexity of its operations and the quality of its data can be tricky. 
System builders need to set up dashboards, make sure that the syntax and semantics of 
the data work together, and check that the data are clean and consistent between the 
different applications. 

Note that furthermore , BI/ERP integration may not be a project with a finite timeline 
since it is ever expanding. Users may want to optimize the system or make additional 
data types available to more users. 

Middleware 

To access a data warehouse, users who need to conduct an analysis, find information, or 
perform data visualization use software known as middleware. 
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Companies and organizations are now building enterprise-wide BI by integrating 
previously independent applications together with new developments. BI applications 
also must be connected to items such as the partners' systems or to public exchanges. BI 
users need to interact with Internet and intranet applications through a variety of devices, 
whose characteristics and performance figures span an increasingly wide range. In all 
such situations, applications use communication protocols and intermediate software that 
reside on top of the operating systems to perform the following functions: 

• Hiding distribution (i.e., the fact that an application is usually made up of many 
interconnected parts running in distributed locations) 

• Hiding the heterogeneity of the various hardware components, operating systems, 
and communication protocols 

• Providing uniform, standard, high-level interfaces to the application developers and 
integrators so that applications can be easily composed, reused, ported, and made 
to interoperate 

• Supplying a set of common services to perform various general-purpose 
functions to avoid duplicating efforts and to facilitate collaboration between 
applications 

The intermediate software layers have the generic name of midd/eware. Middleware 
essentially provides a separate program to be the interface between diverse client and 
server systems. Its main function is to mediate interaction between the parts of an applica­
tion or between applications. (For more information, see middlewa1·e.objectweb.org and 
en. wikipedia.org/wiki/ middleware.) 

IBM is the leading provider of middleware software. It offers a number of on-demand 
solutions for communication, government, retail, banking, financial markets, and many 
other industries. IBM Middleware (ibm.com/middleware) helps automate systems, inte­
grate operations, connect people, and develop software. Oracle is another company that 
provides middleware software and se1vices. 

Oracle Fusion Middleware (OFM, also known as Fusion Middleware) consists of a 
portfolio of software products from Oracle Corporation. OFM spans multiple services: J2EE 
and developer tools, integration services, business intelligence, collaboration, and content 
management. OFM depends on open standards such as BPEL, SOAP, XML, and JMS. 

Oracle Fusion Middleware provides software for the development, deployment, 
and management of service-oriented architecture (SOA). It includes what Oracle calls 
"hot-pluggable" architecture, which allows users to make better use of existing applica­
tions and systems from other software vendors such as IBM, Microsoft, and SAP AG. For 
details, see en.wikipedia/oracle-fusion-middleware. 

SECTION 6.3 REVIEW QUESTIONS 

1. Describe the basic elements of a multitiered application architecture. 

2. List the ways in which a Management Support System (MSS) application can be 
connected to back-end databases and other transaction-processing systems. 

3. What are the benefits of BI/ ERP integration? 

4. Define middleware and describe its attributes. 

6.4 ON-DEMAND Bl 

BI initiatives are somewhat capital intensive, as can be inferred from the discussion 
above. As of now, BI has become more affordable, even for small and medium enter­
prises due to availability of on-demand BI se1vices. We introduce key concepts related to 
on-demand BI in this section. 
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The Limitations of Traditional Bl 

BI solutions may initially have a negative return on investment (ROI). Reasons include high 
implementation fees , per-user license fees, maintenance and consulting fees, extensive 
hidden costs that accumulate over the life of the BI project, and the inability to deliver on 
the initial program goals and objectives. Also, traditional in-house BI vendors have seldom 
been able to deliver a unified reporting and analysis solution that allows executives to 
respond in real time to changing conditions. In addition, the BI solutions remain prohibi­
tively expensive, and they have had long implementation periods-typically 18 months or 
longer-requiring extensive allocation of valuable IT resources over the life of the project. 
Finally, open-ended contracts leave businesses unclear about when the implementation 
period will end. 

The On-demand Alternative 

Therefore, companies, especially small to medium-sized enterprises (SMEs) are turning to 
the on-demand BI model as a cost-effective alternative to overly complex and expensive 
analytic reporting solutions. On-demand computing, also known as utility computing 
or software as a se1vice (SaaS), is described below. 

Software as a service (SaaS) is a model of deployment whereby a software or 
other computer resources are made available when needed. It is like electricity or 
water. You use them when needed and pay only for what you use. Thus, the concept 
is also referred to as utility computing. So the users do not need to own any hardware, 
software , and other facilities, nor to maintain them. Delivery is done by a provider 
who licenses an application to customers for use as a service on demand. Saas soft­
ware vendors may host the application on their own Web servers or download the 
application to the consumer device, disabling it after use or after the on-demand con­
tract expires . The on-demand function may be handled internally to share licenses 
within a firm or by a third-party application service p1·ovider (ASP) sharing licenses 
among many firms. All the users need is an Internet access and a browser. Payment 
is made on an actual-use basis or through a fixed subscription fee (for a given number 
of users). 

KEV CHARACTERISTICS AND BENEFITS Characteristics and benefits of SaaS include: 

• Ability to handle fluctuating demand, even at peak time (a requirement of any 
adaptive enterprise) 

• Reduced investment in server hardware or shift of server use 
• Network-based access to, and management of, commercially available software 
• Activities managed from central locations rather than at each customer's site, enabling 

customers to access applications remotely via the Web 
• Application delive1y typically closer to a one-to-many model (single instance, multi­

tenant architecture) than to a one-to-one model , including architecture, pricing, 
partnering, and management characteristics 

• Centralized feature updating, which obviates the need for end users to download 
patches and upgrades 

• Frequent integration into a larger network of communicating software, either as part 
of a mashup or as a plug-in to a platform 

• Fees are lower initially than traditional software license fees, but are also recurring, 
and therefore viewed as more predictable as a service, much like maintenance fees 
for licensed software. 
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• The total cost, in the long run, may be higher or lower or even the same as in 
purchasing software or paying license fees. However, in the short run, it is much 
lower to use Saas. 

• More feature requests from users since there is frequently no marginal cost for 
requesting new features 

• Faster releases of new features since the entire community of users benefits from 
new functionality 

• The embodiment of recognized best practices since the community of users drives a 
software publisher to support the best practice. 

• The development of Saas applications may use various types of software compo­
nents and frameworks . These tools can reduce the time to market and the cost of 
converting a traditional on-premise software product or building and deploying a 
new Saas solution. 

• Much like any other software, software as a service can also take advantage of 
Se1vice Oriented Architecture to enable software applications to communicate with 
each other. Each software service can also act as a se1vice requester, incorporating 
data and functionality from other services. Enterprise Resource Planning (ERP) soft­
ware providers leverage SOA in building their Saas offerings; an example is SAP 
Business ByDesign from SAP AG. 

On-demand BI gives SMEs exactly what they are asking for in today's fast-paced 
competitive markets: an easy-to-use, quick-to-deploy, and reasonably priced solution. 
The on-demand model offers a low-risk opportunity for enterprises to utilize BI without 
drowning in the overheads of a large, expensive, and risky project. As more SMEs expe­
rience positive ROI and success using an on-demand BI model, it can be expected that 
even large corporations will adopt the model. An example of such an application is pro­
vided in Application Case 6.1. 

Application Case 6.1 
Retailer Employs On-Demand Bl 

Casual Male Retail Group is a specialty retailer of big 
and tall men's apparel with 520 retail outlets and 
e-commerce operations and close to $500 million 
in sales in 2009. The company was using a legacy 
on-premise reporting application for its catalog 
operations. But the reporting features built into the 
system were extremely poor, with little visibility into 
the business. For example, information managers 
did not know in real time what they were selling 
and for what profit, with certain styles by size. 

The company used traditional BI that provided 
unacceptable rep01ts (which lacked features such as 
exception reporting). Users went to the printer for 
hundreds of page printouts. Interestingly, the old sys­
tem contained all the needed information. However, 
the user just didn't have an intuitive and easy way to 
get at the catalog business's sales and invento1y trends 
in real time. The situation changed when Casual Male 

began using an on-demand BI tool from the vendor 
Oco, which takes all of Casual Male's data, builds and 
maintains a data warehouse for its offsite, and creates 
"responsive," real-time reporting dashboards that 
enable users to have information at their finge1tips. 
With the on-demand BI, merchandise planners and 
buyers have access to easy-to-consume dashboards 
chock-full of catalog data. 111is enables users to know 
exactly what styles are selling at any given time at 
each store by size. Also, they know how much inven­
to1y is available and where there is a sho1tage. 

Sources: Compiled from Wailgum, T. , "Business Intelligence and 
On-Demand: The Perfect Marriage?" C/O Magazine, 2008, at 
www .do.com/ article/206 5 51/Business_Intelligence_ 
and_On_Demand_The_Perfect_Marriage_ (accessed 2010), 
ad vice. cio. com/thomas_ wa ilgu m / don t_make_ 
business_ intelllgence_suck_fo1·_users (accessed 2010), and 
Casualmale.com (accessed 2010). 
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THE LIMITATIONS OF ON-DEMAND Bl The following are some major limitations of 
on-demand Bl: 

1. Integration of vendors' software with company's software may be difficult. 
2. The vendor can go out of business, leaving the company without a se1vice. 
3. It is difficult or even impossible to modify hosted software for better fit with the 

users' needs. 
4. Upgrading may become a problem. 
5. You may relinquish strategic data to strangers. 

SECTION 6.4 REVIEW QUESTIONS 

1. What is on-demand BI? 

2. What are its major benefits? 

3. What are the limitations of on-demand systems? 

6.5 ISSUES OF LEGALITY, PRIVACY, AND ETHICS 

Several important legal, privacy, and ethical issues are related to BI implementation. Here 
we provide only representative examples and some sources. 

Legal Issues 

The introduction of BI and especially of automated recommendations may compound a 
host of legal issues already relevant to computer systems. For example, questions con­
cerning liability for the actions of advice provided by intelligent machines are just begin­
ning to be considered. Another example of an issue is the use of compute rized analysis 
as a form of unfair competition in business (e.g., in the 1990s, there was a well-known 
dispute over the practices of airline rese1vation system using computerized pricing). 

In addition to resolving disputes about the unexpected and possibly damaging 
results of some BI systems, other complex issues may surface. For example, who is liable 
if an enterprise finds itself bankrupt as a result of using the advice of an intelligent BI 
analysis? Will the enterprise itself be held responsible for not testing the BI system ade­
quately before entrusting it with sensitive data? Will auditing and accounting firms share 
the liability for failing to apply adequate auditing tests? Will the software developers of 
systems be jointly liable? Consider the following specific issues: 

• What is the value of an expert opinion in court when the expertise is encoded in a 
BI analytical system? 

• Who is liable for wrong advice (or information) provided by an automated BI? For 
example, what happens if a manager accepts an incorrect diagnosis made by a com­
puter and makes decisions that have a negative impact on employees? 

• What happens if a manager enters an incorrect judgment value into a BI system and 
the result is a large damage to people and/ or companies? 

• Who owns the knowledge in a BI knowledge base? 
• Can management force manager to use BI systems? 

Here are some other issues to consider: 

Privacy 

Privacy means different things to different people. In general, privacy is the right to be 
left alone and the right to be free from unreasonable personal intrusions. Privacy has long 
been a legal, ethical, and social issue in many countries. The right to privacy is recognized 
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today in eve1y state of the United States and many other countries, e ither by statute or by 
common law. The definition of privacy can be interpreted quite broadly. However, the fol­
lowing two rules have been followed fairly closely in past court decisions: (1) The right of 
privacy is not absolute. Privacy must be balanced against the needs of society. (2) The 
public's right to know is superior to the individual's right to privacy. These two rules show 
why it is difficult, in some cases, to determine and enforce privacy regulations. Privacy 
issues online have their own characteristics and policies. For privacy and security issues in 
the data warehouse environment, see Elson and LeClerc (2005). One area where privacy 
may be jeopardized is discussed next. 

COLLECTING INFORMATION ABOUT INDIVIDUALS Implementing BI may require data 
about individual employees. The complexity of collecting, sorting, filing, and accessing 
information manually from numerous sources (public and/ or companies) was, in many 
cases, a built-in protection against misuse of private information. It was simply too expen­
sive, cumbersome, and complex to invade a person's privacy. The Internet, in combina­
tion with large-scale databases, a data warehouse, and social networks, has created an 
entirely new dimension of accessing and using personal data. The inherent power in 
systems that can access vast amounts of data can be used for the good of a company or 
society. For example, by matching records with the aid of a computer, it is possible to 
eliminate or reduce fraud, crime, corporate mismanagement, and so on. However, what 
price must the individual pay in terms of loss of privacy so that the company can better 
fight fraud? Private information about employees may aid in better decision making, but 
the employees' privacy may be affected. Similar issues are related to information about 
customers. 

THE WEB AND INFORMATION COLLECTION The Internet offers a number of opportunities 
to collect private information about individuals. Here are some of the ways it can be done: 

• By reading an individual's social network profile and postings 
• By looking up an individual's name and identity in an Internet directo1y 
• By reading an individual's e-mails, biogs, or discussion boards postings 
• By wiretapping employees' wireline and wireless communication 
• By conducting surveillance on employees 
• By asking an individual to complete Web site registration 
• By recording an individual's actions as he or she navigates the Web with a browser, 

using cookies or spyware 

Single-sign-on facilities that let a user access various se1vices from a provider are 
beginning to raise some of the same concerns as cookies. Internet services (such as 
Google, Yahoo!, and MSN) let consumers permanently enter a profile of information 
along with a password and use this information and password repeatedly to access se1vi­
ces at multiple sites. Critics say that such se1vices create the same opportunities as cookies 
to invade an individual's privacy. 

The use of data warehousing and mining technologies in BI ana lysis as well as in 
the administration and enforcement of corporate laws and regulations may increase peo­
ples' concern regarding privacy of information. These fears, generated by the perceived 
abilities of data mining and business analytics, will have to be addressed at the outset of 
almost any BI development effort. 

MOBILE USER PRIVACY Many users are unaware of the private information being tracked 
through mobile personal digital assistant (PDA) or cell phone use. For example, Sense 
Networks' models are built using data from cell phone companies that track each phone 
as it moves from one cell tower to another, from GPS-enabled devices that transmit users' 
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locations, and from PDAs transmitting information at Wi-Fi hotspots. Such data can be 
used in BI analysis, for example. Sense Networks claims that the company is extremely 
careful and protective of users' privacy. 

Ethics in Decision Making and Support 

Several ethical issues are related to BI and computerized decision support. A comprehensive 
ove1view of ethics in problem formulation and decision making is provided by Chae et al. 
(2005), who suggested the model of ethical problem formu lation that is shown in Figure 6.3. 

Representative ethica l issues that could be of interest in BI implementations include 
the following: 

• Electronic surveillance 
• Ethics in BI design 
• Invasion of individuals' privacy 
• Use of proprietary databases 
• Use of intellectual property such as knowledge and expertise 
• Accuracy of data , information, and knowledge 
• Accessibility to information 
• Use of corporate computers for non-work-related purposes 
• How much decision making to delegate to computers 

Personal values constitute a major factor in the issue of ethical BI and decision 
making. The study of ethica l issues in BI is complex because of its multiditnensionality 
(Chae et al., 2005). Therefore, it makes sense to develop frameworks to describe ethics 
processes and systems. Mason et al. (1995) explained how technology and innovation 
expand the size of the domain of ethics and discuss a model for ethical reasoning that 
involves four fundamental focusing questions: Who is the agent? What action was actu­
ally taken or is being contemplated? What are the results or consequences of the act? Is 
the result fair and just for all stakeholders? They also described a hierarchy of ethical rea­
soning in which each ethical judgment or action is based on rules and codes of ethics, 
which are based on principles, which in turn are grounded in ethical theo1y. For more on 
ethics in decision making, see Murali (2004). 

NON-WORK-RELATED USE OF THE INTERNET Employees are tempted to use e-mai l, 
e-conm1erce sites, and so on for non-work-related purposes. In some companies, th is use 
is tremendously out of proportion with the work-related uses (Anandarajan, 2002). The 

: 
I 
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problem has several dimensions . For example, e-mail can be used to harass other 
employees. This poses a legal threat to a company. It can also be used to conduct illegal 
gambling activity (e .g., betting on results of a football game). Some employees may use 
corporate e-mail to advertise or even conduct their own businesses. Last but not least is 
the time employees waste surfing non-work-related Web sites during working hours and 
interacting .in social networks. 

SECTION 6.5 REVIEW QUESTIONS 

1. List some legal issues of BI. 

2. Describe privacy concerns in BI. 

3. Explain privacy concerns on the Web. 

4. List ethical issues in BI. 

5. Relate BI to privacy. 

6.6 EMERGING TOPICS IN Bl: AN OVERVIEW 

BI is becoming a major area of application where companies are investing considerable 
resources and hope to reap major benefits including competitive advantage. Therefore, 
both BI vendors and implementing companies are continuously attempting to apply 
cutting-edge technologies. Although it is a challenge to predict which future areas will 
impact BI or will be impacted by BI, the following topics are discussed in this chapter: 

• Web 2.0 revolution as it related to BI (Section 6.7) 
• Online social networks (Section 6.8) 
• Virtual worlds as related to BI (Section 6.9) 
• Integratkm social networking and BI (Section 6.10) 
• RFID and BI (Section 6.11) 
• Reality Mining (Section 6.12) 

The Future of Business Intelligence 

Gartner Inc. predicted (Gartner, 2009) these developments in the BI market: 

• By 2012, business units will control at least 40 percent of the total budget for busi­
ness intelligence. 

• By 2010, 20 percent of organizations will have an inclust1y-specific analytic applica­
tions delivered via software as a se1vice as a standard component of their business 
intelligence portfolio. 

• In 2009, collaborative decision making will emerge as a new product category that 
combines social software with business intelligence platform capabilities. 

• By 2012, one-third of analytic application applied to business processes will be 
delivered through coarse-grained application mashups. 

• Because of lack of information, processes, and tools , through 2012, more than 
35 percent of the top 5,000 global companies will regularly fail to make insightful 
decisions about significant changes in their business and markets . 

6.7 THE WEB 2.0 REVOLUTION 

Web 2.0 is the popular term for describing advanced Web technologies and applications, 
including biogs, wilds , RSS, mashups, user-generated content, and social networks. 
A major objective of Web 2.0 is to enhance creativity, information sharing, and collabora­
tion. One of the most significant differences between Web 2.0 and the traditional Web is 
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the greater collaboration among Internet users and other users, content providers, and 
enterprises. As an umbrella term for an emerging core of technologies, trends, and prin­
ciples, Web 2.0 is not only changing what is on the Web but also how it works. Web 2.0 
concepts have led to the evolution of Web-based vfrtual communities and their hosting 
services, such as social networking sites, video-sharing sites, and more. Many believe that 
companies that understand these new applications and technologies-and apply the 
capabilities early on-stand to greatly improve internal business processes and market­
ing. Among the biggest advantages is better collaboration with customers, partners, and 
suppliers, as well as among internal users. 

Representative Characteristics of Web 2.0 

The following are representative characteristics of the Web 2.0 environment: 

• The ability to tap into the collective intelligence of users. The more users contribute, 
the more popular and valuable a Web 2.0 site becomes. 

• Data are made available in new or never-intended ways . Web 2.0 data can be 
remixed or "mashed up," often through Web se1vice interfaces, much the way a 
dance-club DJ mL"Xes music. 

• Web 2.0 relies on user-generated and user-controlled content and data . 
• Lightweight programming techniques and tools let nearly anyone act as a Web site 

developer. 
• The virtual elimination of software-upgrade cycles makes eve1ything a pe1petual 

beta or work in progress and allows rapid prototyping, using the Web as an appli­
cation development platform. 

• Users can access applications entirely through a browser. 
• An architecture of participation and digital democracy encourages users to acid 

value to the application as they use it. 
• A major emphasis is on social networking, social computing, and social software. 
• Innovative support is provided for information sharing and collaboration. Rapid and 

continuous creation of new business models is evidenced in Web 2.0 applications. 

Other important features of \Veb 2.0 are its dynamic content, rich user experience, 
metaclata, scalability, open-source basis , and freedom (net neutrality). Most Web 2.0 
applications have a rich, interactive, user-friendly interface based on Ajax (Asynchronous 
JavaScript and XML) or a similar framework. Ajax is an effective and efficient Web develop­
ment technique for creating interactive \Xfeb applications. The intent is to make Web pages 
feel more responsive by exchanging small amounts of data with the se1ver behind the scenes 
so that the entire Web page does not have to be reloaclecl each time the user makes a 
change. This is meant to increase the Web page's interactivity, loading speed, and usability. 

Web 2.0 Companies and New Business Models 

A major characteristic of Web 2.0 is the global spreading of innovative Web sites and sta1t-up 
companies. As soon as a successful idea is cleployecl as a Web site in one count1y, other sites 
appear around the globe. This section presents some of these sites. For example, approxi­
mately 120 companies specialize in providing Twitter-like se1vices in dozens of countries. An 
excellent source for material on Web 2.0 is Search CIO's Executive Guide: Web 2.0 (see 
searchcio.techtarget.com/ general/0,295582,sid19 _gcil244339,00.html#glossary). 

A new business model that has emerged from Web 2. 0 is the accumulation of the 
"power of the crowd." The potential of such a business model is unlimited. For example, 
Wil<ia (wikia.com) is working on conummity-clevelopecl Web searches. If they can cre­
ate a successful one , Google will have a challenger. 
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Many companies provide the technology for Web 2.0, and dozens of firms have 
emerged as providers of infrastructure and services to social networking. A large number 
of start-ups appeared during 2005-2008. For a guide to the 25 hottest Web 2.0 companies 
and the powerful trends that are driving them, see money.cnn.com/magazines/ 
business2/business2_archive/2007 /03/01/8401042/index.htm. 

SECTION 6. 7 REVIEW QUESTIONS 

1. Define Web 2.0 . 

2. List the major characteristics of Web 2.0. 

3. What new business model has emerged from Web 2.0? 

6.8 ONLINE SOCIAL NETWORKING: BASICS AND EXAMPLES 

Social networking is built on the idea that there is structure to how people know each 
other and interact. The basic premise is that social networking gives people the power 
to share, making the world more open and connected. Although social networking is 
usually practiced in social networks such as MySpace and Facebook, aspects of it are also 
found in Wikipedia and YouTube. 

We first define social networks and then look at some of the services they provide 
and their capabilities. 

A Definition and Basic Information 

A social netw01k is a place where people create their own space, or homepage, on which 
they write biogs (Web logs); post pictures, videos, or music; share ideas; and link to other 
Web locatioris they find interesting. In addition, members of social networks can tag the 
content they create and post it with key words they choose themselves, which makes the 
content searchable. The mass adoption of social networking Web sites points to an evo­
lution in human social interaction. 

THE SIZE OF SOCIAL NETWORK SITES Social network sites are growing rapidly, with 
some having over 100 million members. The typical annual growth of a successful site is 
40 to 50 percent in the first few years and 15 to 25 percent thereafter. For a list of the 
major sites, including user counts, see en.wikipedia.org/wiki/List_of_social_ 
networking__ websites. 

SOCIAL NETWORK ANALYSIS SOFTWARE Social network analysis software is used 
to identify, represent, analyze, visualize, or simulate network nodes (e.g., agents, organi­
zations, or knowledge) and edges (relationships) from various types of input data 
(relational and nonrelational), including mathematical models of social networks. Various 
input and output file formats exist. 

Network analysis tools enable researchers to investigate representations of networks 
of different forms and different sizes, from small (e.g., families , project teams) to very 
large. Visual representations of social networks are popular and important to understand 
network data and to convey the ·results of the analysis . 

Some of the representative tools that enable such presentations are: 

• Business-oriented social network tools such as Inflow and NetMiner 
• Social Networks Visualizer, or SocNetV, which is a Linux-based open-source package 

For details, see en.wikipedia.org/wiki/Social_network_analysis_software. 
Social networking is strongly related to mobile devices and networks. 
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Mobile Social Networking 

Mobile social networking refers to social networking where members converse and 
connect with one another using cell phones or other mobile devices. The current trend 
for social networking Web sites such as MySpace and Facebook is to offer mobile servi­
ces. Some social networking sites offer mobile-only se1vices (e.g. , Brightkite and Fonll). 

There are two basic types of mobile social networks. The first type is companies 
that partner with wireless carriers to distribute their communities via the default start 
pages on cell phone browsers. For example, users can access MySpace via AT&T's wire­
less network. The second type is companies that do not have such carrier relationships 
(also known as "off deck") and rely on other methods to attract users. Examples of this 
second type include MocoSpace (mocospace.com) and Mobikade (mkade.com). 

Windows Live Spaces Mobile can be viewed on mobile devices with limited screen 
size and slow data connections. It allows users to browse and add photos, blog entries, 
and comments directly from their mobile devices . However, it has also introduced 
several other features to improve the user experience with handheld devices. 

For more information on Windows Live Spaces Mobile, see mobile.spaces.live 
.com and en.wikipedia.org/wiki/Windows_Live_Spaces_Mobiles. 

Mobile social networking is much more popular in Japan, South Korea , and China 
than it is in the West, generally due to better mobile networks and data pricing (flat rates 
are widespread in Japan). The explosion of mobile Web 2.0 services and companies 
means that many social networks can be based from cell phones and other portable de­
vices, extending the reach of such networks to the millions of people who lack regular or 
easy access to computers. 

With the current software that is available, interactions within mobile social networks 
are not limited to exchanging simple text messages on a one-to-one basis. In many cases, 
they are evolving toward the sophisticated interactions of Internet virtual communities. 

MOBILE ENTERPRISE NETWORKS Several companies have developed (or fully sponsor) 
mobile-based social networks. For example, in 2007, Coca-Cola created a social network 
that could be accessed only by cell phones in an attempt to lure young people to its 
sodas and other products. 

MOBILE COMMUNITY ACTIVITIES In many mobile social networks , users can use their 
mobile devices to create their profiles, make friends, participate in chat rooms, create chat 
rooms, hold private conversations, and share photos, videos, and biogs. Some companies 
provide wireless se1vices that allow their customers to build their own mobile community 
and brand it (e.g., Sonopia at sonopia.com). 

Mobile video sharing, which is sometimes combined with photo sharing, is a new tech­
nological and social trend. Mobile video-sharing portals are becoming popular (e.g., see 
myubo.com and myzenplanet.com). Many social networking sites are offering mobile 
features. For example, MySpace has pa1tnership agreements with a number of U.S. wireless 
providers to supp01t its MySpace Mobile se1vice. Similarly, Facebook is available in both the 
United States and Canada via a number of wireless carriers. Bebo has joined forces with 02 
Wireless in the United Kingdom and Ireland. This phenomenon is just the next step in the 
race to establish access to social networking sites across multiple mediums. Some argue that 
these deals do more to sell mobile phones than to promote the social networking sites; how­
ever, the social networks are more than happy to collect the residual attention. 

Major Social Network Services: Facebook and Orkut 

Now that you are familiar with social network services, let's take a closer look at some of 
the most popular ones. 
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FACEBOOK: THE NETWORK EFFECT Facebook (facebook.com), which was launched in 
2004 by former Ha1vard student Mark Zuckerberg, is the second-largest social network 
se1vice in the world, with more than 200 million active users worldwide as of April 2009. 
When Zuckerberg first created Facebook, he had very strong socia l ambitions and 
wanted to help people connect to others on the Web. 

A primary reason why Facebook has expanded so rapidly is the network effect­
more users means more value. As more users become involved in the social space, more 
people are available to connect with. Initially, Facebook was an online social space for 
college and high school students that automatically connected students to other stu.dents 
at the same school. However, Facebook realized that it could only keep college and uni­
versity users for 4 years. In 2006, Facebook opened its doors to anyone aged 13 or older 
with a valid e-mail address. Expanding to a global audience has enabled Facebook to 
compete directly with MySpace. 

Today, Facebook has a number of applications that support photos, groups, events, 
marketplaces, posted items, and notes. Facebook also has an application called "People 
You May Know, " which helps users connect with people they might know. More applica­
tions are being added constantly. A special feature on Facebook is the News Feed, which 
enables users to track the activities of friends in their social circles. For example, when a 
user changes his or her profile, the updates are broadcast to others who subscribe to the 
feed. Users can also develop their own applications or use any of the millions of 
Facebook applications that have been developed by other users. 

ORKUT: EXPLORING THE VERY NATURE OF SOCIAL NETWORKING SITES Orkut (orkut 
.com) was the brainchild of a Turkish Google programmer of the same name. Orkut was 
to be Google's homegrown answer to MySpace and Facebook. Orkut follows a format 
similar to that of other major social networking sites; a homepage where users can dis­
play eve1y facet of their personal life they desire using various multimedia applications. 

A major highlight of Orkut is the individual power afforded to those who create 
their own groups and forums, which are called "communities. " Who can join and how 
posts are edited and controlled lie solely in the hands of the crea tor of each corrununity. 
Moderating an Orkut community is comparable to moderating one's own Web site, given 
the authority the creator possesses with regard to design and control of content. Orkut 
users gain substantial experience with Web 2.0 tools , creating an enormous wave of 
online proficiency, which is sure to contribute to the development of the online 
environment. 

Orkut recognizes that it is the users who dictate the content of their chosen social 
networking site. Given this, Orkut has adapted in a number of interesting ways. First, it is 
adding more languages, expanding the Hindi, Bengali, Marathi, Tamil, and Telugu sites, 
which expands the popularity of the site and improves user control over the site. Second, 
Orkut greets its users on their national and religious holidays with fun features . For exam­
ple, it wished Indian users a Happy Diwali (en.wikipedia.org/wiki/Diwali) by provid­
ing a feature that allows users to redesign their personal sites with Diwali-themed colors 
and decorations. 

Implications of Business and Enterprise Social Networks 

Although advertising and sales are the major electronic commerce activities in public 
social networks , there are emerging possibilities for commercial activities in business­
oriented networks such as Linkedln and in enterprise social networks. 

Recognizing the opportunities, many software vendors are developing Web tools 
and applications to support enterprise social networking. For example, IBM Lotus is 
encouraging its 5,000-plus solution providers who are working with Notes/ Domino, 
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Sametime, and other Lotus software to add Lotus Connections to their product lineups, 
building applications based on social networking technology. 

Representative areas and examples of enterprise social networking follow. 

FINDING AND RECRUITING WORKERS Most of the public social networks, especia lly the 
business-oriented ones, facil itate recruiting and job finding (Hoover, 2007). For example, 
recruiting is a major activity at Linkedin and was the driver for the site 's development. To 
be competitive, companies must look at the global market for talent, and they can use 
global social networking sites to find it. Large companies are using their in-house social 
networks to find in-house talent for vacant positions. Application Case 6.2 illustrates one 
such application that combines BI and social networking. 

Application Case 6.2 
Using Intelligent Software and Social Networking to Improve Recruiting Processes 
The Internet has made advertising and applying for 
jobs online a much simpler process. However, 
sometimes with simplicity comes complexity. The 
challenge now for some large companies is how 
to cost-effectively manage the online recruiting 
process, because online ads are attracting large 
numbers of applicants . For example, Infosys now 
receives in excess of 1 million job applications each 
year to fill about 9,000 positions. It might sound like 
a good problem to have too many applicants, but 
companies are finding that there is often a poor 
match between the skills and attributes they require 
and the many hundreds of applications received. 
Thus, despite attracting a lot of applicants, they 
often still suffer from a shortage of good applica­
tions. Furthermore, how can a company be sure it is 
accessing and attracting the ve1y best talent in a par­
ticular field? Some interesting new developments are 
changing the way companies may address these 
issues. 

Trovix (a Monster.com company) offers a 
service to companies based on its award-winning 
HR software, which uses embedded intelligence to 
help manage the entire recruitment process. Trovix 
argues that its tools Trovix Recruit and Trovix 
Intelligent Search can emulate human decision mak­
ers and assess a candidate's amount, depth, rele­
vance, and recency of work experience, education, 
and the W(e. The software presents in rank order tl1e 
best candidates to fit an advertised position. Other 
features enable tracking of applicants, reporting, 
and communications. A number of institutions are 
using this service, including Stanford University , 
which needs to fill tl1ousands of positions each year. 

Trend Iviicro adopted Trovix and was able to screen 
700 applicants and list the top 10 in about 20 min­
utes. The accuracy is probably no better than 
manual processing, but the software can screen 
applicants in a much shorter period of time. 

A slightly more personal approach is available 
through some of tl1e social networking sites, which 
offer support for companies to locate tl1e best talent 
for a particular position. Sites such as Jobster 
(jobste1·.com) and Linkeclin (linkedin.com) rely 
more on a networking approach. Jobs posted on 
Jobster, for example, are linked to other job sites, to 
biogs, to user groups, to university alumni sites, and 
so on. People who are part of the social network are 
encouraged to recommend others who might be 
suited to a particular job, inespective of whetller tlley 
are actively seeking new work. In this way, a company 
looking to recruit tl1e best talent has its job adve1tised 
much more widely and may benefit from word-of­
moutl1 recommendations and referrals. For example, 
Linkedln offers prospective employers a network of 
more than 8 million people across 130 industries, 
meaning much larger exposure for job vacancies and 
a much larger talent pool to seek referrals from. Sites 
such as Jobster can also track where applicants come 
from , helping companies adopt better recruitment 
strategies and tllus achieve better returns from their 
investments in seeking the best staff. 

Sources: Based on j. J\kKay, "Where Did jobs Go? Look in 
Bangalore," Gaz ette.com, March 21 , 2004, post-gazette.com/pg/ 
04081/288539.stnl (accessed July 2009) and "Trovix Makes Good 
at Stanford Unjversity: Premie r Educationa l Institution Turns to 
Intelligent Search Provide r for Recruiting Top Talent," March 8, 
2006, trovix.com/about/press/050806.jsp (accessed July 2009). 
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MANAGEMENT ACTIVITIES AND SUPPORT Applications in this category are related to 
supporting managerial decision making based on analysis of data collected in social net­
works. Some typical examples include identifying key performers, locating experts and 
finding paths to access them, soliciting ideas and possible solutions to complex prob­
lems, and finding and analyzing candidates for management succession planning. For 
example, Deloitte Touche Tohmatsu set up a social network to assist its human 
resources managers in downsizing and regrouping teams. Hoover's has established a 
social network that uses Visible Path's technology to identify target business users for 
relationship bu ilding and to reach specific users. The Advances in Social Network 
Analysis and Mining conference on the use of data mining in social networks (July 2009 
in Athens, Greece) has been dedicated to this topic. 

TRAINING Several companies use enterprise social networking, and virtual worlds in 
particular, for training purposes. For example, Cisco is t1ying to use its virtual campus in 
Second Life for product training and executive briefings. IBM runs management and cus­
tomer interaction training sessions in Second Life too. 

KNOWLEDGE MANAGEMENT AND EXPERT LOCATION Applications in this category 
include activities such as knowledge cliscove1y, creation, maintenance, sharing, transfer, 
and dissemination. An elaborate discussion on the role of discussion forums, biogs, and 
wilds for conversational knowledge management can be found in Wagner and Bolloju 
(2005). Other examples of these applications include expert discove1y and mapping com­
munities of expertise. 

Consider the following examples of social networking for knowledge management 
and expert location: 

• Innocentive (innocentive.com), a social network with over 150,000 participating 
scientists, specializes in solving science-related problems (for cash rewards). 

• Northwestern Mutual Life created an internal social network where over 7,000 finan­
cial representatives share captured knowledge (using Awareness.com blogging 
software). 

• Caterpillar created a knowledge network system for its employees, and it even mar­
kets the software to other companies. 

Companies also are creating retiree corporate social networks to keep retirees con­
nected with each other and with the organization. These people possess huge amounts of 
knowledge that can be tapped for productivity increases and problem solving (e.g. , 
Alumni Connect from SelectMinds). With 64 million people retiring within the next few 
years (per the Conference Board), preserving their knowledge is critical. 

ENHANCING COLLABORATION Collaboration in social networking is clone both inter­
nally, among employees from different units working in virtual teams for example, and 
externally, when working with suppliers, customers, and other business partners. 
Collaboration is done mostly in forums and other types of groups and by using wilds and 
biogs. For details on collaboration in social networks, see Coleman and Levine (2008). 

USING BLOGS AND WIKIS WITHIN THE ENTERPRISE The use of these tools is expanding 
rapidly. Jefferies (2008) reports on a study that 71 percent of the best-in-class companies 
use biogs and 64 percent use wilds for the following applications: 

• Project collaboration and communication (63%) 
• Process and procedure document (63%) 
•FAQs (61%) 
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• E-learning and training (46%) 
• Forums for new ideas (41%) 
• Corporate-specific dynamic glossa1y and terminology (38%) 
• Collaboration w ith customers (24%) 

The term W'eb 2 .0 was coined by O'Reilly Media in 2004 to refer to a supposed second 
generation of Internet-based services that let people generate and control content using 
tools such as wil<is, biogs, socia l networks, and fo lksonomies (O'Reilly, 2005) . 
Recognizing the potential of Web 2.0, researchers at the MIT Center for Digital Business 
(B1ynjolfsson and McAfee, 2007) and Harvard Business School (McAfee, 2006; and Cross 
et al. , 2005) extended the Web 2.0 concept into Ente1prise 2.0 (the use of Web 2.0 within 
the enterprise) , asserting that the Web 2.0 tools create a collaborative platform that 
reflects the way knowledge work is really and naturally done. These tools have the 
potential to enhance communication and collaboration and aid in virtual team decision­
making processes (Turban et al. , 2009). 

SECTION 6.8 REVIEW QUESTIONS 

1. Define social network. 

2. List some major social network sites. 

3. Describe the global nature of social networks. 

4. Describe mobile social networking. 

5. Identify Facebook 's major strategic issues (e.g., look a t the marketing efforts at 
insidefacebook.com and at facebook.com). 

6. Much of Facebook's early success was clue to the close affiliation of its members' net­
works. How does Facebook expand into new markets without losing what originally 
made the site popular and alienating existing users? 

6.9 VIRTUAL WORLDS 

Virtual worlds have existed for a long time in various forms, including stereoscopes, 
Cinerama, simulators, computer games, and head-mounted displays. For our purposes, 
vfrtual worlds are defined as artificial worlds created by computer systems in which the 
user has the impression of being immersed. The intention is to achieve a feeling of telep­
resence and participation from a distance. Current popular virtual worlds include Second 
Life (secondlife.com), Google Lively (lively .com), and EverQuest (everquest.com) . 
A good overview of the techno logies, applications, and social and organization issues of 
virtual worlds can be fou nd at Wikipedia (en.wikipedia.org/wik.i/Vfrtual_world). In 
these virtual worlds, trees move with the wind, water flows down a stream, birds chirp 
in the trees, and trucks roar in the street. Users create digital characters called avatars 
that interact, walk, and talk with other computer-generated individuals in computer­
generated landscapes. Some even run global businesses. 

Real-world institutions ranging from universities and businesses to governmental 
organizations are increasingly incorporating virtual worlds into their strategic marketing 
initiatives. Virtual worlds are becoming an important channel for reaching a wider con­
sumer base, as well as for "seeing" the customers and interacting with them in a way that 
was not possible a few years ago. Concepts such as virtual currencies often allow partic­
ipants to buy or sell virtual goods or services such as attire or training . Virtual worlds 
provide rich and enhanced modes of advertising that can be immersive or absorptive, 
active or passive. The advertising can include audio and video in addition to text enhanc­
ing product knowledge and customers' purchase intentions. Although studies o~ the use 
of online avatars in marketing are few, some evidence suggests that avatars and virtual 
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representations may positively influence trust and online purchasing intention, because 
they simulate experiences customers have in real stores (Stuart, 2007) However, not all real­
world attributes can be experienced virtually, because not all of the human senses, such as 
"taste," can be digitized and presented on a computer monitor (Tsz-Wai et al., 2007). 

Second Life can be an effective business tool. Managers can exploit Second Life 
today for real-world decision support. According to John Brandon, in a Computerworld 
article (2007) on the top business sites in Second Life: 

What makes the IBM presence even more interesting, though, is what takes 
place behind closed doors. Regular 'brainstorming' meetings with clients have 
produced interesting ideas, such as a grocer that would sell items in Second Life 
and have them delivered to homes, and a fuel company that would hold regu­
lar training sessions for employees-which would not be open to the public. 

The use of Second Life for decision support needs to be carefully planned. 
Professor Dan Power wrote a column some time back on the advantages and disadvan­
tages of virtual worlds for decision support. See Technology Insight 6.1 for excerpts from 
that column. 

Although virtual worlds are becoming interesting tools for businesses and con­
sumers, some short-term technical and practical considerations have kept them from 
gaining widespread acceptance. For example , participation in most of these virtual envi­
ronments requires downloading of a "plug-in." However, many businesses and govern­
ment organizations prohibit any kind of software downloads on employees' computers. 
This limits the use of these services to a select few employees, typically those in IT. 

Despite a few limitations, consumer applications of virtual worlds are growing at a 
fast pace . One of the coauthors of this book (Sharda) has been involved in virtual world 
applications' for trade shows. Trade show is only one of numerous terms describing a tem­
pora1y market event, held at some intervals, where a large number of potential buyers 
(attendees) and sellers (exhibitors) interact for the purpose of learning about new goods 
and services. Trade shows such as book shows, technology shows, and human resource 
shows (career fairs) are held worldwide throughout the year. 

TECHNOLOGY INSIGHT 6.1 Second Life as a Decision Support Tool 

Major advantages of using Second Life for decision support: 

1. Easy access and low cost. The client is a free download, and people can participate 
without paying a membership fee. The client is still evolving, and the new voice client is 
in testing by the community, so the software may need to be downloaded eve1y few 
weeks with updates. 

2. Experienced and dedicated designer/builders. A quick visit to Second Life showcases 
the possibilities and the wonders that are still to come. Second Life has few restrictions and 
provides broad and flexible content authoring experiences for developers. The quantity of 
available objects, textures, and scripts to reuse is impressive, and designers are available to 
create custom avatars, buildings, and products. If you can make a rough sketch, a good 
builder can create a prototype quickly. If supplied with the floor plans and dimensions, a 
builder can replicate your facto1y or, given enough time, replicate an entire city. 

3. Tools and venues for communications-driven decision support. Tools include 
streaming video, streaming voice, PowerPoint, agenda and meeting management tools, 
chat recorders, and even name tags for avatars. 
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4. A large, dedicated user base. It doesn't cost much to "hire" people/ avata rs to work for 
you in Second Life. The pay is in Linden dollars, and you can easily hire employees from 
more than 50 countries. Companies like Manpower are in Second Life and can help sort out 
employment issues. Second Life is an easy way for a company to "go global. " Also, many 
of the users have great computing skills. 

5. Impression management and creativity enhanceme11t. Avatars look like whatever 
the user wants. Anonymity has some advantages fo r certain types of decision support. 
Second Life breaks clown barriers to creative thinking and frees the imagination. Some 
people are reluctant to use videoconferencing because of concerns about how they will 
appear; with Second Life , users can consciously manage the impressions they create 
during meetings, events, and activities. 

6. Time compression. A day in Second Life is 4 hours long. People connect quickly and 
teleport from venue to venue. Second Life operates around the clock. The 7/ 24/ 365 nature 
of Second Life can speed up activities and change users' tin1e perceptions. 

7. Easy data integration from real life using RSSfeeds. The possibilities for integrat­
ing data from various Web sources into Second Life are expanding rapidly. 

8. Encourages active participation a11d experiential learning. People experience 
Second Life, and those experiences impact real life. A Second Life meeting can be both 
enjoyable and memorable. A walk through a virtual factory can help people understand 
what it will be like when built. 

Major disadvantages of using Second Life for decision support: 

1. Lear11i11g time and training costs. Company executives are generally unfamiliar with 
Second Life, and the learning curve is at least 8 hours to gain a basic comfort level. A good 
coach can make the learning process much easier for a "newbie" manager. 

2. Distractions are numerous. Second Life is a big virtual space with a lot going on, from 
shopping to sex, from sunning at the beach to skiing, from dancing under the stars at the 
Romantic Starlight Ballroom to a live music performance at the Second Life synagogue. Some 
of the distractions are ve1y pleasant, but they create the possibility that employees will be play­
ing when they should be working. Also, companies will need disclaimers, and HR will need 
to review policies on sexual harassment. 

3. Pranksters and spam are common. All sorts of crazy people are floating around 
Second Life with too much time to waste. Many of them devise pranks and engage in nasty 
activities, from defacing buildings to harassing worshippers at a synagogue or conference 
attendees. Security of many types is an issue. 

4. Technology problems persist. Some technology problems include slow responses, 
lags in resizing objects, the need to empty cache memo1y following crashes (which do 
happen), and frequent software updates . 

5. Chat is a ve1y slow communication tool The new voice client will speed up 
interaction of people in Second Life , but chat will st ill have a use, especially \Vith the 
automatic translators for multilanguage communication. Voice interaction will be invalu­
able for Second Life meetings. 

6. Resistance to use. Second Life is not like anything most executives have experienced, 
and there will be resistance to using this technology. It is easy to view Second Life as a game 
and to overlook the real-world, decision-support possibilities. 

7. Addiction. Some people have become addicted to using Second Life and spend hours 
on the system, becoming sleep deprived and neglecting real-life activities. Company HR 
personnel w ill need to monitor the behavior and attitudes of employees who are heavy 
users of tools like Second Life. 

Sou rce: D. Power, "What Are the Advantages and Disadvantages of Using Second Life fo r Decision 
Suppore" DSS News, Vol. 8, No. 15, Ju ly 29, 2007, dssresources.com/ newsletters/ 195.php (accessed 
July 2009). 
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Physical trade shows allow face-to-face interactions, the richest form of communica­
tion. Disadvantages of traditional trade shows include restricted geographic reach, limited 
operating hours, high cost of participation, and the need to get maximum exposure 
through the strategic location of exhibition stands. To gain more value from trade-show 
participation, many show participants now use technologies such as virtual worlds to gain 
more visibility. Some information technology tools mimic the specific activities of trade 
shows. For example, it is common today to use Webinars, presentations, lectures , or sem­
inars that are transmitted over the Web (Good, 2005). These tools typically offer a one­
way communication from presenter to audience, but can be interactive, with the ability to 
give, receive, and discuss information between the presenter and the audience. However, 
Webinars typica lly do not deliver the content, stakeholder information, and lead data 
available to an exhibitor at a traditional trade show. 

Virtual world technology may be useful in replicating a trade-show participation 
experience by organizing virtual events that can extend the reach of the event to include 
many more attendees and perhaps even more exhibitors. A virtual trade show is held in 
cyberspace and may be viewed as an extension of the physical exhibition or in lieu of a 
physical event. It replicates many of the information exchange, communication, and 
community-gathering aspects of a physical event. Its structure often includes a virtual 
exhibit hall, which users enter by permission and with specific capabilities, to view virtu­
al trade-show displays or to build virtual booths to exhibit information, just as they would 
at a trade fair in a convention center. The virtual trade show may have other components 
such as a virtual Web conference, a collection of Web seminars, or other educational pre­
sentations. Visitors fill out an online registration form to create an online badge before 
entering the virtual exhibit hall to visit various booths. The virtua l booths often look like 
real-world, trade-show booths, with desks and displays that users can relate to easily. 
Virtual trade shows can serve as international trade shows, business matchmakers, 
procurement fairs, and product launches. The experience also translates well for other 
applications such as virtual job fairs, virtual benefits fairs, online employee networks, dis­
tributor fairs, and venture capital fairs. This recognition of the synergies between virtual 
worlds and trade shows has been employed by some virtual trade-show companies. One 
of these is iT1·adeFair.com. An example virtual booth is shown in Figure 6.4. 

Drop Business 
Card 

Pick-up Business 
Card(s} 

Press Release 

Pick up brochures­
and marl<eting 
collateral 

Make instant voice 
calls to the 

exhibitor's Skype Send an email to 
ID . --~ the exhibitor 

FIGURE 6.4 Sample of a Virtual Booth. 

Live Chat 
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The trade fair participant goes to a specific virtual trade-show homepage. The par­
ticipant first visits a virtual exhibit floor. On the virtual exhibit floor, the participant can 
select a virtual booth and gather information or engage in live interaction and information 
dissemination. Technologies enable communication through features such as chat, 
Web callback, fax, and e-mail . Special speakers or guests can communicate through 
video-streamed keynote Webcasts. Attendees can also interact with each other through a 
chat room. Although this enables the event attendees to exchange information in a same­
time, different-place mode, it is not as media rich as the avatar visibility experience 
through Second Life. 

One of the main reasons for exhibitors to participate in trade fairs is to acquire new 
leads and contacts. In a virtual show, exhibitors can receive attendee leads in real time. 
A generic attendee report (similar to traditional show attendee lists) containing every reg­
istered attendee is available to all exhibitors through the event producer. Exhibitors can 
also access detailed traffic reports of all attendees who visit their virtual booth. Attendees 
visiting the booth can drop a business card. A record of all attendees who drop off their 
digital business card is available . The report includes all attendees' names, titles , and rel­
evant contact information and whether the attendee has requested additional information 
on any products and services, the company in general, or employment opportunities. 
A comprehensive "Booth Footprints Report" is available on all registered attendees who 
view an exhibitor's virtual booth. This report provides insight into what is of interest to 
each specific visitor. For obvious privacy and security purposes, all reports are under con­
trolled access. But such reports provide a wealth of information to the trade-show pro­
ducers and exhibitors and can be ana lyzed through business intelligence technologies. 

As described in this section, virtual worlds provide an opportunity to offer decision 
support capabilities in a novel way. In the next few years, we will see a further expansion 
of immersive decision-support capabilities. In addition, such environments (e.g., 
iTradeFair.com's virtual trade shows) generate massive amounts of data about users' 
activities and participation in online activities. These massive datasets can be analyzed 
through BI technologies to better understand customer behavior and customize 
products/ services or the technology environments. Sections 6.11 and 6.12 describe other 
technologies that enable large-scale data collection and the possibilities of the analysis of 
such massive datasets. 

SECTION 6.9 REVIEW QUESTIONS 

1. What is a virtual world? 

2. What are the advantages and disadvantages of providing decision support through vir­
tual worlds? 

3. What activities of a physical trade show can be experienced in a virtual event? Which 
ones cannot be replicated? 

4. What type of data analysis might you perform on data about users in a specific virtual 
world setting (e.g ., a company island in Second Life, a virtual trade-show booth)? 

6.10 SOCIAL NETWORKS AND Bl: COLLABORATIVE 
DECISION MAKING 

The opening case demonstrated how biogs, wilds, and RSS supplement BI. The system 
described showed the potential benefits of using socia l software and BI. In fact , this com­
bination can be extremely useful. And indeed, one of the major IT consulting companies, 
Gartner Inc., predicts that such integration can provide a significant opportunity for BI 
initiatives by typing information directly to decision making in the enterprise. They refer 
to such combinations as collaborative decision making. 
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The Rise of Collaborative decision making 

In a major report, Gartner Inc.'s researchers (Schlegel et al., 2009) describe that a new 
style of decision support, collaborative decision making (CDM), which combines 
social software and BI , is emerging, and it may dramatically improve the quality of 
decision making by directly linking the information contained in BI systems with 
collaborative input gleaned through the use of social software. 

The key findings of this report are: 

• CDM is a catego1y of decision-support system for nonroutine , complex decisions 
that require iterative human interactions. 

• Ad hoc tagging regarding value, relevance, credibility, and decision context can 
substantially enrich both the decision process and the content that contributes to 
the decisions. 

• Tying BI to decisions and outcomes that can be measured will enable organizations 
to better demonstrate the business value of BI. 

Despite unprecedented information availability, the past decade suffered from several 
imperfect decisions made in both the public and the private sectors. It is not enough to 
provide voluminous access to information and expect good decisions to be made as a 
result. Numerous social, cultural, and educational factors influence how well individuals 
and organizations are able to improve their decision-making ability, and need to be 
included in the analysis. CDM can rectify the deficiency in decision making by adding 
these missing factors. 

Collaboration in Virtual Teams' Decision Making 

Restrictions on travel because of the difficult economy force many companies to find a 
new way to w~rk, collaborate, and make decisions . Gartner Inc. researchers believe 
that the information technology market responds to the need of collaboration in virtual 
teams by creating systems that foster a CDM process using social software. The business 
application of social software techniques pioneered by consumer-driven social 
networks services, such as Facebook and Myspace, is well under way. Organizations 
already use collaborative social software to keep informed about where colleagues are 
and what they are doing and thinking, and to mobilize them for urgent meetings to 
address problems. Designing collaborative environments that enable decision makers 
to discuss an issue, brainstorm options, evaluate their pros and cons, and agree on 
a course of action is a natural evolution of the above trend. Adding social software 
elements (such as tagging, recommendations, ratings, and contextual information) 
enriches the collaborative environment, making it (and the results derived from it) more 
useful. 

CDM enables BI systems to tie information modeled in BI systems directly to 
the decision made in the collaborative environment. BI systems have traditionally been 
overtly disconnected from the business process. As a result, it is sometimes difficult to see 
the business value of BI, even in the most insightful reports and analyses. In addition, 
decision making has been considered an unstructured process that is not repeatable, so 
there is a lack of tools that facilitate the work of the decision makers. Figure 6.5 shows 
how CDM tools support the decision-making process. 

HOW COM WORKS Combining BI with collaboration and social software provides a 
direct way to show the value of BI because the analytical insights and measures are 
linked to business decisions and framed in the social context. For example, in making 
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FIGURE 6.5 The Framework for Collaborative Decision Making. 

Decision 
Recommendations, 
Reports 

an investment decision, users ca n rate their assumptions about future revenue, 
expense, or interest rate and compare the results of those predictions with a key per­
formance indicator (KPI) that measures sales and profit. The BI platform could then 
update the prediction model with actual interim results on the appropriate KPis , help­
ing the users (participants in the KPI) exceed a criti ca l threshold, requiring a rethink­
ing of a decision. Today, collaboration on decisions that are more strategic in nature 
than ever before-decisions that may transform the business-involves nonroutine 
activities such as b1·ainstorming discovering, innovating, crea ting and leading teams, 
learning, and relating. The outcome of manual processes of such decision can easily 
be lost or become part of corporate folklore in the form of anecdotes, with no formal 
process for decision audit, assessment, and closed-loop learning. Clearly, this is an 
area in need of an information system to facilitate this manual process, and CDM can 
be an ideal mechanism. 

SECTION 6.10 REVIEW QUESTIONS 

1. What is the logic of combining BI and social networks? 

2. Why is it referred to as collaborative decision making? 

3. What can you learn from the Figure 6.5? 

4. What are the major benefits of CDM? 

5. What are the specific contributions to collaboration of social networks? 

6. Explain how CDM works. 

Final Decision 
Makers 
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6.11 RFID AND NEW Bl APPLICATION OPPORTUNITIES1 

With a June 2003 mandate that its top 100 suppliers place RFID tags on pallets and cases 
shipped to stores in the Dallas, Texas, region, Wal-Mart jump-started a 50-year-old 
technology that, until the mandate, had found limited (but successful) use in a variety of 
niche areas. Since that announcement, the RFID industry has blossomed. The U.S. 
Department of Defense soon followed with its own mandate; Target, Albertson's, and 
B~st B~1y, among. others, quickly followed suit. Initial efforts focused on the largest sup­
pliers m the retail supply chain (e.g., Procter & Gamble, Gillette, Kraft) but have now 
spread to include smaller retail suppliers-Wal-Mart's next 200 largest suppliers began 
shipping tagged products in Janua1y 2006. 

RFID is a generic technology that refers to the use of radio frequency waves to 
identify objects. Fundamentally, RFID is one example of a family of automatic identifica­
tion technologies, which also include the ubiquitous bar codes and magnetic strips. 
Since the mid-1970s, the retail supply chain (and many other areas) has used bar codes 
as the primary form of automatic identification. The potential advantages of RFID have 
prompted many companies (led by large retailers such as Wal-Mart, Target, and 
Albertson's) to aggressively pursue this technology as a way to improve their supply 
chain and thus reduce costs and increase sales. 

How does RFID work? In its simplest form, an RFID system consists of a tag 
(attached to the product to be identified) , an interrogator (i.e., reader), one or more 
antennae attached to the reader, and a computer (to control the reader and capture 
the data) . At present, the retail supply chain has primarily been interested in using pas­
sive RFID tags. Passive tags receive energy from the electromagnetic field created by the 
interrogator (e.g., a reader) and backscatter information only when it is requested. The 
passive tag w ill remain energized only while it is within the interrogator's magnetic 
field . · 

In contrast, active tags have a batte1y on board to energize them. Because active 
tags have their own power source, they don't need a reader to energize them; instead 
they can initiate the data transmission process on their own. On the positive side, active 
tags have a longer read range, better accuracy, more complex rewritable information stor­
age, and richer processing capabilities (Moradpour and Bhuptani, 2005). On the negative 
side, due to the batte1y, active tags have a limited lifespan, are larger in size than passive 
tags, and are more expensive. Currently, most retail applications are designed and oper­
ated with passive tags . Active tags are most frequently found in defense or milita1y sys­
tems, yet they also appear in technologies such as EZ Pass, where tags are linked to 
a prepaid account, enabling drivers to pay tolls by driving past a reader rather than 
stopping to pay at a tollbooth (U.S . Department of Commerce, 2005). 

The most commonly used data representation for RFID technology is the Electronic 
Product Code (EPC), which is viewed by many in the indust1y as the next generation of 
the Universal Product Code (UPC) (most often represented by a bar code). Like the UPC, 
the EPC consists of a series of numbers that identifies product types and manufacturers 
across the supply chain. The EPC code also includes an extra set of digits to uniquely 
identify items. 

Currently, most RFID tags contain 96 bits of data in the form of serialized global 
trade identification numbers (SGTIN) for identifying cases or serialized shipping con­
tainer codes (SSCC) for identifying pallets (although SGTINs can also be used to identify 
pallets). The complete guide to tag data standards can be found on EPCglobal's Web site 

1This sect io n is adapted from our own resea rch conducted in collaboration with Dr. Bill Hardgrave of the 
University of Arkansas and director of the RFID Research Center. 

Binary: 

Decimal: 
ISGTIN) 

UCC-14 
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001100000111010000000001011100111110000101001101 
110011010100000000011101110011010110010100011000 

Manufacturer Product Serial Number 

~~~ 

,?~·~ 
Check Digit [not 
needed for RFIO] 

(UPC for cases) 3 0023800 41813 3 

FIGURE 6.6 Sample RFID Tag Data. 

(epcglobalinc.01·g) . EPCglobal, Inc. is a subscriber-driven organization of indust1y lead­
ers and organiza tions focused on creating global standards for the EPC to support the 
use of RFID. 
. As illustrat~d in Fi.g~1re 6.6, tag data, in their purest form, are a series of binary dig­
its. This set of b10a1y d1g1ts can then be converted to the SGTIN decimal equivalent. As 
shown, an SGTIN is essentially a UPC (UCC-14, for shipping-container identifica tion) 
with a serial number. The serial number is the most important difference between the 
1 ~-digit U.PC u~ed today and the SGTIN contained on an RFID tag. With UPCs, compa­
~1es can 1dent1fy the product family to w hich a case belongs (e.g., 8-pack Charmin 
tissue), but they cannot distinguish one case from another. With an SGTIN, each case is 
uniquely identified. This provides visibility at the case level rather than the product­
family level. 
. . One of th~ applications of the massive amounts of data that are generated by RFID 
is m su.pply cham management (Deleo et al., 2007). Most suppliers put a tag on a prod­
uct as 1t leaves their facility. As a product moves from the supplier to the re tail distri­
bution center (DC) and then on to the retail outle t, it may pass through a number of 
RFID-read locations. Readers capture and record the case's tag data as the product passes 
through these points. As product is delivered to the distribution center, read portals 
(created by stationa1y readers and antennae on each side of the delivery door) capture 
the pallet and case data. As a representative example, Table 6.1 traces the actual 

TABLE 6.1 Sample RFID Data 

Location EPC Date/Time Reader 

DC 123 0023800.341813 .500000024 08-04-05 23: 15 Inbound 

DC 123 0023800.341813.500000024 08-09-05 7:54 Conveyor 

DC 123 0023800.341813 .500000024 08-09-05 8:23 Outbound 

ST 987 0023800 .341813.500000024 08-09-05 20:31 Inbound 

ST 987 0023800.341813 . 500000024 08-09-05 20:54 Sa les floor 

ST 987 0023800.341813.500000024 08-10-05 1: 10 Sales floor 

ST 987 0023800 .341813 .500000024 08-10-05 1: 12 Backroom 

ST 987 0023800.341813.500000024 08-11-05 15:01 Sa les floor 

ST 987 0023800.341813 .500000024 08-11-05 15:47 Sales floor 
ST 987 0023800.34181 3.500000024 08-11-05 15:49 Box crusher 
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movements of a single case of product (SGTIN: 0023800.341813.500000024) from its 
arrival at the distribution center to its end of life at the box crusher. This particular case of 
product arrived at distribution center 123 on August 4, was put on the conveyor system 
on August 9, and departed shortly thereafter. (For readability, only one read per portal 
per event is shown; duplicate reads at a single portal were removed.) It arrived at store 
987 about 12 hours after leaving the DC, went almost immediately to the sales floor, 
returned from the sales floor about 5 hours later, and was put in the backroom where 
it stayed until the following day, where it once again went to the sales floor, returned 
about 45 minutes later, and then went to the box crusher for ultimate disposal. This prod­
uct mostly follows the prescribed route but veers off course toward the end as it goes out 
the sales floor and back again on two separate occasions. 

What can the snippet of data from Table 6.1 tell us (as one simple instance of RFID 
data)? If we examine closely, the data offer up several insights. 

First, knowing the dates/ times of movement is important for ensuring such things 
as freshness of the product, tracking recalls, or getting products to the stores in a 
timely manner (especially for time-sensitive products). For example, consider the situ­
ation faced by companies offering promotions on their products. Advertising (local 
and national) is generally launched to promote the products, and the fate of the prod­
uct is determined in the first few days after the promotion begins. If the product is not 
on the shelf in a timely manner, sales may suffer. Gillette has used RFID to determine 
whether stores have stocked their shelves with particular items for a particular promo­
tion. It found that in those stores that used RFID to move a product from the backroom 
to the shelf before a promotion started, sales were 48 percent higher than those that 
did not move the product in a timely manner (Evans, 2005). RFID provided the data 
and the insight needed . 

Second, the data provide insight into the backroom process of moving freight to the 
sales floor. In the example provided in Table 6.1, we see that the product moved to the 
sales floor twice. Perhaps the first time it was taken out, it did not fit on the shelf and was 
returned to the backroom. The second time it went out, it fit on the shelf. This "unneces­
sa1y case cycle" raises several questions. Moving the product out to the sales floor and 
back unnecessarily wastes precious human resources, and the more times a product is 
handled, the higher the chances are that it will be damaged. Also, why did the product 
make two trips to the sales floor? If the product was not needed until August 11 (the day 
it fit on the shelf), why was it delivered to the store on August 10? This could signal a 
problem with the forecasting and replenishment system. Or, perhaps a worker placed a 
manual order for the product when it wasn't needed . If so, why was the manual order 
placed? It could be that the product was in the backroom but was not visible or easy to 
find. Rather than taking the time to look for it, the worker manually ordered the product. 
While the product was in transit, another worker found the product in the backroom and 
stocked the shelf. When the manually ordered product arrived, it would not fit on the 
shelf and an unnecessa1y trip (for the manually ordered product) was created. How can 
RFID help in this situation? When a worker attempts to place a manual order, the system 
can check to see if a case currently exists in the backroom (as determined by a backroom 
read). If a case exists, the system could help the worker find the case by using a handheld 
or portable RFID reader. 

Third, it provides a precise indication of how long it took the product to move 
through the supply chain and the exact time between each of the key read points-Dn a 
case-by-case basis! This type of insight has never before been possible. Lead times are 
generally estimated based upon the movement of large quantities of product families 
through the system. Also, visibility at the store level was not possible before RFID. This 
visibility requires developing the appropriate measures to be able to determine the 
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distribution center performance. Delen et al. (2007) proposed several performance meas­
ures to capture this visibility. 

RFID can also be used by companies to improve either the efficiency or effective­
ness of various existing processes by incremental process change . For example, early 
evidence suggested that RFID can reduce the amount of time to receive product at a 
warehouse (Katz, 2006) . Instead of scanning each case of product individually with a bar­
code scanner, RFID-tagged product can be read automatically at a receiving-door portal. 
Gillette reported a reduction in pallet-receiving time at its distribution center from 20 to 
5 seconds due to RFID and its tag-at-source strategy (Katz, 2006). The process of receiv­
ing was not drastically changed (i .e., forklifts unloaded the product as before) . The only 
change was eliminating the need to manually scan the product. Thus, the process became 
more efficient. Processes can also be made more effective. For example, Wal-Mart found 
a 26 percent reduction in out-of-stocks by using RFID data to generate better lists of prod­
ucts to be replenished (Hardgrave et al. , 2006). The shelf replenishment process was not 
changed but improved by the use of RFID. Wal-Mart has also reduced the number of 
unnecessary manual orders by 10 percent, thus making the ordering and forecasting 
system more effective (Sullivan, 2005). RFID is also being used in receiving to reduce the 
number of errors, which improves inventory accuracy, ultimately leading to better 
forecasting and replenishment. 

RFID data have been used in many other related applications. For example, per­
ishable goods present some of the biggest challenges for supply chain management 
due to the high number of variants with different perishability characteristics, require­
ments to account for the flow of goods in some supply chains, and large volumes of 
goods handled over long distances. Although food represents a major portion of the 
perishables portfolio, many other products, including fresh-cut flowers , pharmaceuti­
cals, cosmetics, and auto parts among others, require strict environmental controls to 
retain their quality. Due to the extremely large volumes of goods handled, the likeli­
hood for problems increases (Sabin et al., 2007). The elimination of even a small per­
centage of spoilage, for example, adds up to a significant improvement to the supply 
chain. Therefore, the optimal management of the perishables supply chain is of 
paramount importance to businesses in this market segment. 

The success of today's highly volatile perishables supply chains depends on the level 
(and the timeliness) of product visibility. Visibility should provide answers to the questions 
of "Where is my product?" and "What is the condition of my product?" Already, several 
companies have begun experimenting with RFID for perishables. Consider the following 
examples: 

• Samworth Brothers Distribution (UK; sandwiches, pastries, etc.) has implemented 
real-time temperature monitoring in its trucks (Swedberg, 2006a). 

• Fresh Express uses RFID to look at flow-through of the product coupled with expi­
ration elates (Intel, 2007). 

• Starbucks uses temperature tracking for food-preparation products going to retail 
outlets (Swedberg, 2006b). 

• Sysco uses RFID to check load conditions without opening doors (Collins, 2005). 
• A regional restaurant chain (700 restaurants) uses RFID-based temperature moni­

toring to determine conditions of beef patties, eggs, onions, and so on (Banker, 
2005). 

• TNT uses RFID to monitor temperature profiles of products moving from Singapore 
to Bangkok (Bacheldor, 2006). 

The End of Chapter Application Case includes a very interesting emerging 
application that includes an innovative use of RFID and BI. The overall lesson is that 
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RFID technology generates massive amounts of data that can be analyzed to achieve 
great insights into a company's environment, a major purpose for the ve1y existence 
of BI and decision support. The following section illustrates another emerging oppor­
tunity for BI arising from massive data being collected. 

SECTION 6.11 REVIEW QUESTIONS 

1. What is RFID? 

2. What kinds of data are read/ recorded through RFID? 

3. What can a company learn by reading RFID at a distribution center? 

4. Search online for applications of RFID in health care, entertainment, and sports. 

6.12 REALITY MINING 

Just as RFID generates major data streams ripe for further analysis through business 
intelligence that can assist in decision making, another massive data source is emerging, 
along with the technologies, to make sense of the data. Indeed, a new name has been 
given to this type of data mining-reality mining. Eagle and Pentland (2006) appear 
to have been the first to use this term. Alex (Sandy) Pentland of MIT and Tony Jebara 
of Columbia University have a company called Sense Networks (sensenetworks.com) 
that focuses on the development of reality-mining applications. The material in this sec­
tion is adapted and included with permission from Sense Networks. 

Many devices in use by consumers and businesspeople are constantly sending out 
their location information . Cars, buses, taxis , mobile phones, cameras, and personal 
navigation devices all transmit their locations, thanks to network-connected positioning 
technologie~ such as GPS, Wi-Fi, and cell tower triangulation. Millions of consumers 
and businesses use location-enabled devices for finding nearby services, locating 
friends and family, navigating, tracking of assets and pets, dispatching, and engaging in 
sports, games, and hobbies. This surge in location-enabled se1vices has resulted in a 
massive database of historical and real-time streaming location information. It is, of 
course, scattered and by itself not ve1y useful. Reality mining builds on the idea that 
these datasets could provide remarkable real-time insight into aggregate human activity 
trends. 

By analyzing and learning from these large-scale patterns of movement, it is 
possible to identify distinct classes of behaviors in specific contexts, called "tribes" 
(Eagle and Pentland, 2006). Macrosense is an application platform developed by Sense 
Networks that takes the data being generated by all of these mobile devices and, after 
spatial and time-based cleaning, applies proprieta1y clustering algorithms to these mas­
sive datasets to classify the incoming data streams as belonging to different types of 
customers, clients, and so on. This approach allows a business to better understand its 
customer patterns and also to make more informed decisions about promotions, 
pricing, and so on. 

Sense Networks is now adapting this general technology to help consumers find 
people with similar interests. This application is called Citysense. Figure 6.7 includes 
a map of an area of San Francisco. It is best seen in color at sensenetworks.com/ 
citysense.php, but even the black-and-white image shows that it is possible to learn 
where people are going at this particular time. Each dot represents the presence of peo­
ple and animates to show patterns of how people group and move around the city over 
time. Sense Networks' core analytical platform, Macrosense, is also able to analyze the 
aggregate information shown in Citysense to cluster users and identify tribes. 
Macrosense is able to identify which tribes are where by sampling the distribution of 
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FIGURE 6.7 CitySense Example View of San Francisco. 

tribes at any given place and time, making it possible to infer what it means when a user 
is there at that place and time . For example, rock clubs and hip-hop clubs each retain 
distinct tribal distributions. When a user is out at night, Macrosense learns their preferred 
tribe distribution from time spent in these places. Sense Networks says that in future 
releases of Citysense, tribes will be included, and when users visit other cities, they will 
be able to see hotspots recommended on the basis of this distribution and combined 
with overall activity information. 

Users who go to rock clubs will see rock club hotspots , users who frequent hip-hop 
clubs will see hip-hop hotspots, and those who go to both will see both. The question 
"Where is evetybody like me right now?" is thus answered for these users-even in a city 
they have never visited before. Simulating the real world via the use of tribes makes it 
possible to provide personalized services to each user without collecting personally iden­
tifiable information. 
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By applying algorithms that reduce the dimensionality of location data, reality 
mining can characterize places according to the activity and movement between them. 
From massive amounts of high-dimensional location data, these algorithms uncover 
trends, meaning, and relationships to eventually produce human understandable repre­
sentations. It then becomes possible to use such data to automatically make intelligent 
predictions and find important matches and similarities between places and people. 
Loecher et al. (2009) provided some details of their algorithms. Essentially, activity 
information as recorded through cell phone data is used to study the behavioral links 
between places in the real world. This also takes into account the time of the day, 
because one group of people may go to the one location for work in the morning; 
however, an entirely different group of people may frequent the same location at night 
because of a nightclub nearby. Due to the temporal sensitivity of the number and type 
of people frequenting a place (which can be far more dynamic than a static Web page 
on the Internet), the raw data describing places in the real world require a staggering 
number of dimensions. 

According to the material provided by Sense Networks, it attributes 487,500 dimen­
sions to eve1y place in a city. The dimensions are based on the movement of people in 
and out of that place over time and the places those people visit before and afte1wards. 
Their "Minimum Volume Embedding" algorithms reduce the dimensionality of location 
and temporal data to two dimensions while retaining over 90 percent of the information. 
This allows for visualizations of data that allow humans to better understand key dimen­
sions to extract key relationships in the flow of people in a city, such as the flow of those 
shopping, commuting to and from work, or socializing. In addition, they also employ 
historical data combined with demographic, weather, and other variables. Once a broad 
understanding of the spatial behaviors in a city is available, companies can leverage the 
continuously _updating clusters to better understand their own customers from sparse 
location data,. discover trends in aggregate consumer behavior for correlation with finan­
cial indicators, and predict demand for services and places. 

One key concern in employing these technologies is the loss of privacy. If someone 
can track the movement of a cell phone, the privacy of that customer is a big issue. But 
Sense Networks claims that it only needs to gather aggregate flow information, not indi­
vidually identifiable information, to be able to place someone in a tribe . 

See the Sense Networks Web site (sensenetworks.com) for the latest develop­
ments in this area. The technology is evolving fast. Baker (2009) and a recent st01y in 
Economist (2009) highlighted some of the possible applications of reality mining for 
business government. For example , a British company called Path Intelligence 
(pathintelligence.com) has developed a system called FootPath that ascertains how 
people move within a city or even within a store . All of this is done by automatically 
tracking movement without any cameras recording the movement visually. Such 
analysis can help determine the best layout for products or even public transportation 
options. The automated data collection enabled through capture of cell phone and 
Wi-Fi hotspot access points presents an interesting new dimension in nonintrusive 
market research data collection and, of course, microanalysis of such massive 
datasets. 

SECTION 6.12 REVIEW QUESTIONS 

1. Define reality mining. 

2. What types of data are used in reality mining? 

3. Briefly describe how the data are used to create profiles of users. 

4. What other applications can you imagine if you were able to access cell phone loca­
tion data? Do a search on location-enabled services. 
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application service 
provider (ASP) 
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multidimensionality 
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Questions for Discussion 

1. Some say that on-demand BI will be the dominating 
model of delivery of BI. Discuss. 

2. Discuss the benefits and limitations of collaborative deci­
sion making in virtual teams. 

3. Distinguish between physical and functional integrations 
in implementing a large BI project for marketing decision 
support. 

4. Discuss the value of embedded intelligence in BI applica­
tions. Will intelligent BI be able to replace humans' Discuss. 

5. Discuss why it is so important to connect databases and 
back-end systems to BI. 

6. What are the potential benefits and challenges of using 
RFID in supply chain management? 

7. Given that RFID data streams are large but only include 
basic tracking information, how would you derive useful 
information from these streams? You may want to read 
Delen et al. (2007). 

Exercises 

Internet Exercises 

1. Real-time decision support by BI application is cited as a 
major benefit. Surf the Internet to identify examples and 
benefits. Visit Teradata University Network, (TUN), and 
information-management.com. 

2. Find some biogs dedicated to BI implementation and 
identify some of the current issues they discuss . . 

3. Enter three BI vendors (e .g., Cognus IBM company, 
Business objects, a SAP company, Oracle) and find their 
activities in the on-demand BI. Write a report. 

4. Enter Oracle.com. Find what it offers in middleware for 
BI and check the status of its fusion project. 

5. Enter the RFID]ournalWeb site (rfidjournal.com). List at 
least two applications related to supply chain management 
and two applications in one of the following areas: health 
care, education, entertainment, and law enforcement. 

6. Enter blog.itradefair.com. What are some of the inter­
esting applications of virtual trade fairs? 

7. Enter youtube.com. Search for videos on cloud comput­
ing. Watch at least two. Summarize your findings. 

problem solving 
reality mining 
RFID 
robot 
social network analysis 

software 
software as a service 

(Saas) 

utility 
computing 

virtual 
community 

virtual team 
virtual worlds 
Web 2.0 

8. What are the benefits and issues of using virtual worlds 
for decision support? 

9. If you had an opportunity to participate in a virtual career 
fair, what factors would motivate and inhibit your partici­
pation? 

10. "Location-tracking-based profiling (reality mining) is 
powerful but also poses privacy threats." Comment. 

11. What are the major characteristics of Web 2.0? What are 
some of the advantages of Web 2.0 applications? 

12. Discuss the use of virtual communities to do business on 
the Internet. 

13. How can wikis be used to facilitate knowledge man­
agement? 

14. Discuss the relationship between mobile devices and 
social networking. 

8. Enter sensenetworks.com. Review the Citysense appli­
cation and media reports about it. Write a report on what 
you learned. 

9. Enter the Web site of a social network service (e.g., 
myspace.com or facebook.com). Build a home page. 
Add a chat room and a message board to your site using 
the free tools provided. Describe the other capabilities 
available. Make at least five new friends. 

10. Enter pandora.com. Find out how you can create and 
share music with friends. Why is this a Web 2.0 appli­
cation? 

11. Enter smartmobs.com. Go to blogroll. Find three biogs 
related to Web 2.0 and summarize their major features. 

12. Enter mashable.com and review the latest news 
regarding social networks and network strategy. Write a 
report. 

13. Access Hof's "My Virtual Life" (2008) at businessweek. 
com/ print/magazine/ content/06_18/b3982001.htm? 
chang=gl and meet the seven residents in the slide 
show. Prepare a table that shows the manner in which 
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they make money, the required skills, and the reason 
they do it in Second Life. 

14. Identify two virtual worlds (other than Second Life). 
15. Enter secondlife.com and find any islands that relate 

to BI and decision support. Write a report on what they 
offer. 

16. Enter yedda.com and explore its approach to knowl­
edge sharing. 

Group Assignment 

1. Investigate the status of on-demand BI by visiting vendors 
(e.g. Cognus, IBM, Oracle) and using search engines (bing, 
google, yahoo), and also visit forums (e.g., TSN, aspnews. 
com, utilitycomputing.ccom/forum) . Identify major 
concerns and achievements, and prepare a report and 
class presentation. 

2. Prepare a list of examples of situations in which social 
software can support BI application. Provide references 
and companies' names. 

3. Item-level RFID tagging will be useful to retail stores as 
well as to customers. Stores already use RFID to track 
inventory more accurately. Customers could use RFID to 
locate items more easily, possibly even using a within­
store GPS to find an item. However, RFID does have 
some potential privacy issues. Form two groups. One 
group will argue for RFID adoption and the other group 
will argue against it. 

4. Search the Web for "virtual trade sho\\ls. " Form two teams 
arguing for and against the use of virtual worlds in busi­
ness applications. 

5. Location-tracking-based clustering provides the potential 
for personalized services but challenges for privacy. 
Divide the class in two parts to argue for and against 
applications such as Citysense. 

6. Each group is assigned to a social network that features 
business activities (e.g., Linkedin , Xing, Facebook, 
Second Life) . Each group will then register with hellotxt 
. com to find out what is going on in the site with regard 
to recent business activities. Write a report and make a 
class presentation. 

7. With Hello TXT, log on to the site and enter your text 
message into the dashboard . Then select the sites you 
want to update with your new status message , and 
Hello TXT does the rest, reaching out to your various 
pages to add your new status message. It is a great cen­
trali zed way to keep all your various profiles as up-to­
da te as poss ible , and it is designed to update your 
Linkedln status by answering the question "What are 
you working on?" 

8. As a group, sign in to secondlife.com and create an 
avatar. Each group member is assigned to explore 
a certain business area (e.g., virtual rea l estate, edu­
cational activities, diplomatic is land). Make sure the 

ava ta r interacts with other people's ava tars. \Vrite a 
report. 

9. Enter facebook.com and myspace.com and find out 
how 10 well-known corporations use the sites to conduct 
commercial activities. Also, compare the functionalities of 
the two sites. 

10. Several hospitals are introducing or cons idering the 
introduction of an intelligent bedside assistant that 
provides physicians and sta ff with a patient 's medical 
record database for diagnosis and prognosis. The sys­
te m supplies any information required from the 
patie nt's medical records, makes diagnoses based on 
symptoms, and prescribes medica tions and other treat­
ments. The system includes an expert system as well as 
a DSS. The system is intended to e liminate some human 
e rror and improve patient care. You are a hospital 
administrator and are ve ry excited about the benefits 
for the patients . However, when you called a staff 
meeting, the following questions were raised: What if 
the syste m malfunctions? What if there is an undetected 
e rro r in the program or the rules? The system, once 
imple mented , takes full responsibility for patient care 
because physicians rely on it. A loss of data or an error 
in the program may lead to disaster. For example, sup­
pose there is a bug in the database program, and , as 
a result, a critical piece of information is missing from 
the patient's record. A physician who relies on the sys­
tem could prescribe a drug on the basis of incomplete 
data. The consequence of this mistake could be life 
threatening . Another possibi lity is that some of the 
rules in the knowledge base might not be accurate for 
all patients. Would you implement such a system? Why 
or why not? 

11. Read Chae e t al. (2005). Summarize all the ethical 
issues described there and then find examples in each 
area. 

12. Divide the class into two sections: those who believe that 
Bl will replace business analysts, and those who oppose 
the idea. Conduct a debate . 

13. Identify e thical issues re lated to managerial decision 
making. Search the Interne t, join chat rooms, and read 
articles from the Internet . Prepa re a report on your 
findings. 

14. Investigate the American Bar Association's Technology 
Resource Center (abanet.org/tech/ltrc/techethics 
.html) and nolo.com. What a re the major legal and 
societal concerns and advances addressed there? How 
are they being dealt with? 

15. Explore seve ral sites related to health care (e.g., 
WebMD.com, who.int). Find issues related to MSS 
and privacy. Write a report on how these sites improve 
hea lth ca re. 

16. Go to computerwodd.com and find five legal issues 
related to BI and MSS. 
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End of Chapter Application Case 

Coca-Cola's Rf ID-Based Dispenser Serves a New Type of Business Intelligence 

Coca-Cola, the soft-drink giant based in Atlanta, Georgia, 
wanted to develop a way to increase sales and find a 
cheaper way to test new products. During the summer of 
2009, the company installed new self-serve soft-drink 
dispensers with RFID technology in selected fast-food restau­
rants in California, Georgia, and Utah, and plans to eventually 
distribute the dispensers nationwide. The new dispensers , 
ca lled Freestyle, hold up to 30 flavor cartridges, which enable 
customers to create 100 different drinks, including sodas, 
juices, teas, and flavored waters. Each beverage requires only 
a few drops of flavoring. Customers use the dispensers by 
choosing a brand and flavoring options on the dispenser's 
LCD panel, which runs on the Windows CE operating system. 

The RFID technology will allow Coca-Cola to test new 
drink flavors and concepts, observe what flavors and combi­
nations customers are choosing, identify regional prefer­
ences, and keep track of the amounts they are drinking. By 
being able to use the flavors in multiple combinations 
through the dispensers, the company can see what new com­
binations are most popular and then produce them for other 
markets. This process saves Coca-Cola money. Previously, it 
would bottle new products and send them out to various 
markets. Sometimes, the products were canceled after only a 
year or two because they did not gain in popularity. 

The RFID technology will also help individual restau­
rants keep track of when it is time to order new cartridges, 
thus increasing inventory accuracy, and determine what 
flavors are most popular so that they know which ones to 
stock. Individual restaurants are able to view reports 
concerning beverage consumption created from the data col­
lected from the RFID system and reorder products by using 
an e-business portal developed by Coca-Cola. The tech­
nology even allows them to see what beverages are most 
popular at different times of the day. 

The RFID technology in this case works by a RFID 
chip being placed on each flavor cartridge and an RFID 
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GLOSSARY 

active data warehousing See real-time data warehousing. 

ad hoc query A que1y that cannot be determined prior to 
the moment the que1y is issued. 

adaptive resonance theory An unsupervised learning 
method created by Stephen Grossberg. ART is a neural net­
work architecture that is aimed at being brainlike in unsu­
pervised mode. 

algorithm A step-by-step search in which improvement is 
made at eve1y step until the best solution is found . 

analytical models Mathematical models into which data 
are loaded for analysis. 

analytical techniques Methods that use mathematical for­
mulas to derive an optimal solution directly or to predict a 
certain result, mainly in solving structured problems. 

analytics The science of analysis. 

application service provider (ASP) A software vendor 
that offers leased software applications to organizations. 

Apriori algorithm The most commonly used algorithm to 
discover association rules by recursively identifying frequent 
itemsets. 

area under the ROC curve A graphical assessment tech­
nique for bina1y classification models where the true positive 
rate is plotted on the Y-axis and false positive rate is plotted 
on the X-axis. 

artificial intelligence The subfield of computer science 
concerned with symbolic reasoning and problem solving. 

artificial neural network (ANN) Computer technology 
that attempts to build computers that operate like a human 
brain. The machines possess simultaneous memory storage 
and work with ambiguous information. Sometimes called , 
simply, a neural network. See neural computing. 

association A category of data mining algorithm that 
establishes relationships about items that occur together in a 
given record. 

authoritative pages Web pages that are identified as 
particularly popular based on links by other Web pages and 
directories. 

automated decision support A rule-based system that 
provides a solution to a repetitive managerial problem. Also 
known as ente1prise decision management (EDM). 

automated decision system (ADS) A business-rule­
basecl system that uses intelligence to recommend solutions 
to repetitive decisions (such as pricing). 

axon An outgoing connection (i.e., terminal) from a bio­
logical neuron. 

backpropagation The best-known learning algorithm in 
neural computing where the learning is clone by comparing 
computed outputs to desired outputs of training cases. 

balanced scot·ecard (BSC) A performance measurement 
and management methodology that helps translate an orga­
nization's financial , customer, internal process, and learning 
and growth objectives and targets into a set of actionable 
initiatives. 

best practices The best methods for solving problems in 
an organization. These are often stored in the knowledge 
reposito1y of a knowledge management system. 

BI governance The process of prioritizing BI projects. 

bootstrapping A sampling technique where a fixed num­
ber of instances from the original data are sampled (with 
replacement) for training and the rest of the dataset is used 
for testing. 

brainstorming The process by which people generate 
ideas, usually suppo1tecl by software (e.g., developing alterna­
tive solutions to a problem). Also known as idea generation. 

business analyst An individual whose job is to analyze 
business processes and the support they receive (or need) 
from information technology. 

business analytics The application of models directly to 
business data . Business analytics involve using DSS tools, 
especially models, in assisting decision makers. It is essen­
tially OLAP /DSS. See business intelligence (BI) . 

business intelligence (Bl) A conceptual framework for 
decision support. It combines architecture, databases (or 
data warehouses), analytical tools, and applications. 

business performance management (BPM) An advanced 
performance measurement and analysis approach that 
embraces planning and strategy. See corporate performance 
management (CPM). 

categorical data Data that represent the labels of multiple 
classes used to divide a variable into specific groups. 

chromosome A candidate solution for a genetic algorithm. 

classification Supervised induction used to analyze the 
historical data stored in a database and to automatically gen­
erate a model that can predict future behavior. 

clickstream analysis The analysis of data that occur in 
the Web environment. 

clickstream data Data that provide a trail of the user's 
activities and show the user's browsing patterns (e.g., which 
sites are visited, which pages, how long). 

cloud computing Information technology infrastructure 
(hardware, software, applications, and platform) that is 
available as a service, usually as virtualizecl resources. 

clustering Partitioning a database into segments in which 
the members of a segment share similar qualities. 

collaborative decision making (CDM) A new style of 
decision support that integrates BI and social software . 
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complexity A measure of how difficult a problem is in 
terms of its formulation for optimization, its required opti­
mization effort, or its stochastic nature. 

confidence In association rules, the conditional probability 
of finding the RHS of the rule present in a list of transactions 
where the LHS of the rule exists. 

connection weight The weight associated with each link 
in a neural network model. Neural networks learning algo­
rithms assess connection weights. 

corporate performance management (CPM) An 
advanced performance measurement and analysis approach 
that embraces planning and strategy. See business perform­
ance management. 

corporate portal A gateway for entering a corporate Web 
site. A corporate portal enables communication, collabora­
tion, and access to company information. 

corpus In linguistics, a large and structured set of texts 
(usually stored and processed electronically) prepared for 
the purpose of conducting knowledge discove1y. 

CRISP-DM A cross-indust1y standardized process of con­
ducting data mining projects, which is a sequence of six 
steps that starts with a good understanding of the business 
and the need for the data mining project (i.e ., the applica­
tion domain) and ends with the deployment of the solution 
that satisfied the specific business need . 

critical success factors (CSFs) Key factors that delineate 
the things that an organization must excel at to be successful 
in its market space. 

cube A subset of highly intenelated data that is organized to 
allow users to combine any attributes in a cube (e.g., stores, 
products, customers, suppliers) with any metrics in the cube 
(e.g., sales, profit, units, age) to create various two-dimensional 
views, or slices, that can be displayed on a computer screen. 

customet· experience management (CEM) Applications 
designed to report on the overall user experience by 
detecting Web application issues and problems, by tracking 
and resolving business process and usability obstacles, by 
reporting on-site performance and availability, by enabling 
real-time alerting and monitoring, and by supporting deep 
diagnosis of observed visitor behavior. 

dashboard A visual presentation of critical data for execu­
tives to view. It allows executives to see hot spots in sec­
onds and explore the situation. 

data Raw facts that are meaningless by themselves (e.g. , 
names, numbers). 

data cube A two-dimensional, three-dimensional, or higher­
dimensional object in which each dimension of the data 
represents a measure of interest. 

data integration Integration that comprises three major 
processes: data access, data federation, and change capture. 
\Xlhen these tlu·ee processes are correctly implemented, data 
can be accessed and made accessible to an array of ETL, 
analysis tools, and data warehousing environments. 

data integrity A part of data quality where the accuracy of 
the data (as a whole) is maintained during any operation 
(such as transfer, storage, or retrieval). 

data mart A departmental data warehouse that stores only 
relevant data . 

data mining A process that uses statistical, mathematical, 
artificial intelligence, and machine-learning techniques to 
extract and identify useful information and subsequent 
knowledge from large databases. 

data quality The holistic quality of data, including their 
accuracy, precision, completeness, and relevance. 

data visualization A graphical, animation, or video pres­
entation of data and the results of data analysis. 

data warehouse (DW) A physical reposito1y where rela­
tional data are specially organized to provide enterprise­
wide, cleansed data in a standardized format. 

data warehouse administrator (DWA) A person 
responsible for the administration and management of a 
data warehouse . 

database A collection of files that is viewed as a single 
storage concept. The data are then available to a wide range 
of users . 

database management system (DBMS) Software for 
establishing, updating, and querying (e.g., managing) a data­
base . 

deception detection A way of identifying deception (in­
tentionally propagating beliefs that are not true) in voice , 
text, and/ or body language of humans. 

decision making The action of selecting among alternatives. 

decision support systems (DSS) A conceptual frame­
work for a process of supporting managerial decision 
making, usually by modeling problems and employing 
quantitative models for solution analysis . 

decision tree A graphical presentation of a sequence of 
interrelated decisions to be made under assumed risk. This 
technique classifies specific entities into particular classes 
based upon the features of the entities; a root followed by 
internal nodes, each node (including root) is labeled with 
a question, and arcs associated with each node cover all 
possible responses. 

dendrite The part of a biological neuron that provides 
inputs to the cell. 

dependent data mart A subset that is created directly 
from a data warehouse. 

diagnostic control system A cybernetic system, meaning 
that it has inputs, a process for transforming the inputs into 
outputs, a standard or benchmark against which to compare 
the outputs, and a feedback channel to allow information on 
variances between the outputs and the standard to be com-
11rnnicated and acted upon. 

dimension table A table that addresses how data will be 
analyzed . 

dimensional modeling A retrieval-based system that 
supports high-volume query access . 

discovery-driven data mining A form of data mining 
that finds patterns, associations, and relationships among 
data in order to uncover facts that were previously unknown 
or not even contemplated by an organization. 

distance measure A method used to calculate the close­
ness between pairs of items in most cluster analysis meth­
ods. Popular distance measures include Euclidian distance 
(the ordina1y distance between two points that one would 
measure with a ruler) and Manhattan distance (also called 
the rectilinear distance , or taxicab distance, between two 
points) . 

DMAIC A closed-loop business improvement model that 
includes the following steps: defining, measuring, analyzing, 
improving, and controlling a process. 

drill down The investigation of information in detail (e.g., 
finding not only total sales but also sales by region, by prod­
uct, or by salesperson) . Finding the detailed sources. 

enterprise application integration (EAi) A technology 
that provides a vehicle for pushing data from source systems 
into a data warehouse . 

enterprise data warehouse (EDW) An organizational­
level data warehouse developed for analytical purposes. 

enterprise decision management See automated deci­
sion support (ADS). 

enterprise information integration (Ell) An evolving 
tool space that promises real-time data integration from 
a variety of sources, such as relational databases, \Xfeb 
services, and multidimensional databases. 

entropy A metric that measures the extent of uncertainty 
or randomness in a data set. If all the data in a subset belong 
to just one class, then there is no uncertainty or randomness 
in that data set, and therefore the entropy is zero. 

expert A human being who has developed a high level of 
proficiency in making judgments in a specific, usually nar­
row, domain. 

extraction The process of capturing data from several 
sources, synthesizing them, summarizing them, determining 
which of them are relevant, and organizing them, resulting 
in their effective integration. 

extraction, transformation, and load (ETL) A data 
warehousing process that consists of extraction (i.e., reading 
data from a database), transformation (i.e., converting the 
extracted data from its previous form into the form in which 
it needs to be so that it can be placed into a data warehouse 
or simply another database), and load (i.e., putting the data 
into the data warehouse) . 

forecasting Predicting the future. 

functional integration The provision of different support 
functions as a single system through a single, consistent 
interface. 
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fuzzy logic A logically consistent way of reasoning that 
can cope with uncertain or partial information. Fuzzy logic is 
characteristic of human thinking and expert systems. 

genetic algorithm A software program that learns in an 
evolutiona1y manner, similar to the way biological systems 
evolve. 

geographical information system (GIS) An information 
system capable of integrating, editing, analyzing, sharing, 
and displaying geographically referenced information. 

Gini index A metric that is used in economics to meas­
ure the diversity of the population. The same concept can 
be used to determine the purity of a specific class as a 
result of a decision to branch along a particular attribute/ 
variable. 

global positioning systems (GPS) Wireless devices that 
use satellites to enable users to detect the position on earth 
of items (e.g. , cars or people) the devices are attached to, 
with reasonable precision. 

grain A definition of the highest level of detail that is 
supported in a data warehouse. 

graphical user interface (GUI) An interactive, user-friendly 
interface in which, by using icons and sinlilar objects, the user 
can control communication with a computer. 

heuristics Informal, judgmental knowledge of an applica­
tion area that constitutes the rules of good judgment in the 
field. Heuristics also encompasses the knowledge of how to 
solve problems efficiently and effectively, how to plan steps 
in solving a complex problem, how to improve perform­
ance, and so forth. 

hidden layer The middle layer of an artificial neural net­
work that has three or more layers . 

hub One or more Web pages that provide a collection of 
links to authoritative pages. 

hypedink-induced topic search (IIlTS) The most popu­
lar, publicly known and referenced algorithm in Web mining, 
which is used to discover hubs and authorities. 

hypothesis-driven data mining A form of data mining 
that begins with a proposition by the user, who then seeks 
to validate the truthfulness of the proposition. 

independent data mart A small data warehouse 
designed for a strategic business unit or a department. 

information ovedoad An excessive amount of informa­
tion being provided, making processing and absorbing tasks 
ve1y difficult for the individual. 

information Data organized in a meaningful way. 

information gain The splitting mechanism used in ID3 
(a popular decision-tree algorithm). 

intelligence A degree of reasoning and learned behavior, 
usually task or problem solving oriented. 

intelligent agent An expert or knowledge-based system 
embedded in computer-based information systems (or their 
components) to make them smarter. 
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interactivity A characteristic of software agents that allows 
them to interact (communicate and/ o r collaborate) with each 
other without having to rely on human intervention. 

interval data Variables that can be measured on interval 
sca les. 

inve1·se docmnent frequency A common and very useful 
transformation of indices in a term-by-document matrix that 
re flects both the specificity of words (document frequencies) 
as well as the overall frequencies of their occu rrences (term 
frequencies). 

key performance indicator (KPI) Measure of perform­
ance against a strategic objective and goal. 

k-fold cross-validation A popular accuracy assessment 
technique for pred iction models where the complete 
dataset is rando mly split into k mutually exclusive subsets 
of approx imately equal size. The classification model is 
trained and tested le times . Each time it is trained on all but 
one fold and then tested on the remaining single fold. The 
cross-validation estimate of the overa ll accuracy of a model 
is ca lcu lated by s imply averaging the k individual accuracy 
measures. 

knowledge Understanding, awa re ness, or fam iliarity 
acquired through education or experience; anything that has 
been lea rned, perceived , discovered, inferred, o r under­
stood; the ability to use information. In a knowledge man­
agement system, knowledge is information in action. 

knowledge base A collection of fac ts, rules, and proce­
dures orga ni zed into schemas. A knowledge base is the 
assembly of all the information and knowledge about a spe­
cific field of interest. 

knowledge discove1-y in databases (KDD) A machine­
learning process that performs rule induction or a related 
procedure to establish knowledge from large databases. 

knowledge management The active management of the 
expertise in an organization . It involves collecting, categoriz­
ing, and disseminating lmowledge. 

Kohonen's self-organizing feature map A type of neu­
ral network model for machine lea rning. 

Lean Manufacturing Production methodology focused 
on the elimination of waste or non-value-added features in a 
process . 

lea1·ning A process of self-improvement where the new 
knowledge is obtained through a process by using what is 
already known. 

learning algorithm The training procedure used by an 
artificial neural network. 

link analysis The linkage among many objects of interest 
is discovered automatically, such as the link between Web 
pages and referential relationships among groups of aca­
demic publication authors. 

machine learning The process by which a computer 
learns from experience (e.g., using programs that can learn 
from historica l cases) . 

management science The application of a scientific 
approach and mathematical models to the analysis and solu­
tion of managerial decision situat ions (e.g ., problems, oppor­
tunities). Also known as operations researcb (OR). 

metadata Data about data. In a data warehouse, metadata 
describe the contents of a data warehouse and the manner 
of its use. 

Microsoft Enterprise Consortium Worldwide source for 
access to Microsoft's SQL Server 2008 software suite for aca­
demic purposes-teaching and research. 

middleware Software that links application modules from 
different computer languages and platforms. 

mobile social networking Members converse and connect 
with one another using cell phones or other mobile devices. 

multidimens ional analysis A modeling method that 
involves data analysis in several dimensions. 

multidimensional database A database in which the 
data are orga ni zed specifica lly to suppo rt easy and quick 
multidimensional analysis. 

multidimensional OLAP (MOLAP) OLAP implemented 
via a specia lized multidimensional database (or data store) 
that summarizes transactions into multidimensional views 
ahead of time. 

multidimensionality The ability to organize, present, and 
analyze data by several dimensions, such as sales by region, 
by product, by sa lesperson, and by time (four dimensions) . 

multi-layered perceptron (MLP) Laye.reel structure of 
artificial neura l network where several hidden layers can be 
placed between the input and output layers. 

natural language processing (NLP) Using a natural lan­
guage processor to interface with a computer-based system. 

neural computing An experimental computer design 
aimed at building intelligent computers that operate in a 
manner modeled on the functioning of the human brain. See 
artificial neu ral network (ANN). 

neurnl network See artificial neural network (ANN). 

neuron A cell (i.e ., processing element) of a biological or 
artificial neural network. 

nominal data A type of data that contains measurements 
of simple codes assigned to objects as labels, wh ich are not 
measurements. For example , the va riabl e marital status 
can be generally categorized as (1) single, (2) married , and 
(3) divorced. 

numeric data A type of data that represents the numeric 
values of specific variables. Examples of numerica lly valued 
variables include age, number of children, total household 
income (in U.S. dollars), travel distance (in miles), and tem­
perature (in Fahrenheit degrees). 

Online Analytical Processing (OLAP) An information 
system that enables the user, while at a PC, to query the sys­
tem, conduct an analysis, and so on. The result is generated 
in seconds. 

... 

Online Transaction Processing (OLTP) Transaction 
system that is primarily responsible for capturing and storing 
data related to clay-to-clay business functions. 

oper mart An operatio nal data mart. An aper mart is a 
small-scale data mart typically used by a single department 
or functional area in an organization . 

operational data store (ODS) A type of database often 
used as an interim area for a data warehouse, especially for 
customer information files. 

optimization The process of identifying the best possible 
solution to a problem. 

ordinal data Data that contain codes assigned to objects 
or events as labels that also represent the rank order 
among them. For example, the variable credit score can be 
generally categorized as (1) low, (2) medium, and (3) high. 

parallel processing An advanced computer processing 
technique that allows a computer to perform multiple 
processes at once, in parallel. 

part-of-speech tagging The process of marking up the 
words in a text as correspond ing to a particular part of 
speech (such as nouns, verbs, adjectives , adverbs, e tc.) 
based on a word's definition and context of its use. 

pattern recognition A technique of matching an external 
pattern to a pattern stored in a computer's memo1y (i.e., the 
process of classifying data into predetermined categories). 
Pattern recognition is used in inference engines, image pro­
cessing, neural computing, and speech recognition. 

performance measurement systems Systematic meth­
ods of setting business goals together with periodic feed­
back reports that indicate progress against goals. 

physical integration The seamless integration of several 
systems into one functioning system. 

polysemes Words also called homonyms; they are syntac­
tically identical words (i .e ., spelled exactly the same) with 
different meanings (e.g., bow can mean "to bend forwa rd ," 
"the front of the ship, " "the weapon that shoots arrows," or 
"a kind of tied ribbon") . 

prediction The act of telling about the future. 

predictive analysis Use of tools t11at help determine the 
probable future outcome for an event or the likelihood of a 
situation occurring. These tools also identify relationships 
and patterns. 

predictive analytics A business analytical approach 
toward forecasting (e.g., demand, problems, opportunities) 
that is used instead of simply reporting data as they occur. 

privacy In general, the right to be left alone and the right 
to be free of unreasonable personal intrusions. Information 
privacy is the right to determine when, and to what extent, 
information about oneself can be communicated to others. 

problem solving A process in which one starts from an 
initial state and proceeds to search through a problem space 
to identify a desired goa l. 
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processing element (PE) A neuron in a neural network. 

prototyping In system development, a strategy in which a 
scaled-clown system or portion of a system is constructed in 
a short time, tested, and improved in several iterations. 

RapidMiner A popular, open-source, free-of-charge data 
mining software suite that employs a graphically enhanced 
user interface, a rather large number of algorithms, and a 
variety of data visualization features. 

ratio data Continuous data where both differences and 
ratios are interpretable. The distinguishing feature of a ratio 
scale is the possession of a nonarbitrary zero value. 

real-time data warehousing (RDW) The process of 
load ing and providing data via a data warehouse as they 
become available. 

i·eality mining Data mining of location-based data. 

i·egression A data mining method for real-world predic­
tion problems where the predicted values (i.e. , the o utput 
variable or dependent variable) are numeric (e.g., predicting 
the temperature for tomorrow as 68°F) . 

relational database A database whose records are organ­
ized into tables that can be processed by either relational 
algebra or relational ca lculus. 

Relational OLAP (ROLAP) The implementation o f an 
OLAP database on top of an existing relational database. 

result (outcome) variable A variable t11at expresses the 
result of a decision (e .g., one concerning profit), usually one 
of the goals of a decision-making problem. 

RFID A generic technology that refers to the use of radio 
frequency waves to identify objects. 

risk A probabilistic or stochastic decision situation. 

robot A machine that has the capability of performing 
manual functions without human inte1vention. 

SAS Enterprise Miner A comprehensive, and commercial 
data mining software tool developed by SAS Institute. 

scenario A statement of assumptions and configurations 
concerning the operating environment of a particular system 
at a particular time. 

scorecard A visual display that is used to chart progress 
aga inst strategic and tactica l goals and targets. 

search engine A program that finds and lists Web sites or 
pages (designated by URLs) that match some user-selected 
crite ria. 

SEMMA An alternative process for data mining projects 
proposed by the SAS Institute . The acronym "SEMMA" 
stands for "sample, explore , modify, model, and assess." 

sensitivity analysis A study of the effect of a change in 
one or more input variables on a proposed solution. 

sentiment analysis The technique used to detect favor­
able and unfavorable opinions towa rd specific products and 
services using a large numbers of textual data sources 
(customer feedback in the form of Web postings). 
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sequence discovery The identification of associations 
over time . 

sequence mining A pattern discovery method where 
relationships among the things are examined in terms of 
their order of occurrence to identify associations over time. 

sigmoid function An S-shaped transfer function in the 
range of 0 to 1. 

simple split Data is partitioned into two mutually exclu­
sive subsets called a training set and a test set(or boldout set). 
It is common to designate two-thirds of the data as the train­
ing set and the remaining one-third as the test set. 

singular value decomposition (SVD) Closely related to 
principal components analysis, it reduces the overall dimen­
sionality of the input matrix (number of input documents by 
number of extracted terms) to a lower dimensional space, 
where each consecutive dimension represents the largest 
degree of variability (between words and documents). 

Six Sigma A performance management methodology 
aimed at reducing the number of defects in a business 
process to as close to zero defects per million opportunities 
(DPMO) as possible. 

snowflake schema A logical arrangement of tables in a 
multidimensional database in such a way that the entity rela­
tionship diagram resembles a snowflake in shape. 

social network analysis (SNA) The mapping and meas­
uring of relationships and information flows among people, 
groups, organizations, computers, and other 'information- or 
knowledge-processing entities. The nodes in the network 
are the people and groups, whereas the links show relation­
ships or flows between the nodes. SNAs provide both visual 
and mathematical analyses of relationships. 

software agent A piece of autonomous software that per­
sists to accomplish the task it is designed for (by its owner). 

Software as a Service (SaaS) Software that is rented 
instead of sold. 

speech (voice) 1·ecognition An area of artificial intelli­
gence research that attempts to allow computers to recog­
nize words or phrases of human speech. 

speech synthesis The technology by which computers 
convert text to voice (i.e., speak). 

SPSS PASW Modeler A ve1y popular, commercially avail­
able, comprehensive data, text, and Web mining software 
suite developed by SPSS (formerly Clementine). 

sta1· schema Most commonly used and simplest style of 
dimensional modeling. 

stemming A process of reducing words to their respective 
root forms in order to better represent them in a text-mining 
project. 

stop words Words that are filtered out prior to or after 
processing of natural language data (i.e., text). 

story A case with rich information and episodes. Lessons 
may be derived from this kind of case in a case base. 

strategic goal A quantification of an objective for a desig­
nated period of time. 

stt·ategic objective A broad statement or general course of 
action that prescribes targeted directions for an organization. 

strategic theme A collection of related strategic objec­
tives, used to simplify the construction of a strategic map. 

stt·ategic vision A picture or mental image of what the 
organization should look like in the future . 

strategy map A visual display that delineates the relation­
ships among the key organizational objectives for all four 
balanced scorecard perspectives. 

SQL (Structured Query Language) A data definition and 
management language for relational databases. SQL front­
ends most relational DBMS. 

summation function A mechanism to add all the inputs 
coming into a particular neuron. 

supervised learning A method of training artificial neural 
networks in which sample cases are shown to the network 
as input, and the weights are adjusted to minimize the error 
in the outputs. 

support The measure of how often products and/or 
services appear together in the same transaction; that is, the 
prop01tion of transactions in the dataset that contain all of 
the products and/or services mentioned in a specific rule . 

support vector machines (SVM) A family of generalized 
linear models, which achieve a classification or regression 
decision based on the value of the linear combination of 
input features . 

synapse The connection (where the weights are) between 
processing elements in a neural network. 

system ai·chitecture The logical and physical design of a 
system. 

term-document matrix (TDM) A frequency matrix cre­
ated from digitized and organized documents (the corpus) 
where the columns represent the terms and rows represent 
the individual documents. 

text mining The application of data mining to nonstruc­
tured or less structured text files. It entails the generation of 
meaningful numeric indices from the unstructured text and 
then processing those indices using various data-mining 
algorithms. 

tokenizing Categorizing a block of text (token) according 
to the function it performs. 

transfo1·mation (transfer) function In a neural net­
work, the function that sums and transforms inputs before a 
neuron fires. It shows the relationship between the internal 
activation level and the output of a neuron. 

trend analysis The collecting of information and attempt­
ing to spot a pattern, or trend, in the information. 

unstructured data Data that do not have a predetermined 
format and are stored in the form of textual documents. 

unsupervised learning A method of training artificial 
neural networks in which only input stimuli are shown to 
the network, which is self-organizing. 

user interface The component of a computer system that 
allows bidirectional communication between the system and 
its user. 

utility (on-demand) computing Unlimited computing 
power and storage capacity that, like electricity, water, and 
telephone services, can be obtained on demand, used, and 
reallocated for any application and that are billed on a pay­
per-use basis. 

virtual (Internet) community A group of people with 
similar interests who interact with one another using the 
Internet. 

virtual team A team whose members are in different 
places while in a meeting together. 

virtual worlds Artificial worlds created by computer sys­
tems in which the user has the impression of being 
immersed. 

Voice of Customer (VOC) Applications that focus on 
"who and how" questions by gathering and reporting direct 
feedback from site visitors, by benchmarking against other 
sites and offline channels, and by supporting predictive 
modeling of future visitor behavior. 

Web 2.0 The popular term for advanced Internet tech­
nology and applications, including blogs, wikis, RSS, and 
social bookmarking. One of the most significant differences 
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between Web 2.0 and the traditional World Wide Web is 
greater collaboration among Internet users and other users, 
content providers, and enterprises. 

Web analytics The application of business analytics activ­
ities to Web-based processes, including e-commerce. 

Web content mining The extraction of useful information 
from Web pages. 

Web crawler An application used to read through the 
content of a Web site automatically. 

Web mining The discovery and analysis of interesting 
and useful information from the Web, about the Web, and 
usually through Web-based tools. 

Web service An architecture that enables assembly of dis­
tributed applications from software services and ties them 
together. 

Web structure mining The development of useful infor­
mation from the links included in Web documents. 

Web usage mining The extraction of useful information 
from the data being generated through Web page visits, 
transactions, and so on. 

Weka A popular, free-of-charge, open-source suite of 
machine-learning software written in Java , developed at the 
University of Waikato. 

wiki A piece of server software available in a Web site that 
allows users to freely create and edit Web page content, 
using any Web browser. 
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