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Preface

Today’s business world could not function without data communications and com-
puter networks. Most people cannot make it through an average day without com-
ing in contact with or using some form of computer network. In the past, this field
of study used to occupy the time of only engineers and technicians, but it now
involves business managers, end users, programmers, and just about anyone who
might use a telephone or computer! Because of this, Data Communications and
Computer Networks: A Business User’s Approach, Sixth Edition maintains its business
user’s perspective on this vast and increasingly significant subject.

In a generic sense, this book serves as an owner’s manual for the individual com-
puter user. In a world in which computer networks are involved in nearly every facet
of business and personal life, it is paramount that each of us understands the basic
features, operations, and limitations of different types of computer networks. This
understanding will make us better managers, better employees, and simply better
computer users. As a computer network user, you will probably not be the one who
designs, installs, and maintains the network. Instead, you will have interactions,
either direct or indirect, with the individuals who do. Reading this book should give
you a strong foundation in computer networks, which will enable you to work effec-
tively with network administrators, network installers, and network designers.

Here are some of the many scenarios in which the knowledge contained in this
book would be particularly useful:

You work for a company and must deal directly with a network specialist.
To better understand the specialist and be able to conduct a meaningful
dialog with him or her, you need a basic understanding of the many
aspects of computer networks.

You are a manager within a company and depend on a number of network
specialists to provide you with recommendations for the company’s network.
You do not want to find yourself in a situation in which you must blindly
accept the recommendations of network professionals. To ensure that you
can make intelligent decisions regarding network resources, you need to
know the basic concepts of data communications and computer networks.

You work in a small company, in which each employee wears many hats.
Thus, you may need to perform some level of network assessment, admin-
istration, or support.

You have your own business and need to fully understand the advantages
of using computer networks to support your operations. To optimize those
advantages, you should have a good grasp of the basic characteristics of a
computer network.

You have a computer at home or at work, and you simply wish to learn
more about computer networks.

You have realized that to keep your job skills current and remain a key
player in the information technology arena, you must understand how
different computer networks work and become familiar with their advan-
tages and shortcomings.
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Xviii Preface

Audience

Data Communications and Computer Networks: A Business User’s Approach, Sixth Edition
is intended for a one-semester course in business data communications for
students majoring in business, information systems, management information
systems, and other applied fields of computer science. Even computer science
departments will find the book valuable, particularly if the students read the
Details sections accompanying most chapters. It is a readable resource for computer
network users that draws on examples from business environments.

In a university setting, this book can be used at practically any level above the
first year. Instructors who wish to use this book at the graduate level can draw on
the many advanced projects provided at the end of each chapter to create a more
challenging environment for the advanced student.

Defining Characteristics of This Book

The major goal of this sixth edition is the same as that of the first edition: to go
beyond simply providing readers with a handful of new definitions, and instead
introduce them to the next level of details found within the fields of computer net-
works and data communications. This higher level of detail includes the network
technologies and standards necessary to support computer network systems and
their applications. This book is more than just an introduction to advanced termi-
nology. It involves introducing concepts that will help the reader achieve a more
in-depth understanding of the often complex topic of data communications. It is
hoped that once readers attain this in-depth understanding, the topic of networks
and data communications will be less intimidating to them. To facilitate this
understanding, the book strives to maintain high standards in three major areas:
readability, a balance between the technical and the practical, and currency.

Readability

Great care has been taken to provide the technical material in as readable a fashion
as possible. Each new edition has received a complete rewrite, in which every sen-
tence has been re-examined in an attempt to convey the concepts as clearly as pos-
sible. Given the nature of this book’s subject matter, the use of terminology is
unavoidable. However, every effort has been made to present terms in a clear fash-
ion, with minimal use of acronyms and even less use of computer jargon.

Balance Between the Technical and the Practical

As in the very successful first edition, a major objective in writing Data Communi-
cations and Computer Networks, Sixth Edition was to achieve a good balance between
the more technical aspects of data communications and its everyday practical
aspects. Throughout each chapter, there are sections entitled “Details,” which
delve into the more specialized aspects of the topic at hand. Should readers not
have time to explore this technical information, they can skip these Details sec-
tions without missing out on the basic concepts of the topic.
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Preface Xix

Current Technology

Because of the fast pace of change in virtually all computer-related fields, every
attempt has been made to present the most current trends in data communications
and computer networks. Some of these topics include:

Latest wireless technologies

Modern multiplexing techniques, such as discrete multitone and wave-
length division multiplexing

Switching in local area networks

Advanced encryption standards and digital signatures

Compression techniques

Cable modems and DSL

Current LAN network operating systems (Windows 2008 and Linux)
Introduction to cloud computing

Wi-Max wireless Internet service

It is also important to remember the many older technologies still in prevalent
use today. Discussions of these older technologies can be found, when appropriate,
in each chapter of this book.

Organization

The organization of Data Communications and Computer Networks, Sixth Edition
roughly follows that of the TCP/IP protocol suite, from the physical layer to the
upper layers. In addition, the book has been carefully designed to consist of 13
chapters in order to fit well into a typical 15- or 16-week semester (along with any
required exams). While some chapters may not require an entire week of study,
other chapters may require more than one week. The intent was to design a bal-
anced introduction to the study of computer networks by creating a set of chapters
that is cohesive but at the same time allows for flexibility in the week-to-week cur-
riculum.

Thus, instructors may choose to emphasize or de-emphasize certain topics,
depending on the focus of their curriculums. If all 13 chapters cannot be covered
during one term, it is possible for the instructor to concentrate on certain chapters.
For example, if the curriculum’s focus is information systems, the instructor might
concentrate on Chapters 1, 3, 4, 6-8, 10, 12, and 13. If the focus is on the more
technical aspects of computer networks, the instructor might concentrate on
Chapters 1-11. It is the author’s recommendation, however, that all chapters be
covered in some level of detail.
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XX Preface

Features

To assist readers in better understanding the technical nature of data communica-
tions and computer networks, each chapter contains a number of significant fea-
tures. These features are based on older, well-tested pedagogical techniques as well
as some newer techniques.

Opening Case
Each chapter begins with a short case or vignette that emphasizes the main concept

of the chapter and sets the stage for exploration. These cases are designed to spark
readers’ interest and create a desire to learn more about the chapter’s concepts.

Learning Objectives

Following the opening case is a list of learning objectives that should be accom-
plished by the end of the chapter. Each objective is tied to the main sections of the
chapter. Readers can use the objectives to grasp the scope and intent of the chapter.
The objectives also work in conjunction with the end-of-chapter summary and
review questions, so that readers can assess whether they have adequately mastered
the material.

Details

Many chapters contain one or more Details sections, which dig deeper into a par-
ticular topic. Readers who are interested in more technical details will find these
sections valuable. Since the Details sections are physically separate from the main
text, they can be skipped if the reader does not have time to explore this level of
technical detail. Skipping these sections will not affect the reader’s overall under-
standing of a chapter’s material.

In Action

At the end of each chapter’s main content presentation is an In Action example
that demonstrates an application of the chapter’s key topic in a realistic environ-
ment. Although a number of In Action examples include imaginary people and
organizations, every attempt was made to make the hypothetical scenarios as rep-
resentative as possible of situations and issues found in real-world business and
home environments. Thus, the In Action examples help the reader visualize the
concepts presented in the chapter.

End-of-Chapter Material

The end-of-chapter material is designed to help readers review the content of the
chapter and assess whether they have adequately mastered the concepts. It
includes:

A bulleted summary that readers can use as a review of the key topics of
the chapter and as a study guide.

A list of the key terms used within the chapter.

A list of review questions that readers can use to quickly check whether or
not they understand the chapter’s key concepts.

A set of exercises that draw on the material presented in the chapter.
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Preface xxi

A set of Thinking Outside the Box exercises, which are more in-depth in
nature and require readers to consider various possible alternative solu-
tions by comparing their advantages and disadvantages.

A set of Hands-On Projects that require readers to reach beyond the mater-
ial found within the text and use outside resources to compose a response.
Many of these projects lend themselves nicely to writing assignments.
Thus, they can serve as valuable tools for instructors, especially at a time
when more and more colleges and universities are seeking to implement
“writing across the curriculum” strategies.

Glossary

At the end of the book, you will find a glossary that includes the key terms from
each chapter.

Student Online Companion

The student online companion for this book can be found at
www.cengage.com/mis/white. It contains a number of features, including:

Hands-on labs that allow students to practice one or more of the chapter
concepts on their schools’ local area networks

A complete set of PowerPoint lecture note slides

A set of more in-depth discussions on topics such as X.21, dial-up
modems, ISDN, Dijkstra’s Algorithm, SDLC, and BISYNC

Suggestions for further readings on numerous topics within the book

This Web site also presents visual demonstrations of many of the key data commu-
nications and networking concepts introduced in this text. A visual demonstration
accompanies the following concepts:

Chapter One: Introduction to Computer Networks and Data
Communications—Layer encapsulation example

Chapter Four: Making Connections—RS-232 example of two modems
establishing a connection

Chapter Five: Making Connections Efficient: Multiplexing and
Compression—Example of packets from multiple sources coming together
for synchronous TDM and a second example demonstrating statistical TDM
Chapter Six: Errors, Error Detection, and Error Control—Sliding window
example using ARQ error control

Chapter Seven: Local Area Networks—CSMA/CD example with workstations
sending packets and collisions happening

Chapter Seven: Local Area Networks—Two LANs with a bridge showing
how bridge tables are created and packets routed; a second example shows
one LAN with a switch in place of a hub

Chapter Nine: Introduction to Metropolitan Area Networks and Wide Area
Networks—Datagram network sending individual packets; and virtual
circuit network first creating a connection then sending packets down a
prescribed path

Chapter Ten: The Internet—Domain Name System as it tries to find the
dotted decimal notation for a given URL
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Changes to the Sixth Edition

In order to keep abreast of the changes in computer networks and data communi-
cations, this sixth edition has incorporated many updates and additions in every
chapter, as well as some reorganization of sections within chapters. Here’s a sum-
mary of the major changes that can be found in each of the following chapters:

Chapter One, Introduction to Computer Networks and Data Communi-
cations, introduces an update on the many types of computer network connec-
tions, along with many of the major concepts that will be discussed in the
following chapters, with an emphasis on the TCP/IP protocol suite followed by the
OSI models. The topic of convergence has been introduced in this first chapter and
will be revisited as needed in subsequent chapters.

Chapter Two, Fundamentals of Data and Signals, covers basic concepts that
are critical to the proper understanding of all computer networks and data
communications.

Chapter Three, Conducted and Wireless Media, introduces the different
types of media for transmitting data. Newer sections on satellite bands and Category
7 wire are included, and the section on cellular telephones was updated to include
the latest cell phone technologies.

Chapter Four, Making Connections, discusses how a connection or interface
is created between a computer and a peripheral device, with an emphasis on the
USB interface.

Chapter Five, Making Connections Efficient: Multiplexing and Compression,
introduces the topic of compression. Lossless compression techniques such as run-
length encoding are discussed, as well as lossy compression techniques such as
MP3 and JPEG.

Chapter Six, Errors, Error Detection, and Error Control, explains the actions
that can take place when a data transmission produces an error. The concept of
arithmetic checksum, as it used on the Internet, is included.

Chapter Seven, Local Area Networks: The Basics, is devoted to the basic con-
cepts of local area networks, including the most popular topologies and systems.
The local area network switch has been given more prominence, as it is in the cur-
rent industry.

Chapter Eight, Local Area Networks: Software and Support Systems, dis-
cusses the various network operating systems and other network software, with
updated material on Microsoft, Linux, the MAC OS X Server, and Novell’s version
of NetWare.

Chapter Nine, Introduction to Metropolitan Area Networks and Wide Area
Networks, introduces the basic terminology and concepts of both metropolitan
area networks and wide area networks. An introduction to cloud computing was
introduced.

Chapter Ten, The Internet, delves into the details of the Internet, including
TCP/IP, DNS, and the World Wide Web. The discussion on the topic of Voice over
IP is included, as well as the material on MPLS, service level agreements, and
convergence.

Chapter Eleven, Voice and Data Delivery Networks, provides a detailed
introduction to the area of telecommunications, in particular networks that spe-
cialize in local and long distance delivery of data. The topics of basic telephone sys-
tems and frame relay were reduced to show their diminishing importance in
today’s technology markets, while the topics of MPLS and VPNs were increased.
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Chapter Twelve, Network Security, covers the current trends in network
security.

Chapter Thirteen, Network Design and Management, introduces the sys-
tems development life cycle, feasibility studies, capacity planning, and baseline
studies, and shows how these concepts apply to the analysis and design of com-
puter networks.

Teaching Tools

The following supplemental materials are available when this book is used in a
classroom setting. All of the teaching tools available with this book are provided
to the instructor on a single CD-ROM. Many can also be found at the Cengage
Course Technology Web site (www.cengage.com/mis/white).

Electronic Instructor’s Manual—The Instructor’s Manual that accom-
panies this textbook includes additional instructional material to assist in
class preparation, including Sample Syllabi, Chapter Outlines, Technical
Notes, Lecture Notes, Quick Quizzes, Teaching Tips, Discussion Topics, and
Key Terms.

ExamView®—This textbook is accompanied by ExamView, a powerful
testing software package that allows instructors to create and administer
printed, computer (LAN-based), and Internet exams. ExamView includes
hundreds of questions that correspond to the topics covered in this text,
enabling students to generate detailed study guides that include page refer-
ences for further review. The computer-based and Internet testing compo-
nents allow students to take exams at their computers and also save the
instructor time by grading each exam automatically.

PowerPoint Presentations—This book comes with Microsoft Power-
Point slides for each chapter. These are included as a teaching aid for class-
room presentation, to make available to students on the network for
chapter review, or to be printed for classroom distribution. Instructors can
add their own slides for additional topics they introduce to the class.

Distance Learning—Cengage Course Technology offers online WebCT
and Blackboard (version 5.0 and 6.0) courses for this text to provide the
most complete and dynamic learning experience possible. When you add
online content to one of your courses, you're adding a lot: automated tests,
topic reviews, quick quizzes, and additional case projects with solutions.
For more information on how to bring distance learning to your course,
contact your local Cengage Course Technology sales representative.
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MAKING PREDICTIONS is a difficult task, and predicting the
future of computing is no exception. History is filled with com-
puter-related predictions that were so inaccurate that today they
are amusing. For example, consider the following predictions:

“I think there is a world market for maybe five comput-
ers.” Thomas Watson, chairman of IBM, 1943

“I have traveled the length and breadth of this country,
and talked with the best people, and | can assure you that
data processing is a fad that won't last out the year.”
Editor in charge of business books for Prentice Hall, 1957

“There is no reason anyone would want a computer in
their home.” Ken Olson, president and founder of Digital
Equipment Corporation, 1977

“640K ought to be enough for anybody.” Bill Gates, 1981
“We believe the arrival of the PC’s little brother [PCjr] is as
significant and lasting a development in the history of
computing as IBM’s initial foray into microcomputing has
proven to be.” PC Magazine, December 1983 (The PCjr
lasted less than one year.)

Apparently, no matter how famous you are or how influen-
tial your position, it is very easy to make very bad predic-
tions. Nevertheless, it is hard to imagine that anyone can
make a prediction worse than any of those above. Buoyed
by this false sense of optimism, let us make a few forecasts
of our own:

Someday before you head out the door, you will reach for
your umbrella, and it will tell you what kind of weather to
expect outside. A radio signal will connect the umbrella to

Define the basic terminology of computer networks

Recognize the individual components of the big picture
of computer networks

Outline the basic network connections

Define the term “convergence” and describe how it
applies to computer networks

a local weather service that will download the latest
weather conditions for your convenience.

Someday you will be driving a car, and if you go faster than
some predetermined speed, the car will send a text message
to your parents informing them of your “driving habits.”

Someday we will wear a computer—like a suit of
clothes—and when we shake hands with a person, data
will transfer down our skin, across the shaking hands, and

1. &

into the other person’s “computer.”

Sometime in the not too distant future, you will be able to
create a business card that when waved near a computer-
will automatically have the computer perform a function
such as placing an Internet telephone call or creating a
data entry for the information on the card.

Someday you will have a car battery that, when the power
in the battery gets too weak to start the car, will call you on
your cell phone to inform you that you need a replacement.

One day you will be in a big city and place a call on your cell

phone to request a taxi. The voice on the other end will sim-

ply say, “Stay right where you are. Do you see the taxi com-

ing down the street? When it stops in front of you, hop in.”
Do these predictions sound far-fetched and filled with mys-
terious technologies that only scientists and engineers can
understand? They shouldn’t, because they are not predic-
tions. They are scenarios happening today with technologies
that already exist. What’s more, none of these advances
would be possible today were it not for computer networks
and data communications.

Cite the reasons for using a network architecture and
explain how they apply to current network systems

List the layers of the TCP/IP protocol suite and describe
the duties of each layer

List the layers of the 0SI model and describe the duties
of each layer

Compare the TCP/IP protocol suite and 0SI model and
list their differences and similarities
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2 Chapter 1

The world of computer networks and data communications is a surprisingly vast and
increasingly significant field of study. Once considered primarily the domain of net-
work specialists and technicians, computer networks now involve business managers,
computer programmers, system designers, office managers, home computer users,
and everyday citizens. It is virtually impossible for the average person on the street to
spend 24 hours without directly or indirectly using some form of computer network.

Ask any group, “Has anyone used a computer network today?” and more than
one-half of the people may answer, “Yes.” Then ask the others: “How did you get to
work, school, or the store today if you did not use a computer network?” Most
transportation systems use extensive communication networks to monitor the
flow of vehicles and trains. Expressways and highways have computerized systems
for controlling traffic signals and limiting access during peak traffic times. Some
major cities are placing the appropriate hardware inside city buses so that the pre-
cise location of each bus is known. This information enables the transportation
systems to keep the buses evenly spaced and more punctual.

In addition, more and more people are using satellite-based GPS devices in their
cars that,if you become lost while driving, will tell you precisely where your automo-
bile is and give you directions. Similar systems can unlock your car doors if you leave
your keys in the ignition and can locate your car in a crowded parking lot—beeping
the horn and flashing the headlights if you cannot remember where you parked.

But even if you didn’t use mass transit or the GPS device in your car today,
there are many other ways to use a computer network. Businesses are able to order
parts and inventory on demand and build products to customer-designed specifica-
tions electronically, without the need for paper. Online retail outlets can track
every item you look at or purchase. Using this data, they can make recommenda-
tions of similar products and inform you in the future when a similar new product
becomes available. Twenty-four-hour banking machines can verify the user’s iden-
tity by taking the user’s thumbprint.

In addition, cable television continues to expand, offering extensive program-
ming, pay-per-view options, video recording, digital television and music, and
multi-megabit connectivity to the Internet. The telephone system, the oldest and
most extensive network of communicating devices, continues to become more of a
computer network every day. The most recent “telephone” networks can now
deliver voice, Internet, and television over a single connection. Cellular telephone
systems cover virtually the entire North American continent and include systems
that allow users to upload and download data to and from the Internet, send and
receive images, and download streaming video such as television programs. That
hand-held device you are holding can play music, make phone calls, take pictures,
surf the Web, and let you play games while you wait for the next train.

Welcome to the amazing world of computer networks! Unless you have spent
the last 24 hours in complete isolation, it is nearly impossible to not have used
some form of computer networks and data communications. Because of this grow-
ing integration of computer networks and data communications into business and
life, we cannot leave this area of study to technicians. All of us—particularly infor-
mation systems, business, and computer science students—need to understand the
basic concepts. Armed with this knowledge, we not only will be better at commu-
nicating with network specialists and engineers, but will become better students,
managers, and employees.
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The Language of Computer Networks

Over the years, numerous terms and definitions relating to computer networks and
data communications have emerged. To gain insight into the many subfields of
study, and to become familiar with the emphasis of this textbook, let us examine
the more common terms and their definitions.

A computer network is an interconnection of computers and computing
equipment using either wires or radio waves and can share data and computing
resources. Computer networks that use radio waves are termed wireless and can
involve broadcast radio, microwaves, or satellite transmissions. Networks spanning
an area of several meters around an individual are called personal area networks
(PANSs). Personal area networks include devices such as laptop computers, personal
digital assistants, and wireless connections. Networks a little larger in geographic
size—spanning a room, a floor within a building, a building, or a campus—are local
area networks (LANs). Networks that serve an area up to roughly 50 kilometers—
approximately the area of a typical city—are called metropolitan area networks
(MANSs). Metropolitan area networks are high-speed networks that interconnect busi-
nesses with other businesses and the Internet. Large networks encompassing parts of
states, multiple states, countries, and the world are wide area networks (WANs).
Chapters Seven and Eight concentrate on local area networks, and Chapters Nine,
Ten, and Eleven concentrate on metropolitan area networks and wide area networks.

The study of computer networks usually begins with the introduction of two
important building blocks: data and signals. Data is information that has been trans-
lated into a form more conducive to storage, transmission, and calculation. As
we shall see in Chapter Two, a signal is used to transmit data. We will define data
communications as the transfer of digital or analog data using digital or analog sig-
nals. Once created, these analog and digital signals then are transmitted over con-
ducted media or wireless media (both of which are discussed in Chapter Three). Both
the data and the signal can be analog or digital, allowing for four possible combina-
tions. Transmitting analog data by analog signals and digital data by digital signals
are fairly straightforward processes—the conversion from one form to another is rel-
atively simple. Transmitting digital data using analog signals, however, requires the
digital data to be modulated onto an analog signal, which is what happens with a
modem and the telephone system. Transmitting analog data using digital signals
requires the data to be sampled at specific intervals and then digitized into a digital
signal, which is what happens with a device called a digitizer, or codec.

Transmitting data and signals between a sender and a receiver or between a com-
puter and a modem requires interfacing, a topic covered in Chapter Four. Because
sending only one signal over a medium at one time can be an inefficient way to
interface, many systems perform multiplexing and/or compression. Multiplexing is
the transmission of multiple signals on one medium. For a medium to transmit mul-
tiple signals simultaneously, the signals must be altered so that they do not interfere
with one another. Compression is the technique of squeezing data into a smaller
package, thus reducing the amount of time (as well as storage space) needed to trans-
mit the data. Multiplexing and compression are covered in detail in Chapter Five.

When the signals transmitted between computing devices are corrupted and
errors result, error detection and error control are necessary. These topics are dis-
cussed in detail in Chapter Six.
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4 Chapter 1

Once upon a time, a voice network transmitted telephone signals, and a data
network transmitted computer data. Eventually, however, the differences between
voice networks and data networks began to disappear. Networks designed primarily
for voice now carry data, and networks designed to carry data now transmit voice
in real time. Many experts predict that one day no distinction will be made and
that one network will efficiently and effectively carry all types of traffic. The merg-
ing of voice and data networks is termed convergence, an important topic that
will be presented later in this chapter and further developed in subsequent chap-
ters.

Computer security (covered in Chapter Twelve) is a growing concern of both
professional computer support personnel and home computer users with Internet
connections. Network management is the design, installation, and support of a
network and its hardware and software. Chapter Thirteen discusses many of the
basic concepts necessary to support properly the design and improvement of net-
work hardware and software, as well as the more common management tech-
niques used to support a network.

The Big Picture of Networks

If you could create one picture that tries to give an overview of a typical computer net-
work, what might this picture include? Figure 1-1 shows such a picture, and it includes
examples of local, personal, and wide area networks. Note that this picture shows two
different types of local area networks (LAN 1 and LAN 2). Although a full description of
the different components comprising a local area network is not necessary at this time,
it is important to note that most LANs include the following hardware:

Workstations, which are personal computers/microcomputers (desktops,
laptops, net books, hand helds, etc.) where users reside

Servers, which are the computers that store network software and shared
or private user files

Switches, which are the collection points for the wires that interconnect
the workstations

Routers, which are the connecting devices between local area networks
and wide area networks

Wide area networks also can be of many types. Although many different tech-
nologies are used to support wide area networks, all wide area networks include the
following components:

Nodes, which are the computing devices that allow workstations to con-
nect to the network and that make the decisions about where to route a
piece of data

Some type of high-speed transmission line, which runs from one node to
another

A sub-network, or cloud which consists of the nodes and transmission
lines, collected into a cohesive unit
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Figure 1-1
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To see how the local area networks and wide area networks work together,
consider User A (in the upper-left corner of Figure 1-1), who wishes to retrieve a
Web page from the Web server shown in the lower-right corner. To do this, User A’s
computer must have both the necessary hardware and software required to com-
municate with the first wide area network it encounters, WAN1—namely, User A’s
Internet service provider. Assuming that User A’s computer is connected to this
wide area network through a DSL telephone line, User A needs some type of
modem. Furthermore, if this wide area network is part of the Internet, User A’s
computer requires software that talks the talk of the Internet: TCP/IP (Transmission
Control Protocol/Internet Protocol).

Notice that no direct connection exists between WAN 1, where User A resides,
and LAN 2, where the Web server resides. To ensure that User A’'s Web page request
reaches its intended receiver (the Web server), User A’s software attaches the appro-
priate address information that WAN 1 uses to route User A’s request to the router
that connects WAN 1 to LAN 1. Once the request is on LAN 1, the switch-like
device connecting LAN 1 and LAN 2 uses address information to pass the request
to LAN 2. Additional address information then routes User A’s Web page request to
the Web server, whose software accepts the request.

Under normal traffic and conditions, this procedure may take only a fraction
of a second. When you begin to understand all the steps involved and the great
number of transformations that a simple Web page request must undergo, the fact
that it takes only a fraction of a second to deliver is amazing.
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6 Chapter 1

Communications Networks—Basic Connections

The beginning of this chapter described a few of the application areas of computer
networks and data communications that you encounter in everyday life. From that
sampling, you can see that setting out all the different types of jobs and services
that use some sort of computer network and data communications would generate
an enormous list. Instead, let us examine basic network systems and their connec-
tions to see how extensive the uses of data communications and computer net-
works are. The basic connections that we will examine include:

Microcomputer-to-local area network
Microcomputer-to-Internet

Local area network-to-local area network
Personal area network-to-workstation

Local area network-to-metropolitan area network
Local area network-to-wide area network

Wide area network-to-wide area network
Sensor-to-local area network

Satellite and microwave

Cell phones
Terminal/microcomputer-to-mainframe computer

Microcomputer-to-local area network connections

Perhaps the most common network connection today, the microcomputer-to-local
area network (LAN) connection is found in virtually every business and academic
environment—and even in many homes. The microcomputer—which also is com-
monly known as the personal computer, pc, desktop computer, laptop computer,
notebook, netbook, or workstation—began to emerge in the late 1970s and early
1980s. (For the sake of consistency, we will use the older term “microcomputer” to
signify any type of computer based on a microprocessor, disk drive, and memory.)
The LAN, as we shall see in Chapter Seven, is an excellent tool for sharing software
and peripherals. In some LANs, the data set that accompanies application software
resides on a central computer called a server. Using microcomputers connected to a
LAN, end users can request and download the data set, then execute the applica-
tion on their computers. If users wish to print documents on a high-quality net-
work printer, the LAN contains the network software necessary to route their print
requests to the appropriate printer. If users wish to access their e-mail from the cor-
porate e-mail server, the local area network provides a fast, stable connection
between user workstations and the e-mail server. Figure 1-2 shows a diagram of this
type of microcomputer-to-local area network connection.

One common form of microcomputer-to-local area network connection in the
business world is the client/server system. In a client/server system, a user at a
microcomputer, or client machine, issues a request for some form of data or ser-
vice. This could be a request for a database record from a database server or a
request to retrieve an e-mail message from an e-mail server. This request travels
across the system to a server that contains a large repository of data and/or pro-
grams. The server fills the request and returns the results to the client, displaying
the results on the client’s monitor.
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Figure 1-2
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A type of microcomputer-to-local area network connection that continues to
grow in popularity is the wireless connection. A user sitting at a workstation or lap-
top uses a wireless communication device to send and receive data to and from a
wireless access point. This access point is connected to the local area network and
basically serves as the “bridge” between the wireless user device and the wired net-
work. Although this setup uses radio frequency transmissions, we still consider it a
microcomputer-to-local area network connection.

Microcomputer-to-Internet connections

With the explosive growth of the Internet and the desire of users to connect to the
Internet from home (either for pleasure or work-related reasons), the microcom-
puter-to-Internet connection continues to grow steadily. Currently, fewer than half
of all home users connect to the Internet using a modem and a dial-up telephone
service, which at the time provides data transfer rates of approximately 56,000 bits
per second (56 kbps). (The connections do not actually achieve 56 kbps, but that is
a mystery we will examine in Chapter Eleven.) The growing number of users who
wish to connect at speeds higher than 56 kbps use telecommunications services
such as digital subscriber line (DSL) or access the Internet through a cable modem
service. All of these alternative telecommunications services will be examined in
Chapter Eleven. (In comparing the various data transfer rates of services and
devices, we will use the convention in which lowercase k = 1000. Also as part of the
convention, lowercase b will refer to bits, while uppercase B refers to bytes.)

To communicate with the Internet using a dial-up or DSL modem, a user’s
computer must connect to another computer already communicating with the
Internet. The easiest way to establish this connection is through the services of an
Internet service provider (ISP). In this case, the user’s computer requires software to
communicate with the Internet. The Internet “talks” only TCP/IP, so users must
use software that supports the TCP and IP protocols. Once the user’s computer is
talking TCP/IP, a connection to the Internet can be established. Figure 1-3 shows a
typical microcomputer-to-Internet connection.
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Figure 1-3
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Local area network-to-local area network connections

Because the local area network is a standard in business and academic environ-
ments, it should come as no surprise that many organizations need the services
of multiple local area networks and that it may be necessary for these LANs to
communicate with each other. For example, a company may want the local area
network that supports its research department to share an expensive color laser
printer with its marketing department’s local area network. Fortunately, it is possi-
ble to connect two local area networks so that they can share peripherals as well as
software. The devices that usually connect two or more LANs are the switch and
router.

In some cases, it may be more important to prevent data from flowing between
local area networks than to allow data to flow from one network to another. For
instance, some businesses have political reasons for supporting multiple networks—
each division may want its own network to run as it wishes. Additionally, there may
be security reasons for limiting traffic flow between networks; or allowing data des-
tined for a particular network to traverse other networks simply may generate too
much network traffic. Devices that connect local area networks can help manage
these types of services as well. For example, the switch can filter out traffic not
intended for the neighboring network, thus minimizing the overall amount of traf-
fic flow. Figure 1-4 provides an example of two LANs connected by a switch.
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Figure 1-4

Two local area net-
works connected by a
switch

Hub

Personal area network-to-workstation connections

The personal area network was created in the late 1990s and is one of the newer
forms of computer networks. Using wireless transmissions with devices such as per-
sonal digital assistants (PDAs), laptop computers, and portable music players, an
individual can transfer voice, data, and music from handheld devices to other
devices such as microcomputer workstations (see Figure 1-5). Likewise, a user can
download data from a workstation to one of these portable devices. For example, a
user may use a PDA to record notes during a meeting. Once the meeting is over, the
user can transmit the notes over a wireless connection from the PDA to his or her
workstation. The workstation then runs a word processor to clean up the notes,
and the formatted notes are uploaded to a local area network for corporate dissem-
ination. Another example is the hands-free Bluetooth-enabled connection that
people hang on their ear so they can converse with their cell phone without plac-
ing the cell phone up to their ear.

Figure 1-5
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Local area network-to-metropolitan area network connections

Toward the end of the twentieth century, a new form of network appeared that
interconnected businesses within a metropolitan area. Typically, this interconnec-
tion uses only fiber-optic links at extremely high speeds. These new networks are
labeled metropolitan area networks. A metropolitan area network (MAN) is a high-
speed network that interconnects multiple sites within a close geographic region,
such as a large urban area. For example, businesses that require a high-speed con-
nection to their Internet service providers may use a metropolitan area network for
interconnection (see Figure 1-6). As we shall see in more detail in Chapter Nine,
metropolitan area networks are a cross between local area networks and wide area
networks. They can transfer data at fast, LAN speeds but over larger geographic
regions than typically associated with a local area network.

Figure 1-6
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Local area network-to-wide area network connections

You have already seen that the local area network is commonly found in business
and academic environments. If a user working at a microcomputer connected to a
local area network wishes to access the Internet (a wide area network), the user’s
local area network has to have a connection to the Internet. A device called a
router is employed to connect these two networks. A router converts the local area
network data into wide area network data. It also performs security functions and
must be properly programmed to accept or reject certain types of incoming and
outgoing data packets. Figure 1-7 shows a local area network connected to a wide
area network via a router.
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Figure 1-7
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Wide area network-to-wide area network connections

The Internet is not a single network but a collection of thousands of networks. In
order to travel any distance across the Internet, a data packet undoubtedly will
pass through multiple wide area networks. Connecting a wide area network to a
wide area network requires special devices that can route data traffic quickly and
efficiently. These devices are high-speed routers. After the data packet enters the
high-speed router, an address in the network layer (the IP address) is extracted, a
routing decision is made, and the data packet is forwarded onto the next wide
area network segment. As the data packet travels across the Internet, router after
router makes a routing decision, moving the data toward its final destination. We
will examine the Internet in more detail in Chapter Ten, then follow up with a
discussion of several other types of wide area network technologies in Chapter
Eleven.

Sensor-to-local area network connections

Another common connection found in everyday life is the sensor-to-local area net-
work connection. In this type of connection, the action of a person or object
triggers a sensor—for example, a left-turn light at a traffic intersection—that is con-
nected to a network. In many left-turn lanes, a separate left-turn signal will appear
if and only if one or more vehicles are in the left-turn lane. A sensor embedded in
the roadway detects the movement of an automobile in the lane above and triggers
the left-turn mechanism in the traffic signal control box at the side of the road. If
this traffic signal control box is connected to a larger traffic control system, the
sensor is connected to a local area network.

Another example of sensor-to-local area network connection is found within
manufacturing environments. Assembly lines, robotic control devices, oven
temperature controls, and chemical analysis equipment often use sensors con-
nected to data-gathering computers that control movements and operations,
sound alarms, and compute experimental or quality control results. Figure 1-8
shows a diagram of a typical sensor-to-local area network connection in a manu-
facturing environment.
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Figure 1-8
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Satellite and microwave connections

Satellite and microwave connections are continuously evolving technologies used
in a variety of applications. If the distance between two networks is great and run-
ning a wire between them would be difficult (if not impossible), satellite and
microwave transmission systems can be an extremely effective way to connect the
two networks or computer systems. Examples of these applications include digital
satellite TV; meteorology; intelligence operations; mobile maritime telephony; GPS
(Global Positioning System) navigation systems; wireless e-mail, paging, and
worldwide mobile telephone systems; and videoconferencing. Figure 1-9 shows a
diagram of a typical satellite system.

Figure 1-9
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Cell phone connections

One of the most explosive areas of growth in recent years has been cell phone, or
wireless telephone networks. The cell phone has almost replaced the pager, and
newer wireless technologies that conduct telephone conversations with less back-
ground noise and can transmit varying amounts of data are joining the older ser-
vices. Figure 1-10 shows an example of a handheld personal digital assistant (PDA)
that, along with making telephone calls, can transmit and receive data. The PDA
has a modem installed, which transmits the PDA’s data across the wireless tele-
phone network to the wireless telephone switching center. The switching center
then transfers the PDA’s data over the public telephone network or through a con-
nection onto the Internet. Many newer handheld devices have combined data
accessing capabilities with a cell phone and can transfer data over wireless tele-
phone connections.

Figure 1-10
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Terminal/microcomputer-to-mainframe computer connections

Today, many businesses still employ a terminal-to-mainframe connection,
although the number of these systems in use is not what it used to be. During the
1960s and 1970s, the terminal-to-mainframe connection was in virtually every
office, manufacturing, and academic environment. These types of systems are still
being used for inquiry/response applications, interactive applications, and data-
entry applications, such as you might find when applying for a new driver’s license
at the Department of Motor Vehicles (Figure 1-11).
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Figure 1-11
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Terminal-to-mainframe connections of the 60s and 70s used “dumb” terminals
because the end user was doing relatively simple data-entry and retrieval opera-
tions and a workstation with a lot of computing power and storage was not neces-
sary. A computer terminal was a device that was essentially a keyboard and screen
with no long-term storage capabilities and little, if any, processing power. Com-
puter terminals were used for entering data into a system, such as a mainframe
computer, and then displaying results from the mainframe. Because the terminal
did not possess a lot of computing power, the mainframe computer controled the
sending and receiving of data to and from each terminal. This required special
types of protocols (sets of rules used by communication devices), and the data was
usually transmitted at relatively slow speeds, such as 9600 or 19,200 bits per sec-
ond (bps).

During this period, many of the same end users who had terminals on their
desks also now found a microcomputer there (and thus had very little room for
anything else). In time, terminal-emulation cards were developed, which allowed a
microcomputer to imitate the abilities of a computer terminal. As terminal emula-
tion cards were added to microcomputers, terminals were removed from end users’
desks, and microcomputers began to serve both functions. Now, if users wished,
they could download information from the mainframe computer to their micro-
computers, perform operations on the data, and then upload the information to
the mainframe. Today, one rarely sees dumb computer terminals. Instead, most
users use microcomputers and access the mainframe using either a terminal
emulation card, a web browser and web interface, Telnet software (more on this in
Chapter 10), or a thin client. A thin client workstation is similar to a microcom-
puter but has no hard drive storage.
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Convergence

A dictionary might define “convergence” as the process of coming together toward
a single point. With respect to computer networks and communications systems,
this definition is fairly relevant. Over the years, the communications industry has
seen and continues to see different network applications and the technologies that
support them converge into a single technology capable of supporting various
applications. In particular, we can define three different types of convergence:
technological convergence, protocol convergence, and industrial convergence. For
example, one of the earliest and most common examples of technological conver-
gence was the use of computers and modems to transmit data over the telephone
system. This was an example of voice transmission systems converging with data
transmission systems and yielding one system capable of supporting both data and
voice. By the 1990s, telephone systems carried more computer data than voice. At
about the same time, local area networks began to transfer telephone calls. Because
local area networks originally were designed for data applications, this was another
example of voice and data systems converging. Now we are seeing substantial
growth in the Voice over Internet Protocol (VoIP) field. VoIP involves converting
voice signals to packets and then sending those packets over packet-driven net-
works such as local area networks and the Internet.

Today we see many more examples of technological convergence, particularly
in the wireless markets. For example, it is now quite common to snap a photo
using a cell phone and then transfer the image over the cell phone network to
another cell phone. Shortly after the introduction of photo-enabled cell phones,
cell phones also became capable of sending and receiving instant messages. Then
in 2005, cell phone providers started offering services that allow a user to transmit
high-speed data over a cell phone connection. These all are examples of the con-
vergence of two different applications (for example, digital photography and cell
phones in the case of photo-enabled cell phones) into a single technology. As we
will see in a later chapter, many of the telephone companies that provide local and
long distance telephone service have converged into fewer companies. These are
examples of industrial convergence. Also in a later chapter, we will see how older
network protocols have given way or merged with other protocols, thus demon-
strating protocol convergence.

Throughout the rest of this book, we will examine other examples of conver-
gence within the communications industry. In addition to introducing the tech-
nologies involved, we will also examine the effects a given convergence of
technologies may have on individual users and businesses.

Network Architectures

Now that you know the different types of networks and connections, you need a
framework to understand how all the various components of a network interoper-
ate. When someone uses a computer network to perform an application, many
pieces come together to assist in the operation. A network architecture, or com-
munications model, places the appropriate network pieces in layers. The layers
define a model for the functions or services that need to be performed. Each layer in
the model defines what services either the hardware or software (or both) provide.
The two most common architectures known today are the TCP/IP protocol suite
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and the Open Systems Interconnection (OSI) model. The TCP/IP protocol suite is a
working model (currently used on the Internet), while the OSI model (originally
designed to be a working model), has been relegated as a theoretical model. We will
discuss these two architectures in more detail in the following pages. But first you
should know a bit more about the components of a network and how a network
architecture helps organize those components.

Consider that a typical computer network within a business contains the
following components that must interact in various ways:

Wires

Printed circuit boards

Wiring connectors and jacks

Computers

Centrally located wiring concentrators

Disk and tape drives

Computer applications such as word processors, e-mail programs, and
accounting, marketing, and electronic commerce software

Computer programs that support the transfer of data, check for errors
when the data is transferred, allow access to the network, and protect user
transactions from unauthorized viewing

This large number of network components and their possible interactions
inspires two questions. First, how do all of these pieces work together harmo-
niously? You do not want two pieces performing the same function, or no pieces
performing a necessary function. Like the elements of a well-oiled machine, all
components of a computer network must work together to produce a product.

Second, does the choice of one piece depend on the choice of another piece?
To make the pieces as modular as possible, you do not want the selection of one
piece to constrain the choice of another piece. For example, if you create a network
and originally plan to use one type of wiring but later change your mind and use a
different type of wiring, will that change affect your choice of word processor?
Such an interaction would seem highly unlikely. Alternately, can the choice of
wiring affect the choice of the software program that checks for errors in the data
sent over the wires? The answer to this question is not as obvious.

To keep the pieces of a computer network working together harmoniously and
to allow modularity between the pieces, national and international organizations
developed network architectures, which are cohesive layers of protocols defining a
set of communication services. Consider the following non-computer example.
Most organizations that produce some type of product or perform a service have a
division of labor. Secretaries do the paperwork; accountants keep the books; laborers
perform the manual duties; scientists design products; engineers test the products;
and managers control operations. Rarely is one person capable of performing all
these duties. Large software applications operate the same way. Different procedures
perform different tasks, and the whole would not function without the proper oper-
ation of each of its parts. Computer network applications are no exception. As the
size of the applications grows, the need for a division of labor becomes increasingly
important. Computer network applications also have a similar delineation of job
functions. This delineation is the network architecture. Let’s examine two network
architectures or models: the TCP/IP protocol suite, followed by the OSI model.
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The TCP/IP protocol suite

The TCP/IP protocol suite was created by a group of computer scientists in order to
support a new type of network (the ARPANET) being installed across the United
States in the 1960s and 70s. The goal was to create an open architecture that would
allow virtually all networks to inter-communicate. The design was based on a num-
ber of layers, in which the user would connect at the upper-most layer and would be
isolated from the details of the electrical signals found at the lower layer.

The number of layers in the suite is not a static entity. In fact, some books present
the TCP/IP protocol suite as four layers, while others present five. Even then,
different sources use different names for each of the layers. For this book, we will
define five layers, as shown in Figure 1-12: application, transport, network, net-
work access, and physical. Note that the layers do not specify precise protocols or
exact services. In other words, the TCP/IP protocol suite does not tell us, for exam-
ple, what kind of wire or what kind of connector to use to connect the pieces of a
network. That choice is left to the designer or implementer of the system. Instead,
the suite simply says that if you specify a type of wire or a specific connector, you
do that in a particular layer. In addition, each layer of the TCP/IP protocol suite
provides a service for the next layer. For example, the transport layer makes sure
the data received at the very end of a transmission is exactly the same as the data
originally transmitted, but it relies upon the network layer to find the best path for
the data to take from one point to the next within the network. With each layer
performing its designated function, the layers work together to allow an applica-
tion to send its data over a network of computers. Let us look at a simple e-mail
application example (Figure 1-12) to understand how the layers of the TCP/IP
protocol suite work together.

Figure 1-12
The five layers of t‘he Application
TCP/IP prOtOCO/ suite _
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A common network application is e-mail. An e-mail program that accepts and
sends the message “Andy, how about lunch? Sharon” has many steps. Using the
TCP/IP protocol suite, the steps might look like the following. To begin, the e-mail
“application worker” prompts the user to enter a message and specify an intended
receiver. The application worker would create the appropriate data package with
message contents and addresses and send it to a “transport worker,” which is
responsible for providing overall transport integrity. The transport worker may
establish a connection with the intended receiver, monitor the flow between
sender and receiver, and perform the necessary operations to recover lost data in
case some data disappears or becomes unreadable.

The “network worker” would then take the data package from the transport
worker and may add routing information so that the data package can find its way
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through the network. Next to get the data package would be the “network access
worker,” which would insert error-checking information and prepare the data
package for transmission. The final worker would be the “physical worker,” which
would transmit the data package over some form of wire or through the air using
radio waves.

Each worker has his own job function. Figure 1-13 shows how these workers
work together to create a single package for transmission.

Figure 1-13
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Let’s examine each of the layers in more detail. The top layer of the TCP/IP
protocol suite, the application layer, supports the network applications and may
in some cases include additional services such as encryption or compression. The
TCP/IP application layer includes several frequently used applications:

Hypertext Transfer Protocol (HTTP) to allow Web browsers and servers
to send and receive World Wide Web pages

Simple Mail Transfer Protocol (SMTP) to allow users to send and receive
electronic mail

File Transfer Protocol (FTP) to transfer files from one computer system to
another

Telnet to allow a remote user to log in to another computer system
Simple Network Management Protocol (SNMP) to allow the numerous
elements within a computer network to be managed from a single point

The next layer in the TCP/IP protocol suite is the transport layer. The TCP/IP
transport layer commonly uses the Transmission Control Protocol (TCP) to
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maintain an error-free end-to-end connection. To maintain this connection, TCP
includes error control information in case one packet from a sequence of packets
does not arrive at the final destination and packet sequencing information so that
all the packets stay in the proper order. TCP is not the only possible protocol found
at the TCP/IP transport layer. User Datagram Protocol (UDP) is an alternative also
used, though less frequently, in the TCP/IP protocol suite.

TCP/IP’s network layer, sometimes called the Internet layer, is roughly equiv-
alent to OSI's network layer. The protocol used at this layer to transfer data within
and between networks is the Internet Protocol (IP). The Internet Protocol is the
software that prepares a packet (a fixed-size collection) of data so that it can move
from one network to another on the Internet or within a set of corporate networks.

The next lower layer of the TCP/IP protocol suite is the network access layer.
If the network layer deals with passing packets through the Internet, then the net-
work access layer is the layer that gets the data from the user workstation to the
Internet. In a majority of cases, the connection that gets the data from the user
workstation to the Internet is a local area network. Thus, the network access layer
prepares a data packet (called a frame at this layer) for transmission from the
user workstation to a router sitting between the local area network and the Inter-
net. This is also the last layer before the data is handed off for transmission across
the medium. The network access layer is often called the data link layer.

The bottom-most layer in the TCP/IP protocol suite (or at least according to
many) is the physical layer. The physical layer is the layer in which the actual
transmission of data occurs. As noted earlier, this transmission can be over a physi-
cal wire, or it can be a radio signal transmitted through the air. Note that some peo-
ple combine the network access layer and physical layer into one layer.

Having distinctly defined layers enables you to “pull” out one layer and insert
an equivalent layer without affecting the other layers. For example, let us assume a
network was designed for copper-based wire. Later, the system owners decided to
replace the copper-based wire with fiber-optic cable. Even though a change is being
made at the physical layer, it should not be necessary to make any changes at any
other layers. In reality, however, a few relationships exist between the layers of a
communication system that cannot be ignored. For example, if the physical orga-
nization of a local area network is changed, it is likely that the frame description at
the data link layer also will need to be changed. (We will examine this phenome-
non in Chapter Seven.) The TCP/IP protocol suite recognizes these relationships
and merges many of the services of the physical and data link layers into one layer.

The OSI Model

Although the TCP/IP protocol suite is the model of choice for most installed net-
works, it is important to study both this architecture and the OSI model. Many
books and articles, when describing a product or a protocol, often refer to the OSI
model with a statement such as, “This product is compliant with OSI layer xxx.” If
you do not become familiar with the various layers of the OSI model and the
TCP/IP protocol suite, this lack of important basic knowledge might impede your
understanding of more advanced concepts in the future.

The OSI model was designed with seven layers, as shown in Figure 1-14. Note
further the relationship between the five layers of the TCP/IP protocol suite and the
seven layers of the OSI model. The top layer in the OSI model is the application
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layer, where the application using the network resides. Although many kinds of
applications employ computer networks, certain ones are in widespread use. Appli-
cations such as electronic mail, file transfer systems, remote login systems, and
Web browsing are so common that various standards-making organizations have
created specific standards for them.

Figure 1-14
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The Internet’s Request for Comment (RFC)

Network models, like communications protocols, computer
hardware, and application software, continue to evolve daily.
The TCP/IP protocol suite is a good example of a large set of
protocols and standards constantly being revised and
improved. An Internet standard is a tested specification that is
both useful and adhered to by users who work with the Inter-
net. Let us examine the path a proposal must follow on the
way to becoming an Internet standard.

All Internet standards start as an Internet draft, which is a
preliminary work in progress. One or more internal Internet
committees work on a draft, improving it until it is in an
acceptable form. When the Internet authorities feel the draft is
ready for the public, it is published as a Request for Comment
(RF(C), a document open to all interested parties. The RFC is
assigned a number, and it enters its first phase: proposed stan-
dard. A proposed standard is a proposal that is stable, of inter-
est to the Internet community, and fairly well understood. The
specification is tested and implemented by a number of differ-
ent groups, and the results are published. If the proposal
passes at least two independent and interoperable implemen-
tations, the proposed standard is elevated to draft standard. If,
after feedback from test implementations is taken into
account, the draft standard experiences no further problems,
the proposal is finally elevated to Internet standard.

If, however, the proposed standard is deemed inappropri-
ate at any point along the way, it becomes a historic RFC and
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is kept for historical perspective. (Internet standards that are
replaced or superseded also become historic.) An RFC can also
be categorized as experimental or informational. In these
cases, the RFC in question probably was not meant to be an
Internet standard, but was created either for experimental
reasons or to provide information. Figure 1-15 shows the lev-
els of progression for an RFC.
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The next layer in the OSI model, the presentation layer, performs a series of
miscellaneous functions necessary for presenting the data package properly to the
sender or receiver. For example, the presentation layer might perform ASCII-to-
non-ASCII character conversions, encryption and decryption of secure documents,
and the compression of data into smaller units.

The session layer is responsible for establishing sessions between users and for
token management, a service that controls which user’s computer talks when dur-
ing the current session by passing a software token back and forth. Additionally, the
session layer establishes synchronization points, which are backup points used in
case of errors or failures. For example, while transmitting a large document such as
an electronic book, the session layer may insert a synchronization point at the end
of each chapter. If an error occurs during transmission, both sender and receiver can
back up to the last synchronization point (to the beginning of a previously transmit-
ted chapter) and start retransmission from there. Many network applications do not
include a specific session layer and do not use tokens to manage a conversation. If
they do, the “token” is inserted by the application layer, or possibly the transport
layer, instead of the session layer. Likewise, if network applications use synchroniza-
tion points, these points often are inserted by the application layer.

It is possible to obtain a printed listing of each RFC. See
the Internet Engineering Task Force’s Web page at
http://www.ietf.org/rfc.html for the best way to access RFCs.

The Internet is managed by the work of several commit-
tees. The topmost committee is the Internet Society (ISOC).
ISOC is a nonprofit, international committee that provides
support for the entire Internet standards-making process.
Associated with 1SOC is the Internet Architecture Board (IAB),
which is the technical advisor to the 1ISOC. Under the IAB are
two major committees: the Internet Engineering Task Force
(IETF) and the Internet Research Task Force (IRTF). IETF man-
ages the working groups that create and support functions
such as Internet protocols, security, user services, operations,
routing, and network management. IRTF manages the work-
ing groups that focus on the long-range goals of the Internet,
such as architecture, technology, applications, and protocols.

Internet committees are not the only groups that create
protocols or approve standards for computer networks, data

communications, and telecommunications. Another organiza-

tion that creates and approves network standards is the
International Organization for Standardization
(1S0), which is a multinational group composed of volunteers
from the standards-making committees of various govern-
ments throughout the world. ISO is involved in developing
standards in the field of information technology and created
the OSI model for a network architecture.

Other standards-making organizations include:

American National Standards Institute (ANSI)—A pri-
vate, nonprofit organization not associated with the U.S.
government, ANSI strives to support the U.S. economy and
protect the interests of the public by encouraging the
adoption of various standards.

International Telecommunication Union-Telecommuni-
cation Standardization Sector (ITU-T)—Formerly the
Consultative Committee on International Telegraphy and
Telephony (CCITT), ITU-T is devoted to the research and
creation of standards for telecommunications in general
and telephone and data systems in particular.

Institute for Electrical and Electronics Engineers (IEEE)—
The largest professional engineering society in the world,
IEEE strives to promote the standardization of the fields of
electrical engineering, electronics, and radio. Of particular
interest to us is the work IEEE has performed on standard-
izing local area networks.

Electronic Industries Association (EIA)—Aligned with
ANSI, EIA is a nonprofit organization devoted to the stan-
dardization of electronics products. Of particular interest
is the work EIA has performed on standardizing the inter-
faces between computers and modems.
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The fourth layer in the OSI model, the transport layer, ensures that the data
packet that arrives at the final destination is identical to the data packet that left the
originating station. By “identical” we mean there were no transmission errors, the
data arrived in the same order as it was transmitted, and there was no duplication of
data. Thus, we say that the transport layer performs end-to-end error control and end-
to-end flow control. This means the transport layer is not in use while the data packet
is hopping from point to point within the network—it is used only at the two end-
points of the connection. If the underlying network experiences problems such as
reset or restart conditions, the transport layer will try to recover from the error and
return the end-to-end connection to a known safe state. As we shall see, to ensure
that the data arrives error-free at the final destination, the transport layer must be
able to work across all kinds of networks, whether they are reliable or not.

The four layers described so far are called end-to-end layers. They are responsible
for the data transmitted between the endpoints of a network connection. In other
words, these layers perform their operations only at the beginning point and ending
point of the network connection. The remaining three layers—the network, data link,
and physical layers—are not end-to-end layers. They perform their operations at each
node along the network path, not just at the endpoints. The network layer is respon-
sible for creating, maintaining, and ending network connections. As this layer sends
the package of data from node to node within a network and between multiple net-
works, it generates the network addressing necessary for the system to recognize the
next intended receiver. To choose a path through the network, the network layer
determines routing information and applies it to each packet or group of packets. The
network layer also performs congestion control, which ensures that the network does
not become saturated at any one point. In networks that use a broadcast distribution
scheme, such as a local area network, where the transmitted data is sent to all other
stations, the network layer may be very simple.

The data link layer is responsible for taking data from the network layer
and transforming it into a cohesive unit called a frame. This frame contains an
identifier that signals the beginning and end of the frame, as well as spaces for
control information and address information. The address information identifies a
particular workstation in a line of multiple workstations. In addition, the data link
layer can incorporate some form of error detection software. If an error exists, the
data link layer is responsible for error control, which it does by informing the
sender of the error. The data link layer must also perform flow control. In a large
network where the data hops from node to node as it makes its way across the net-
work, flow control ensures that one node does not overwhelm the next node with
too much data. Note that these data link operations are quite similar to the trans-
port layer operations. The primary difference is that the transport layer performs its
operations only at the endpoints, while the data link layer performs its operations
at every stop (node) along the path.

The bottom layer in the OSI model—the physical layer—handles the trans-
mission of bits over a communications channel. To perform this transmission of
bits, the physical layer handles voltage levels, plug and connector dimensions, pin
configurations, and other electrical and mechanical issues. The choice of wire or
wireless transmission media is usually determined at the physical layer. Further-
more, because the digital or analog data is encoded or modulated onto a digital or
analog signal at this point in the process, the physical layer also determines the
encoding or modulation technique to be used in the network.
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Logical and physical connections

An important concept to understand with regard to the layers of a communication
model is the lines of communication between a sender and a receiver. Consider
Figure 1-16, which shows sender and receiver using a network application designed
on the TCP/IP protocol suite.

Figure 1-16
Sender and receiver Logical
communicating using — Connections —
Application  pes=sasseeannaans Application
the TCP/IP protocol pp PP
suite Transport  pe=s=sssssscscanas Transport
Network — pes=sseesececcaans Network
Network ACCess pamssnnnnannnannn Network Access
Physical Physical
Physical
Sender Connection Receiver

Notice the dashed lines between the sender’s and receiver’s application layers,
transport layers, network layers, and network access layers. No data flows over these
dashed lines. Each dashed line indicates a logical connection. A logical connection
is a nonphysical connection between sender and receiver that allows an exchange
of commands and responses. The sender’s and receiver’s transport layers, for exam-
ple, share a set of commands used to perform transport-type functions, but the
actual information or data has to be passed through the physical
layers of the sender and receiver, as there is no direct connection between the two
transport layers. Without a logical connection, the sender and receiver would not
be able to coordinate their functions. The physical connection is the only direct
connection between sender and receiver and is at the physical layer, where actual 1s
and Os—the digital content of the message—are transmitted over wires or airwaves.

For an example of logical and physical connections, consider an imaginary sce-
nario in which the dean of arts and sciences wants to create a new joint degree with the
school of business. In particular, the dean would like to create a degree that is a cross
between computer science and marketing. The dean of arts and sciences could call the
dean of business to create the degree, but deans are not necessarily experts at assem-
bling all the details involved in a new degree. Instead, the dean of arts and sciences
starts the process by issuing a request for a new degree from the dean of business. Before
this request gets to the dean of business, however, the request must pass through sev-
eral layers. First, the request goes to the chairperson of the computer science depart-
ment. The chairperson will examine the request for a new degree and add the necessary
information to staff the program. The chairperson will then send the request to the
computer science curriculum committee, which will design several new courses. The
curriculum committee will send the request to its department secretary, who will type
all the memos and create a readable package. This package is then placed in the inter-
campus mail and sent to the marketing department in the school of business.
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Once the request arrives at the marketing department, the secretary in the
marketing department opens the envelope and gives all the materials to the mar-
keting curriculum committee. The marketing curriculum committee looks at the
proposed courses from the computer science curriculum committee and makes
some changes and additions. Once these changes are made, the proposal is given
to the chair of the marketing department who looks at the staffing needs suggested
by the chair of computer science, checks the request for accuracy, and makes some
changes. The chair of marketing then hands the request to the dean of business,
who examines the entire document and gives approval with a few small changes.
The request then works its way back down to the secretary of the marketing
department, who sends it back to the secretary of computer science. The computer
science secretary then sends the reply to the request up the layers until it reaches
the dean of arts and sciences. Figure 1-17 shows how this request for a degree
might move up and down through the layers of a university’s bureaucracy.

Figure 1-17

Flow of data through ‘ Dean of Arts & Sciences ‘ ‘ Dean of Business ‘

the layers of bureau-

I ;!

Chairperson of Chairperson of
Computer Science Marketing
Computer Science Marketing
Curriculum Committee Curriculum Committee

) 1 !
Secretary | _ | Secretary

School of Arts & Sciences School of Business

Note that the data did not flow directly between deans, nor did it flow directly
between department chairpersons or curriculum committees. Instead, the data had
to flow all the way down to the physical layer (in this case, the secretaries) and
then back up the other side. At each layer in the process, information that may be
useful to the “peer” layer on the other side was added. This example stretches the
truth a little; college curriculums are not actually designed this way (the process is
in fact much more complicated). Therefore, we will examine a more realistic
example in which a person using a Web browser requests a Web page from some-
where on the Internet. But before we examine this more difficult scenario, let us
take a look at an example of the connections that occur when a user connects his
laptop to the company local area network.
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NetWwork!/Connections In Action

Let us consider a scenario in which an employee of a company is sitting with a laptop computer
at work and is accessing the corporate local area network via a wireless connection (see
Figure 1-18). The employee is using a Web browser and is trying to download a Web page
from the Internet. What are the network connections involved in this scenario? First, the
connection between the user’s wireless laptop and the corporate local area network is a micro-
computer-to-local area network connection. Once the Web page request is in the corporate
local area network, it may have to be transferred over multiple local area networks within the
corporate system. These connections between local area networks would be local area network-
to-local area network connections. To access the Internet, we need a local area network-to-wide
area network connection. Or perhaps the corporate local area network connects to a metropoli-
tan area network, in which case we would need a local area network-to-metropolitan area
network connection to access the Internet. Once the employee’s Web page request is on the
Internet, it is difficult to tell what connections are involved. There could be more wide area
network-to-wide area network interconnections, as well as a microwave or satellite connection.
Once the Web page request nears its final destination, there could be another metropolitan area
network, or multiple local area network connections. The return trip might take the same path
or might involve new network paths and connections. Clearly, many different types of network
connections are involved even in common, daily applications.

Figure 1-18
The numerous network
connections involved
with a user download-
ing a Web page at work Local Router |
Area g nternet
Network o 4
Access
Point
Microcomputer Possible Local Area Possible
to Local Local Area Network to Microwave,
Area Network Network to Wide Area Satellite,
Configuration Local Area Network Wide Area
Network Configuration Networks,
Configurations Metropolitan
Area Networks
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MhelMCP/IP Protocol Suite In Action

A more detailed and more challenging example of a request for a service moving through the
layers of a communications model will help make the concepts involved clearer. Consider
Figure 1-19, in which a user browsing the Internet on a personal computer requests a Web page
to be downloaded and then displayed on his or her screen.
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Figure 1-19
Path of a Web page Beginning in the upper-left corner of the figure, the process is initiated when the user clicks
request as it flows from 3 |ink on the current Web page. In response, the browser software (the application) creates a Get
browser to Internet Web Page command that is given to the browser’s transport layer, TCP. TCP adds a variety of

server and back header information to be used by the TCP software on the receiving end. Added to the front of

the packet, this information may be used to control the transfer of the data. This information
assists with end-to-end error control and end-to-end flow control and provides the address of
the receiving application (the Web server).

The enlarged packet is now sent to the network layer, where IP adds its header. The infor-
mation contained within the IP header assists the IP software on the receiving end, as well as
assisting the IP software at each intermediate node (router) during the data’s progress through
the Internet. This assistance includes providing the Internet address of the workstation that con-
tains the requested Web page.

The packet is now given to the network access layer. Because the user’s computer is connected to
a local area network, the appropriate local area network headers are added. Note that sometimes in
addition to headers, control information is added to the end of the data packet as trailers. One of the
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most important pieces of information included in the local area network header is the address of the
device (the router) that connects the local area network to the wide area network (the Internet).

Eventually, the binary 1s and 0s of the data packet are transmitted across the user’s local
area network via the physical layer, where they encounter a router. The router is a device that
serves as the gateway to the Internet. The router removes the local area network header and
trailer. The information in the IP header is examined, and the router determines that the data
packet must go out to the Internet. New wide area network (WAN) header information, which is
necessary for the data packet to traverse the wide area network, is applied, and the binary 1s
and 0s of the data packet are placed onto the wide area network.

After the data packet moves across the Internet, it will arrive at the router connected to the
local area network that contains the desired Web server. This remote router removes the wide
area network information, sees that the packet must be placed on the local area network, and
inserts the local area network header and trailer information. The packet is placed onto the
local area network, and using the address information in the LAN header, travels to the com-
puter holding the Web server application. As the data packet moves up the layers of the Web
server’s computer, the LAN, IP, and TCP headers are removed. The Web server application
receives the Get Web Page command, retrieves the requested Web page, and creates a new data
packet with the requested information. This new data packet now moves down the layers and
back through the routers to the user’s network and workstation. Finally, the Web page is dis-
played on the user’s monitor.

It is interesting to note that as a packet of data flows down through a model and passes
through each layer of the system, the data packet grows in size. This growth is attributable to
the fact that each layer adds more information to the original data. Some of this layer-added
information is needed by the nodes and routers in the data packet’s path, and some is required
by the data packet’s final destination. This information aids in providing services such as error
detection, error control, flow control, and network addressing. The addition of control informa-
tion to a packet as it moves through the layers is called encapsulation. Note also that as the
packet moves up through the layers, the data packet shrinks in size. Each layer removes the
header it needs to perform its job duty. Once the job duty is complete, the header information is
discarded and the smaller packet is handed to the next higher layer.
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SUMMARY

Many services and products that we use every day employ computer networks and
data communications in one way or another. Telephone systems, banking systems,
cable television, audio and video systems, traffic control systems, and wireless tele-
phones are a few examples.

The field of data communications and computer networks includes data networks,
voice networks, wireless networks, local area networks, metropolitan area networks,
wide area networks, and personal area networks.

The application areas of computer networks and data communications can be
understood in terms of general network connections:

Microcomputer-to-local area network
Microcomputer-to-Internet

Local area network-to-local area network
Personal area network-to-workstation

Local area network-to-metropolitan area network
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Local area network-to-wide area network

Wide area network-to-wide area network
Sensor-to-local area network

Satellite and microwave

Cell phone
Terminal/microcomputer-to-mainframe computer

A key concept in networking these days is convergence, the phenomena in which
network applications and the technologies that support them converge into a single
technology capable of supporting various applications. In particular, we can define
three different types of convergence: technological convergence, protocol conver-
gence, and industrial convergence.

A network architecture, or communications model, places network pieces in layers. The
layers define a model for the functions or services that need to be performed. Each layer
in the model defines the services that either hardware or software or both provide.

To standardize the design of communications systems, the International Organiza-
tion for Standardization (ISO) created the Open Systems Interconnection (OSI)
model. There are currently no actual implementations of the OSI model. The OSI
model is based on seven layers:

The application layer is the top layer of the OSI model, where the application
using the network resides.

The presentation layer performs a series of miscellaneous functions necessary for
presenting the data package properly to the sender or receiver.

The session layer is responsible for establishing sessions between users.
The transport layer is concerned with an error-free end-to-end flow of data.

The network layer is responsible for creating, maintaining, and ending network
connections.

The data link layer is responsible for taking the raw data and transforming it into
a cohesive unit called a frame.

The physical layer handles the transmission of bits over a communications channel.

Another network architecture (or communications model) called the TCP/IP proto-
col suite has become the de facto standard for network models. The TCP/IP protocol
suite is also known as the Internet model and is composed of five layers:

The application layer contains the network applications for which one uses a net-
work and the presentation services that support that application.

The transport layer maintains an error-free end-to-end connection.

The network layer, or Internet layer, uses the Internet Protocol (IP) to transfer data
between networks.

The network access layer defines the frame that incorporates flow and error control.
The physical layer is the bottom-most layer and performs the actual transfer of
signals through a medium.
A logical connection is a flow of ideas that occurs, without a direct physical connec-
tion, between the sender and receiver at a particular layer.
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KEY TERMS

American National Standards
Institute (ANSI)

client/server system

cloud

code

compression

computer network

computer terminal

convergence

data communications

data network

Electronic Industries Association (EIA)
encapsulation

File Transfer Protocol (FTP)

frame

hub

Hypertext Transfer Protocol (HTTP)

Institute for Electrical and Electronics
Engineers (IEEE)

International Organization for
Standardization (1SO)

International Telecommunication

REVIEW QUESTIONS
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Union-Telecommunication
Standardization Sector (ITU-T)

Internet Protocol (IP)

local area network (LAN)

logical connection

metropolitan area network (MAN)
multiplexing

network architecture

network management

node

Open Systems Interconnection (0SI)
model

application layer

presentation layer

session layer

transport layer

network layer

data link layer

physical layer
personal area network (PAN)
physical connection
protocol

1. What is the definition of:

a computer network?
data communications?
telecommunications?

PP PPV PP PP PP PP PP 0000000000000 000000000090000

router
server
Simple Mail Transfer Protocol (SMTP)

Simple Network Management
Protocol (SNMP)

sub-network

switch

synchronization point

TCP/IP protocol suite
application layer
transport layer
network layer
network access layer
physical layer

Telnet

token management

voice network

wide area network (WAN)

wireless

workstation

a local area network?

a personal area network?

a metropolitan area network?
a wide area network?
network management?
convergence?
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2. What is the relationship between a sub-network and a node?

3. What kind of applications might use a computer terminal-to-mainframe computer
connection?

4. What kind of applications might use a microcomputer-to-mainframe computer con-
nection?

5. What “language” does a microcomputer have to use in order to interface to the
Internet?

. What kind of applications might use a sensor-to-local area network connection?
. Why is a network architecture useful?
. List the seven layers of the OSI model.

O 0 N O

. List the five layers of the TCP/IP protocol suite.

10. How do the layers of the OSI model compare with the layers of the TCP/IP protocol
suite?

11. What are some of the more common applications found in the TCP/IP protocol

suite?
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12.
13.

EXERCISES

10.

11.

12.

13.

14.

1S.
16.

What is the difference between a logical connection and a physical connection?
How does convergence apply to the communications industry?

. Create a list of all the actions you perform in an average day that use data commu-

nications and computer networks.

. If you could design your own home, what kinds of labor-saving computer network

or data communications devices would you incorporate?

. Two companies are considering pooling their resources to perform a joint venture.

The CEO of the first company meets with his legal team, and the legal team consults
a number of middle managers in the proposed product area. Meanwhile, the CEO of
the first company sends an e-mail to the CEO of the second company to offer a cou-
ple of suggestions concerning the joint venture. Does this scenario follow the OSI
model? Explain your answer.

. Using a laptop computer with a wireless connection to a company’s local area net-

work, you download a Web page from the Internet. List all the different network
connections involved in this operation.

. You are working from home using a microcomputer, a DSL modem, and a telephone

connection to the Internet. Your company is connected to the Internet and has
both local area networks and a mainframe computer. List all the different network
connections involved in this operation.

. You are sitting at the local coffee shop, enjoying your favorite latte. You pull out

your laptop and, using the wireless network available at the coffee shop, access your
e-mail. List all the different network connections involved in this operation.

. With your new cell phone, you have just taken a snapshot of your best friend. You

decide to send this snapshot to the e-mail account of a mutual friend across the
country. List all the different network connections involved in this operation.

. You are driving in a new city and have just gotten lost. Using your car’s GPS system,

you submit a request for driving directions from a nearby intersection to your desti-
nation. List all the different network connections involved in this operation.

. The layers of the TCP/IP protocol suite and OSI are different. Which layers are

“missing” from the TCP/IP suite? Are they really missing?

If the data link layer provides error checking and the transport layer provides error
checking, isn’t this redundant? Explain your answer.

Similarly, the data link layer provides flow control, and the transport layer provides
flow control. Are these different forms of flow control? Explain your answer.

You are watching a television show in which one character is suing another. The
lawyers for both parties meet and try to work out a settlement. Is there a logical or
physical connection between the lawyers? What about between the two parties?
You want to download a file from a remote site using the File Transfer Protocol
(FTP). To perform the file transfer, your computer issues a Get File command. Show
the progression of messages as the Get File command moves from your computer,
through routers, to the remote computer, and back.

What characteristics distinguish a personal area network from other types of net-
works?

Isn’t a metropolitan area network just a big local area network? Explain your answer.
List the OSI layer that performs each of the following functions:

a. data compression

b. multiplexing

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Introduction to Computer Networks and Data Communications 31

routing

. definition of a signal’s electrical characteristics
e-mail

error detection

end-to-end flow control

@A

17. For each of the functions in the previous exercise, list the TCP/IP protocol suite layer
that performs that function.

18. You are sending and receiving instant messages (IM) with a friend. Is this IM session
a logical connection or a physical connection? Explain your answer.

THINKING OUTSIDE THE BOX

1 You have been asked to create a new network architecture model. Will it be lay-
ered, or will its components take some other form? Show your model’s layers or
its new form, and describe the functions performed by each of its components.

2 Take an example from your work or school in which a person requests a service
and diagram that request. Does the request pass through any layers before it
reaches the intended recipient? Do logical connections as well as physical connec-
tions exist? If so, show them in the diagram.

3 This chapter listed several different types of network connections. Do any other
connections exist in the real world that are not listed in the chapter? If so, what
are they?

4 Describe a real-life situation that uses at least five of the network connections
described in this chapter.

HANDS-ON PROJECTS

1. Recall a job you have had (or still have). Was a chain of command in place for get-
ting tasks done? If so, draw that chain of command on paper or using a software
program. How does this chain of command compare to either the OSI model or the
TCP/IP protocol suite?

2. Because the TCP/IP protocol suite is not carved in stone, other books may discuss a
slightly different layering. Find two other examples of the TCP/IP protocol suite that
differ from this book’s layering and cite the sources. How are those two suites alike,
and how do they differ? How do they compare to the TCP/IP protocol suite dis-
cussed in this chapter? Write a short, concise report summarizing your findings.

3. What is the more precise form of the Get Web Page command shown in Figure 1-
19? Show the form of the command, and describe the responsibility of each field.

4. What types of network applications exist at your place of employment or your col-
lege? Are local area networks involved? Wide area networks? List the various net-
work connections. Draw a diagram or map of these applications and their connec-
tions.

5. What other network models exist or have been in existence besides the OSI model
and TCP/IP protocol suite? Research this topic and write a brief description of each
network model you find.

6. What are the names of some of the routing protocols currently in use on the Inter-
net? Can you describe each protocol with a sentence or two?
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WE CAN'T SAY we weren’t warned.The U.S. government told
us years ago that someday all analog television signals
would cease and they would be replaced by the more mod-
ern digital signals. Digital signals, we were told, would pro-
vide for a much better picture. Beginning in 1998, some
television stations across the United States began broad-
casting digital pictures and sound on a limited scale.
According to the FCC, more than 1000 stations were broad-
casting digital television signals by May 2003. The FCC
announced that when at least 85 percent of the homes in a
given area were able to accept a digital television signal, it
would discontinue providing analog television broadcasting
to those areas. The first planned date was set for February
18, 2009. But because the government was overwhelmed
with requests for digital converter boxes, the FCC backed
off on this date and set a new date of June 12, 2009. That
date arrived and without too much surprise, thousands of
viewers were caught off-guard and could no longer receive
television signals using the older analog equipment. Many

Distinguish between data and signals, and cite the
advantages of digital data and signals over analog data
and signals

Identify the three basic components of a signal

Discuss the bandwidth of a signal and how it relates to
data transfer speed

Identify signal strength and attenuation, and how they
are related

Outline the basic characteristics of transmitting analog
data with analog signals, digital data with digital signals,
digital data with discrete analog signals, and analog data
with digital signals

people stood in long lines hoping to snag either a converter
box or at least a coupon to later receive a converter box.
Nonetheless, the digital age of television has officially
begun. I think most would certainly agree that watching
television with an old-fashioned antenna has certainly
improved. Where there used to be fuzzy pictures with mul-
tiple ghosts we now see crystal clear pictures and often in
high definition.

Nonetheless, when it comes to analog signals versus digital
signals, many questions still remain:

Why are digital signals so much better than analog signals?
What other applications have been switched from analog
to digital?

Do any applications remain that someday may be con-
verted to digital?

Source: DTV.gov, downloaded on June 18, 2009.

List and draw diagrams of the basic digital encoding
techniques, and explain the advantages and disadvan-
tages of each

Identify the different shift keying (modulation) tech-
niques, and describe their advantages, disadvantages,
and uses

Identify the two most common digitization techniques,
and describe their advantages and disadvantages

Identify the different data codes and how they are used
in communication systems
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When the average computer user is asked to list the elements of a computer net-
work, most will probably cite computers, cables, disk drives, modems, and other
easily identifiable physical components. Many may even look beyond the obvious
physical ones and cite examples of software, such as application programs and net-
work protocols. This chapter will deal primarily with two ingredients that are even
more difficult to see physically: data and signals.

Data and signals are two of the basic building blocks of any computer network.
It is important to understand that the terms “data” and “signal” do not mean the
same thing, and that in order for a computer network to transmit data, the data
must first be converted into the appropriate signals. The one thing data and signals
have in common is that both can be in either analog or digital form, which gives
us four possible data-to-signal conversion combinations:

Analog data-to-analog signal, which involves amplitude and frequency
modulation techniques

Digital data-to-digital signal, which involves encoding techniques

Digital data-to-(a discrete) analog signal, which involves modulation
techniques

Analog data-to-digital signal, which involves digitization techniques

Each of these four combinations occurs quite frequently in computer networks,
and each has unique applications and properties, which are shown in Table 2-1.

Table 2-1
Four combinations of data and signals
Data Signal Encoding or Conversion Technique Common Devices Common Systems
Analog Analog Amplitude modulation Radio tuner Telephone
Frequency modulation TV tuner AM and FM radio
Broadcast TV
Cable TV
Digital Digital NRZ-L Digital encoder Local area networks
NRZI Telephone systems
Manchester

Differential Manchester
Bipolar-AMI

4B/5B
Digital (Discrete) Amplitude shift keying Modem Dial-up Internet access
Analog Frequency shift keying DSL
Phase shift keying Cable modems
Digital Broadcast TV
Analog Digital Pulse code modulation Codec Telephone systems
Delta modulation Music systems

Converting analog data to analog signals is fairly common. The conversion is
performed by modulation techniques and is found in systems such as telephones,
AM radio, FM radio, broadcast television, and cable television. Later in this chapter,
we will examine how AM radio signals are created. Converting digital data to digital
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signals is relatively straightforward and involves numerous digital encoding tech-
niques. We label these discrete analog signals because, despite the fact that they are
fundamentally analog signals, they take on a discrete number of levels. Many peo-
ple call these types of signals digital as opposed to analog, as we will see shortly. The
local area network is one of the most common examples of a system that uses this
type of conversion. We will examine a few representative encoding techniques and
discuss their basic advantages and disadvantages. Converting digital data to
(discrete) analog signals requires some form of a modem. Converting analog data
to digital signals is generally called digitization. Telephone systems and music sys-
tems are two common examples of digitization. When your voice signal travels
from your home and reaches a telephone company’s switching center, it becomes
digitized. Likewise, music and video are digitized before they can be recorded on a
CD or DVD. In this chapter, two basic digitization techniques will be introduced,
and their advantages and disadvantages shown. In all of this chapter’s examples,
data is converted to a signal by a computer or computer-related device, then trans-
mitted over a communications medium to another computer or computer-related
device, which converts the signal back to data. The originating device is the trans-
mitter, and the destination device is the receiver.

A big question arises during the study of data and signals: Why should people
interested in the business aspects of computer networks concern themselves with
this level of detail? One answer to that question is that a firm understanding of the
fundamentals of communication systems will provide a solid foundation for the fur-
ther study of the more advanced topics of computer networks. Also, this chapter will
introduce many terms that are used by network personnel. In order to be able to
understand these individuals and to interact knowledgeably with them, we must
spend a little time covering the basics of communication systems. Imagine you are
designing a new online inventory system and you want to allow various users within
the company to access this system. The network technician tells you this cannot be
done because downloading one inventory record in a reasonable amount of time
(X seconds) will require a connection of at least Y million bits per second—which is
not possible, given the current network structure. How do you know the network
technician is correct? Do you really want to just believe everything she says? The
study of data and signals will also explain why almost all forms of communication,
such as data, voice, music, and video, are slowly being converted from their original
analog forms to the newer digital forms. What is so great about these digital forms of
communications, and what do the signals that represent these forms of communica-
tion look like? We will answer these questions and more in this chapter.

Data and Signals

Information stored within computer systems and transferred over a computer net-
work can be divided into two categories: data and signals. Data is entities that con-
vey meaning within a computer or computer system. Common examples of data
include:

A computer file of names and addresses stored on a hard disk drive
The bits or individual elements of a movie stored on a DVD
The binary 1s and Os of music stored on a CD or inside an iPod
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The dots (pixels) of a photograph that has been digitized by a digital cam-
era and stored on a memory stick

The digits O through 9, which might represent some kind of sales figures
for a business

In each of these examples, some kind of information has been electronically
captured and stored on some type of storage device.

If you want to transfer this data from one point to another, either via a physi-
cal wire or through radio waves, the data has to be converted into a signal. Signals
are the electric or electromagnetic impulses used to encode and transmit data.
Common examples of signals include:

A transmission of a telephone conversation over a telephone line

A live television news interview from Europe transmitted over a

satellite system

A transmission of a term paper over the printer cable between a computer
and a printer

The downloading of a Web page as it transfers over the telephone line
between your Internet service provider and your home computer

In each of these examples, data, the static entity or tangible item, is transmit-
ted over a wire or airwave in the form of a signal, which is the dynamic entity or
intangible item. Some type of hardware device is necessary to convert the static
data into a dynamic signal ready for transmission, and then convert the signal
back to data at the receiving destination.

Before examining the basic characteristics of data and signals and the conver-
sion from data to signal, however, let us explore the most important characteristic
that data and signals share.

Analog vs. digital

Although data and signals are two different entities that have little in common, the
one characteristic they do share is that they can exist in either analog or digital
form. Analog data and analog signals are represented as continuous waveforms
that can be at an infinite number of points between some given minimum and
maximum. By convention, these minimum and maximum values are presented as
voltages. Figure 2-1 shows that between the minimum value A and maximum
value B, the waveform at time t can be at an infinite number of places. The most
common example of analog data is the human voice. For example, when a person
talks into a telephone, the receiver in the mouthpiece converts the airwaves of
speech into analog pulses of electrical voltage. Music and video, when they occur in
their natural states, are also analog data. Although the human voice serves as an
example of analog data, an example of an analog signal is the telephone system'’s elec-
tronic transmission of a voice conversation. Thus, we see that analog data and signals
are quite common, and many systems have incorporated them for many years.
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Figure 2-1
A simple example of an
analog waveform B—
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One of the primary shortcomings of analog data and analog signals is how diffi-
cult it is to separate noise from the original waveform. Noise is unwanted electrical
or electromagnetic energy that degrades the quality of signals and data. Because
noise is found in every type of data and transmission system, and because its effects
range from a slight hiss in the background to a complete loss of data or signal, it is
especially important that noise be reduced as much as possible. Unfortunately,
noise itself occurs as an analog waveform, and this makes it challenging, if not
extremely difficult, to separate noise from an analog waveform that represents data.
Consider the waveform in Figure 2-2, which shows the first few notes of an
imaginary symphonic overture. Noise is intermixed with the music—the data. Can
you tell by looking at the figure what is the data and what is the noise? Although
this example may border on the extreme, it demonstrates that noise and analog
data can appear similar.
Figure 2-2
The waveform of a
symphonic overture
with noise

Voltage —»

Time —»

The performance of a record player provides another example of noise interfer-
ing with data. Many people have collections of albums, which produce pops,
hisses, and clicks when played; albums sometimes even skip. Is it possible to create
a device that filters out the pops, hisses, and clicks from a record album without
ruining the original data, the music? Various devices were created during the 1960s
and 1970s to perform these kinds of filtering, but only the devices that removed
hiss were (relatively-speaking) successful. Filtering devices that removed the pops
and clicks also tended to remove parts of the music. Filters now exist that can fairly
effectively remove most forms of noise from analog recordings, but they are, inter-
estingly, digital—not analog—devices. Even more interestingly, some people down-
load software from the Internet that lets them insert clicks and pops into digital
music to make it sound old-fashioned (in other words, as though it were being
played from a record album).
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Another example of noise interfering with an analog signal is the hiss you hear
when you are talking on the telephone. Often the background hiss is so slight that
most people do not notice it. Occasionally, however, the hiss rises to such a level
that it interferes with the conversation. Yet another common example of noise
interference occurs when you listen to an AM radio station during an electrical
storm. The radio signal crackles with every lightning strike within the area.

Digital data and digital signals are discrete waveforms, rather than continuous
waveforms. Between a minimum value A and a maximum value B, the digital wave-
form takes on only a finite number of values. In the example shown in Figure 2-3,
the digital waveform takes on only two different values. In this example, the wave-
form is a classic example of a square wave.

Figure 2-3
A simple example of a
digital waveform

Voltage —»

Time —»

What happens when you introduce noise into digital data and digital signals?
As stated earlier, noise has the properties of an analog waveform and thus can
occupy an infinite range of values; digital waveforms occupy only a finite range of
values. When you combine analog noise with digital waveform, it is fairly easy to
separate the original digital waveform from the noise. Figure 2-4 shows a digital
signal with some noise.

Figure 2-4
A digital signal with

some noise introduced 5 ‘/\'VW\IVV W

Voltage —»>

o Wi L

Time —»

If the amount of noise remains low enough that the original digital waveform
can still be interpreted, then the noise can be filtered out, thereby leaving the orig-
inal waveform. In the simple example in Figure 2-4, as long as you can tell a high
part of the waveform from a low part, you can still recognize the digital waveform.
If, however, the noise becomes so great that it is no longer possible to distinguish a
high from a low, as shown in Figure 2-5, then the noise has taken over the signal
and you can no longer understand this portion of the waveform.
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Figure 2-5
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The ability to separate noise from a digital waveform is one of the great
strengths of digital systems. When data is transmitted as a signal, the signal will
always incur some level of noise. In the case of digital signals, however, it is rela-
tively simple to pass the noisy digital signal through a filtering device that removes
a significant amount of the noise and leaves the original digital signal intact.

Despite this strong advantage that digital has over analog, not all systems use
digital signals to transmit data. The reason for this is that the electronic equipment
used to transmit a signal through a wire or over the airwaves usually dictates the
type of signals the wire can transmit. Certain electronic equipment is capable of
supporting only analog signals, while other equipment can support only digital
signals. Take, for example, the local area networks within your business or your
house, most of which have always supported digital signals. The primary reason is
that local area networks were designed for transmitting computer data, which is
digital. Thus, the electronic equipment that supports the transmission of local area
network signals is also digital.

Now that we have learned the primary characteristic that data and signals
share (that they can exist in either analog or digital form) along with the main fea-
ture that distinguishes analog from digital (that the former exists as a continuous
waveform, while the latter is discrete), let us examine the important characteristics
of signals in more detail.

Fundamentals of signals

Let us begin our study of analog and digital signals by examining their three basic
components: amplitude, frequency, and phase. A sine wave is used to represent an
analog signal, as shown in Figure 2-6. The amplitude of a signal is the height of
the wave above (or below) a given reference point. This height often denotes the
voltage level of the signal (measured in volts), but it also can denote the current
level of the signal (measured in amps) or the power level of the signal (measured in
watts). That is, the amplitude of a signal can be expressed as volts, amps, or watts.
Note that a signal can change amplitude as time progresses. In Figure 2-6, you see
one signal with two different amplitudes.
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Figure 2-6
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The frequency of a signal is the number of times a signal makes a complete
cycle within a given time frame. The length, or time interval, of one cycle is called
its period. The period can be calculated by taking the reciprocal of the frequency
(1/frequency). Figure 2-7 shows three different analog signals. If the time ¢ is one
second, the signal in Figure 2-7(a) completes one cycle in one second. The signal in
Figure 2-7(b) completes two cycles in one second. The signal in Figure 2-7(c) com-
pletes three cycles in one second. Cycles per second, or frequency, is represented by
hertz (Hz). Thus, the signal in Figure 2-7(c) has a frequency of 3 Hz.

Figure 2-7
Three signals of
(a) 1 Hz, (b) 2 Hz, and Time () = 1 Second
(c) 3 Hz T
g, I
s
> (@) 1 Hz

T /—\ Time (t) = 1 Second
|

- (b) 2 Hz \/ U

T /\ Ne () =1 Second
|

()3 Hz

Human voice, audio, and video signals—indeed most signals—are actually
composed of multiple frequencies. These multiple frequencies are what allow us to
distinguish one person’s voice from another’s and one musical instrument from
another. The frequency range of the average human voice usually goes no lower
than 300 Hz and no higher than approximately 3400 Hz. Because a telephone is
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designed to transmit a human voice, the telephone system transmits signals in the
range of 300 Hz to 3400 Hz. The piano has a wider range of frequencies than the
human voice. The lowest note possible on the piano is 30 Hz, and the highest note
possible is 4200 Hz.

The range of frequencies that a signal spans from minimum to maximum is
called the spectrum. The spectrum of our telephone example is simply 300 Hz to
3400 Hz. The bandwidth of a signal is the absolute value of the difference between
the lowest and highest frequencies. The bandwidth of a telephone system that
transmits a single voice in the range of 300 Hz to 3400 Hz is 3100 Hz. Because
extraneous noise degrades original signals, an electronic device usually has an
effective bandwidth that is less than its bandwidth. When making communica-
tion decisions, many professionals rely more on the effective bandwidth than the
bandwidth, because most situations must deal with the real-world problems of
noise and interference.

The phase of a signal is the position of the waveform relative to a given
moment of time, or relative to time zero. In the drawing of the simple sine wave in
Figure 2-8(a), the waveform oscillates up and down in a repeating fashion. Note that
the wave never makes an abrupt change but is a continuous sine wave. A phase
change (or phase shift) involves jumping forward (or backward) in the waveform at
a given moment of time. Jumping forward one-half of the complete cycle of the sig-
nal produces a 180-degree phase change, as seen in Figure 2-8(b). Jumping forward
one-quarter of the cycle produces a 90-degree phase change, as in Figure 2-8(c).
Some systems, as you will see in this chapter’s “Transmitting digital data with ana-
log signals” section, can generate signals that do a phase change of 45, 135, 225,
and 315 degrees on demand.

Figure 2-8
A sine wave showing
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(b) a 180-degree phase T /\ /\
change, and (c) a o
90-degree phase change % \/ \/ \/
>
(@) No Phase Change Time —»
T / 180° /\
g)o \/ ;;/ \/
S |
o° :
>

(b) 180° Phase Change : Time —»

C
C
C

(c) 90° Phase Change : Time —»

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



42 Chapter 2

Loss of signal strength

Imagine a scenario in which you are recommending a computer network solution
for a business problem. You tell the network specialists that you want to place
a computer workstation at the company’s reception desk so that the receptionist
can handle requests for scheduling meeting rooms. The network specialist says it
cannot be done because the wire connecting the workstation to the network will
be too long and the signal will be too weak. Or worse, the network specialist uses
computer jargon: “The signal will have too much attenuation and will drop below
an acceptable threshold, and noise will take over.” Is the network specialist accu-
rate, or is he using computer jargon to dissuade you because he doesn’t want to
take the time to install the wire and the workstation? A little knowledge of the loss
of signal strength will help in such situations.

Composite Signals

Almost all of the example signals shown in this chapter are sim-
ple, periodic sine waves. You do not always find simple, peri-
odic sine waves in the real world, however. In fact, you are
more likely to encounter combinations of various kinds of sines
and cosines that when combined produce unique waveforms.

One of the best examples of this is how multiple sine
waves can be combined to produce a square wave. Stated dif-
ferently, multiple analog signals can be combined to produce
a digital signal. A branch of mathematics called Fourier analy-
sis shows that any complex, periodic waveform is a composite
of simpler periodic waveforms. Consider, for example, the first
two waveforms shown in Figure 2-9. The formula for the first
waveform is 1 sin(27rft), and the formula for the second wave-
form is V3 sin(2ar3ft). In each formula, the number at the front
(the 1 and 73, respectively) is a value of amplitude, the term
“sin” refers to the sine trigonometric function, and the terms
“ft” and “3ft” refer to the frequency over a given period of
time. Examining both the waveforms and the formulas shows
us that, whereas the amplitude of the second waveform is /3
as high as the amplitude of the first waveform, the frequency
of the second waveform is 3 times as high as the frequency of
the first waveform. The third waveform in Figure 2-9(c) is a
composite, or addition, of the first two waveforms.

Note the relatively square shape of the composite wave-
form. Now suppose you continued to add more waveforms to
this composite signal—in particular, waveforms with ampli-
tude values of ¥s, /7, %, and so on (odd-valued denominators)
and frequency multiplier values of 5, 7, 9, and so on. The
more waveforms you added, the more the composite signal
would resemble the square waveform of a digital signal.
Another way to interpret this transformation is to state that

adding waveforms of higher and higher frequency—that is, of
increasing bandwidth—will produce a composite that looks
(and behaves) more and more like a digital signal. Interest-
ingly, a digital waveform is, in fact, a combination of analog
sine waves.
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Figure 2-9 Two simple, periodic sine waves (a) and (b) and
their composite (c)
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When traveling through any type of medium, a signal always experiences
some loss of its power due to friction. This loss of power, or loss of signal strength,
is called attenuation. Attenuation in a medium such as copper wire is a logarithmic
loss (in which a value decrease of 1 represents a tenfold decrease) and is a function
of distance and the resistance within the wire. Knowing the amount of attenuation
in a signal (how much power the signal lost) allows you to determine the signal
strength. Decibel (dB) is a relative measure of signal loss or gain and is used to mea-
sure the logarithmic loss or gain of a signal. Amplification is the opposite of atten-
uation. When a signal is amplified by an amplifier, the signal gains in decibels.

Because attenuation is a logarithmic loss and the decibel is a logarithmic value,
calculating the overall loss or gain of a system involves adding all the individual
decibel losses and gains. Figure 2-10 shows a communication line running from
point A, through point B, and ending at point C. The communication line from A
to B experiences a 10 dB loss, point B has a 20 dB amplifier (that is, a 20 dB gain
occurs at point B), and the communication line from B to C experiences a 15 dB
loss. What is the overall gain or loss of the signal between point A and point C? To
answer this question, add all dB gains and losses:

~10 dB + 20 dB + (-15 dB) = -5 dB

Figure 2-10
Example demonstrating
decibel loss and gain

Let us return to the earlier example of the network specialist telling you that it
may not be possible to install a computer workstation as planned. You now under-
stand that signals lose strength over distance. Although you do not know how
much signal would be lost, nor at what point the strength of the signal would be
weaker than the noise, you can trust part of what the network specialist told you.
But let us investigate a little further. If a signal loses 3 dB, for example, is this a sig-
nificant loss or not?

The decibel is a relative measure of signal loss or gain and is expressed as

dB =10 loglo (PZ / Pl)

in which P, and Py are the ending and beginning power levels, respectively, of the
signal expressed in watts. If a signal starts at a transmitter with 10 watts of power
and arrives at a receiver with 5 watts of power, the signal loss in dB is calculated as
follows:

dB =10 log;( (5/10)
=10 IOglo (05)
=10 (<0.3)
=3
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In other words, a 3 dB loss occurs between the transmitter and receiver.
Because decibel is a relative measure of loss or gain, you cannot take a single power
level at time ¢t and compute the decibel value of that signal without having a refer-
ence or a beginning power level.

Rather than remembering this formula, let us use a shortcut. As we saw from the
previous calculation, any time a signal loses half its power, a 3 dB loss occurs. If the
signal drops from 10 watts to 5 watts, that is a 3 dB loss. If the signal drops from 1000
watts to 500 watts, this still is a 3 dB loss. Conversely, a signal whose strength is dou-
bled experiences a 3 dB gain. It follows then that if a signal drops from 1000 watts to
250 watts, this is a 6 dB loss (1000 to 500 is a 3 dB loss, and 500 to 250 corresponds
to another 3 dB). Now we have a little better understanding of the terminology. If
the network specialist tells us a given section of wiring loses 6 dB, for example, then
the signal traveling through that wire has lost three-quarters of its power!

Now that we are up to speed on the fundamentals of and differences between
data and signals, let us investigate how to convert data into signals for transmission.

Converting Data into Signals

Like signals, data can be analog or digital. Often, analog signals convey analog
data, and digital signals convey digital data. However, you can use analog signals to
convey digital data and digital signals to convey analog data. The decision about
whether to use analog or digital signals often depends on the transmission equip-
ment and the environment in which the signals must travel. Recall that certain
electronic equipment is capable of supporting only analog signals, while other
types of equipment support only digital signals. For example, the telephone system
was created to transmit human voice, which is analog data. Thus, the telephone
system was originally designed to transmit analog signals. Although telephone
wiring is capable of carrying either analog or digital signals, the electronic equip-
ment used to amplify and remove noise from many of the lines can accept only
analog signals. Therefore, to transmit digital data from a computer over these tele-
phone lines, it is common to use analog signals. Transmitting analog data with
digital signals is also fairly common. Originally, cable television companies trans-
mitted analog television channels using analog signals. More recently, the analog
television channels are converted to digital signals in order to provide clearer
images and higher definition signals. As we saw in the chapter introduction, broad-
cast television is now transmitting using digital signals. As you can see from these
examples, there are four main combinations of data and signals:

Analog data transmitted using analog signals
Digital data transmitted using digital signals
Digital data transmitted using discrete analog signals
Analog data transmitted using digital signals

Let us examine each of these in turn.

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Fundamentals of Data and Signals 45

Transmitting analog data with analog signals

Of the four combinations of data and signals, the analog data-to-analog signal
conversion is probably the simplest to comprehend. This is because the data
is an analog waveform that is simply being transformed to another analog wave-
form, the signal, for transmission. The basic operation performed is modulation.
Modulation is the process of sending data over a signal by varying either its ampli-
tude, frequency, or phase. Land-line telephones, AM radio, FM radio, and pre-June
2009 broadcast television are the most common examples of analog data-to-analog
signal conversion. Consider Figure 2-11, which shows AM radio as an example. The
audio data generated by the radio station might appear like the first sine wave
shown in the figure. To convey this analog data, the station uses a carrier wave sig-
nal, like that shown in Figure 2-11(b). In the modulation process, the original
audio waveform and the carrier wave are essentially added together to produce the
third waveform. Note how the dotted lines superimposed over the third waveform
follow the same outline as the original audio waveform. Here, the original audio
data has been modulated onto a particular carrier frequency (the frequency at
which you set the dial to tune in a station) using amplitude modulation—hence,
the name AM radio. Frequency modulation also can be used in similar ways to
modulate analog data onto an analog signal, and it yields FM radio.

Figure 2-11
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Transmitting digital data with digital signals: Digital encoding schemes

To transmit digital data using digital signals, the 1s and Os of the digital data must be
converted to the proper physical form that can be transmitted over a wire or airwave.
Thus, if you wish to transmit a data value of 1, you could do this by transmitting
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a positive voltage on the medium. If you wish to transmit a data value of 0, you
could transmit a zero voltage. You could also use the opposite scheme: a data value of
0 is positive voltage, and a data value of 1 is a zero voltage. Digital encoding schemes
like this are used to convert the Os and 1s of digital data into the appropriate trans-
mission form. We will examine six digital encoding schemes that are representative
of most digital encoding schemes: NRZ-L, NRZI, Manchester, differential Manchester,
bipolar-AMI, and 4B/5B.

Nonreturn to Zero Digital Encoding Schemes

The nonreturn to zero-level (NRZ-L) digital encoding scheme transmits 1s as zero
voltages and Os as positive voltages. The NRZ-L encoding scheme is simple to gen-
erate and inexpensive to implement in hardware. Figure 2-12(a) shows an example
of the NRZ-L scheme.

Figure 2-12
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The second digital encoding scheme, shown in Figure 2-12(b), is nonreturn to
zero inverted (NRZI). This encoding scheme has a voltage change at the beginning of
a 1 and no voltage change at the beginning of a 0. A fundamental difference exists
between NRZ-L and NRZI. With NRZ-L, the receiver has to check the voltage level for
each bit to determine whether the bit is a O or a 1. With NRZI, the receiver has to check
whether there is a change at the beginning of the bit to determine if it isa O or a 1. Look
again at Figure 2-12 to see this difference between the two NRZ schemes.

An inherent problem with the NRZ-L and NRZI digital encoding schemes is
that long sequences of Os in the data produce a signal that never changes. Often
the receiver looks for signal changes so that it can synchronize its reading of the
data with the actual data pattern. If a long string of Os is transmitted and the signal
does not change, how can the receiver tell when one bit ends and the next bit
begins? (Imagine how hard it would be to dance to a song that has no regular beat,
or worse, no beat at all.) One potential solution is to install in the receiver an inter-
nal clock that knows when to look for each successive bit. But what if the receiver
has a different clock from the one the transmitter used to generate the signals?
Who is to say that these two clocks keep the same time? A more accurate system
would generate a signal that has a change for each and every bit. If the receiver
could count on each bit having some form of signal change, then it could stay syn-
chronized with the incoming data stream.

Manchester Digital Encoding Schemes

The Manchester class of digital encoding schemes ensures that each bit has some
type of signal change, and thus solves the synchronization problem. Shown in
Figure 2-12(c), the Manchester encoding scheme has the following properties: to
transmit a 1, the signal changes from low to high in the middle of the interval; to
transmit a 0, the signal changes from high to low in the middle of the interval.
Note that the transition is always in the middle, a 1 is a low-to-high transition, and
a 0 is a high-to-low transition. Thus, if the signal is currently low and the next bit
to transmit is a 0, the signal has to move from low to high at the beginning of the
interval so that it can do the high-to-low transition in the middle. Manchester
encoding is used in most local area networks for transmitting digital data over
a local area network cable.

The differential Manchester digital encoding scheme, which is also used in
some local area networks for transmitting digital data over a local area network
cable, is similar to the Manchester scheme in that there is always a transition in
the middle of the interval. But unlike the Manchester code, the direction of this
transition in the middle does not differentiate between a O or a 1. Instead, if there
is a transition at the beginning of the interval, then a O is being transmitted. If
there is no transition at the beginning of the interval, then a 1 is being transmit-
ted. Because the receiver must watch the beginning of the interval to determine
the value of the bit, the differential Manchester is similar to the NRZI scheme
(in this one respect). Figure 2-12(d) shows an example of differential Manchester
encoding.

The Manchester schemes have an advantage over the NRZ schemes: In the
Manchester schemes, there is always a transition in the middle of a bit. Thus, the
receiver can expect a signal change at regular intervals and can synchronize itself
with the incoming bit stream. The Manchester encoding schemes are called
self-clocking, because the occurrence of a regular transition is similar to seconds
ticking on a clock. As you will see in Chapter Four, it is very important for
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a receiver to stay synchronized with the incoming bit stream, and the Manchester
codes allow a receiver to achieve this synchronization.

The big disadvantage of the Manchester schemes is that roughly half the time
there will be two transitions during each bit. For example, if the differential Man-
chester encoding scheme is used to transmit a series of Os, then the signal has to
change at the beginning of each bit, as well as change in the middle of each bit.
Thus, for each data value O, the signal changes twice. The number of times a signal
changes value per second is called the baud rate, or simply baud. In Figure 2-13, a
series of binary Os is transmitted using the differential Manchester encoding
scheme. Note that the signal changes twice for each bit. After one second, the signal
has changed 10 times. Therefore, the baud rate is 10. During that same time period,
only 5 bits were transmitted. The data rate, measured in bits per second (bps), is
5, which in this case is one-half the baud rate. Many individuals mistakenly equate
baud rate to bps (or data rate). Under some circumstances, the baud rate may equal
the bps, such as in the NRZ-L or NRZI encoding schemes shown in Figure 2-12. In
these, there is at most one signal change for each bit transmitted. But with schemes
such as the Manchester codes, the baud rate is not equal to the bps.

Figure 2-13
Transmitting five
binary 0s using
differential Manchester
encoding

Voltage —»

Why does it matter that some encoding schemes have a baud rate twice the
bps? Because the Manchester codes have a baud rate that is twice the bps, and the
NRZ-L and NRZI codes have a baud rate that is equal to the bps, hardware that gen-
erates a Manchester-encoded signal has to work twice as fast as hardware that gen-
erates a NRZ-encoded signal. If 100 million Os per second are transmitted using dif-
ferential Manchester encoding, the signal has to change 200 million times per
second (as opposed to 100 million times per second with NRZ encoding). As with
most things in life, you do not get something for nothing. Hardware or software
that handles the Manchester encoding schemes is more elaborate and more costly
than the hardware or software that handles the NRZ encoding schemes. More
importantly, as we shall soon see, signals that change at a higher rate of speed are
more susceptible to noise and errors.

Bipolar-AMI Encoding Scheme

The bipolar-AMI encoding scheme is unique among all the encoding schemes seen
thus far because it uses three voltage levels. When a device transmits a binary 0, a
zero voltage is transmitted. When the device transmits a binary 1, either a positive
voltage or a negative voltage is transmitted. Which of these is transmitted depends
on the binary 1 value that was last transmitted. For example, if the last binary 1
transmitted a positive voltage, then the next binary 1 will transmit a negative volt-
age. Likewise, if the last binary 1 transmitted a negative voltage, then the next
binary 1 will transmit a positive voltage (Figure 2-12).
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The bipolar scheme has two obvious disadvantages. First, as you can see in
Figure 2-12(e), we have the long-string-of-Os synchronization problem again, as we
had with the NRZ schemes. Second, the hardware must now be capable of generat-
ing and recognizing negative voltages as well as positive voltages. On the other
hand, the primary advantage of a bipolar scheme is that when all the voltages are
added together after a long transmission, there should be a total voltage of zero.
That is, the positive and negative voltages essentially cancel each other out. This
type of zero voltage sum can be useful in certain types of electronic systems (the
question of why this is useful is beyond the scope of this text).

4B/5B Digital Encoding Scheme
The Manchester encoding schemes solve the synchronization problem but are rela-
tively inefficient because they have a baud rate that is twice the bps. The 4B/5B
scheme tries to satisfy the synchronization problem and avoid the “baud equals
two times the bps” problem. The 4B/5B encoding scheme takes 4 bits of data, con-
verts the 4 bits into a unique 5-bit sequence, and encodes the 5 bits using NRZI.
The first step the hardware performs in generating the 4B/5B code is to convert
4-bit quantities of the original data into new 5-bit quantities. Using 5 bits (or five
Os and 1s) to represent one value yields 32 potential combinations (25 = 32). Of
these possibilities, only 16 combinations are used, so that no code has three or
more consecutive Os. This way, if the transmitting device transmits the 5-bit quan-
tities using NRZI encoding, there will never be more than two Os in a row transmit-
ted (unless one 5-bit character ends with 00, and the next 5-bit character begins
with a 0). If you never transmit more than two Os in a row using NRZI encoding,
then you will never have a long period in which there is no signal transition.
Figure 2-14 shows the 4B/5B code in detail.

Figure 2-14 Valid Data Symbols
The 4B/58 digital Original 4-bit data New 5-bit code
encoding scheme 0000 11110
0001 01001
0010 10100
0011 10101
0100 01010
0101 010M Invalid codes
0110 01110 00001
011 01111 00010
1000 10010 00011
10071 10011 01000
1010 10110 10000
1011 10111
1100 11010
1101 11011
1110 11100
1111 11101
T
OOOO Becomes 1 1 1 1 0 Transmitted 711 10
Original 5-Bit Encoded As NRZI Encoded
Data Data Signal
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How does the 4B/5B code work? Let us say, for example, that the next 4 bits in a
data stream to be transmitted are 0000, which, you can see, has a string of consecutive
zeros and therefore would create a signal that does not change. Looking at the first
column in Figure 2-14, we see that 4B/5B encoding replaces 0000 with 11110. Note
that 11110, like all the 5-bit codes in the second column of Figure 2-14, does not have
more than two consecutive zeros. Having replaced 0000 with 11110, the hardware
will now transmit 11110. Because this 5-bit code is transmitted using NRZI, the baud
rate equals the bps and thus is more efficient. Unfortunately, converting a 4-bit code
to a 5-bit code creates a 20 percent overhead (one extra bit). Compare that to a Man-
chester code, in which the baud rate can be twice the bps and thus yield a 100 percent
overhead. Clearly, a 20 percent overhead is better than a 100 percent overhead. Many
of the newer digital encoding systems that use fiber-optic cable also use techniques
that are quite similar to 4B/5B. Thus, an understanding of the simpler 4B/5B can lead
to an understanding of some of the newer digital encoding techniques.

Transmitting digital data with discrete analog signals

The technique of converting digital data to an analog signal is also an example of
modulation. But in this type of modulation, the analog signal takes on a discrete
number of signal levels. It could be as simple as two signal levels (such as the first
technique shown in the next paragraph) or something more complex as 256 levels
as is used with digital television signals. The receiver then looks specifically for these
unique signal levels. Thus, even though they are fundamentally analog signals, they
operate with a discrete number of levels, much like a digital signal from the previ-
ous section. So to avoid confusion, we’ll label them discrete analog signals. Let’s
examine a number of these discrete modulation techniques beginning with the sim-
pler techniques (shift keying) and ending with the more complex techniques used
for systems such as digital television signals—quadrature amplitude modulation.

Amplitude Shift Keying

The simplest modulation technique is amplitude shift keying. As shown in
Figure 2-15, a data value of 1 and a data value of O are represented by two different
amplitudes of a signal. For example, the higher amplitude could represent a 1,
while the lower amplitude (or zero amplitude) could represent a 0. Note that during
each bit period, the amplitude of the signal is constant.

Figure 2-15
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Amplitude shift keying is not restricted to two possible amplitude levels. For
example, we could create an amplitude shift keying technique that incorporates
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four different amplitude levels, as shown in Figure 2-16. Each of the four different
amplitude levels would represent 2 bits. You might recall that when counting in
binary, 2 bits yield four possible combinations: 00, 01, 10, and 11. Thus, every time
the signal changes (every time the amplitude changes), 2 bits are transmitted. As
a result, the data rate (bps) is twice the baud rate. This is the opposite of a Man-
chester code in which the data rate is one-half the baud rate. A system that trans-
mits 2 bits per signal change is more efficient than one that requires two signal
changes for every bit.

Figure 2-16
Amplitude shift keying
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amplitude levels 00
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Amplitude shift keying has a weakness: It is susceptible to sudden noise
impulses such as the static charges created by a lightning storm. When a signal is
disrupted by a large static discharge, the signal experiences significant increases in
amplitude. For this reason, and because it is difficult to accurately distinguish
among more than just a few amplitude levels, amplitude shift keying is one of the
least efficient encoding techniques and is not used on systems that require a high
data transmission rate. When transmitting data over standard telephone lines,
amplitude shift keying typically does not exceed 1200 bps.

Voltage —»

Time —»

Frequency Shift Keying
Frequency shift keying uses two different frequency ranges to represent data val-
ues of 0 and 1, as shown in Figure 2-17. For example, the lower frequency signal
might represent a 1, while the higher frequency signal might represent a 0. During
each bit period, the frequency of the signal is constant.
Figure 2-17
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Unlike amplitude shift keying, frequency shift keying does not have a problem
with sudden noise spikes that can cause loss of data. Nonetheless, frequency shift
keying is not perfect. It is subject to intermodulation distortion, a phenomenon
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that occurs when the frequencies of two or more signals mix together and create
new frequencies. Thus, like amplitude shift keying, frequency shift keying is not
used on systems that require a high data rate.

Phase Shift Keying

A third modulation technique is phase shift keying. Phase shift keying represents
Os and 1s by different changes in the phase of a waveform. For example, a O could
be no phase change, while a 1 could be a phase change of 180 degrees, as shown in

Figure 2-18.
Figure 2-18
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Phase changes are not affected by amplitude changes, nor are they affected by
intermodulation distortions. Thus, phase shift keying is less susceptible to noise
and can be used at higher frequencies. Phase shift keying is so accurate that the
signal transmitter can increase efficiency by introducing multiple phase-shift
angles. For example, quadrature phase shift keying incorporates four different
phase angles, each of which represents 2 bits: a 45-degree phase shift represents a
data value of 11, a 135-degree phase shift represents 10, a 225-degree phase shift
represents 01, and a 315-degree phase shift represents 00. Figure 2-19 shows a sim-
plified drawing of these four different phase shifts. Because each phase shift repre-
sents 2 bits, quadrature phase shift keying has double the efficiency of simple
phase shift keying. With this encoding technique, one signal change equals 2 bits
of information; that is, 1 baud equals 2 bps.

The efficiency of this technique can be increased even further by combining
12 different phase-shift angles with two different amplitudes. Figure 2-20(a)
(known as a constellation diagram) shows 12 different phase-shift angles with 12
arcs radiating from a central point. Two different amplitudes are applied on each of
four angles. Figure 2-20(b) shows a phase shift with two different amplitudes. Thus,
eight phase angles have a single amplitude, and four phase angles have double
amplitudes, resulting in 16 different combinations. This encoding technique is an
example from a family of encoding techniques termed quadrature amplitude
modulation, which is commonly employed in contemporary modems and uses
each signal change to represent 4 bits (4 bits yield 16 combinations). Therefore, the
bps of the data transmitted using quadrature amplitude modulation is four times
the baud rate. For example, a system using a signal with a baud rate of 2400
achieves a data transfer rate of 9600 bps (4 x 2400). Interestingly, it is techniques
like this that enable us to access the Internet via DSL and watch digital television
broadcasts.
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Transmitting analog data with digital signals

It is often necessary to transmit analog data over a digital medium. For example,
many scientific laboratories have testing equipment that generates test results as
analog data. This analog data is converted to digital signals so that the original data
can be transmitted through a computer system and eventually stored in memory or
on a magnetic disk. A music recording company that creates a CD also converts ana-
log data to digital signals. An artist performs a song that produces music, which is
analog data. A device then converts this analog data to digital data so that the
binary 1s and Os of the digitized music can be stored, edited, and eventually
recorded on a CD. When the CD is used, a person inserts the disc into a CD player
that converts the binary 1s and Os back to analog music. Let us look at the two tech-
niques for converting analog data to digital signals.

Pulse Code Modulation

One encoding technique that converts analog data to a digital signal is pulse code
modulation (PCM). Hardware—specifically, a codec—converts the analog data to
a digital signal by tracking the analog waveform and taking “snapshots” of the ana-
log data at fixed intervals. Taking a snapshot involves calculating the height, or
voltage, of the analog waveform above a given threshold. This height, which is an
analog value, is converted to an equivalent fixed-sized binary value. This binary
value can then be transmitted by means of a digital encoding format. Tracking an
analog waveform and converting it to pulses that represent the wave’s height
above (or below) a threshold is termed pulse amplitude modulation (PAM). The
term “pulse code modulation” actually applies to the conversion of these individ-
ual pulses into binary values. For the sake of brevity, however, we will refer to the
entire process simply as pulse code modulation.

Figure 2-21 shows an example of pulse code modulation. At time ¢ (on the x-axis),
a snapshot of the analog waveform is taken, resulting in the decimal value 14 (on
the y-axis). The 14 is converted to a 5-bit binary value (such as 01110) by the codec
and transmitted to a device for storage. In Figure 2-21, the y-axis is divided into
32 gradations, or quantization levels. (Note that the values on the y-axis run from
0 to 31, corresponding to 32 divisions.) Because there are 32 quantization levels,
each snapshot generates a 5-bit value (25 = 32).

What happens if the snapshot value falls between 13 and 14? If it is closer to
14, we would approximate and select 14. If closer to 13, we would approximate and
select 13. Either way, our approximation would introduce an error into the encod-
ing because we did not encode the exact value of the waveform. This type of error
is called quantization error, or quantization noise, and causes the regenerated
analog data to differ from the original analog data.

To reduce this type of quantization error, we could have tuned the y-axis more
finely by dividing it into 64 (i.e., double the number of) quantization levels. As
always, we do not get something for nothing. This extra precision would have required
the hardware to be more precise, and it would have generated a larger bit value for
each sample (because 64 quantization levels requires a 6-bit value, or 26 = 64). Con-
tinuing with the encoding of the waveform in Figure 2-21, we see that at time 2t¢, the
codec takes a second snapshot. The voltage of the waveform here is found to have a
decimal value of 6, and so this 6 is converted to a second 5-bit binary value and
stored. The encoding process continues in this way—with the codec taking snapshots,
converting the voltage values (also known as PAM values) to binary form, and storing
them—for the length of the waveform.
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To reconstruct the original analog waveform from the stored digital values, spe-
cial hardware converts each n-bit binary value back to decimal and generates an
electric pulse of appropriate magnitude (height). With a continuous incoming
stream of converted values, a waveform close to the original can be reconstructed,
as shown in Figure 2-22.

Figure 2-22
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Sometimes this reconstructed waveform is not a good reproduction of the origi-
nal. What can be done to increase the accuracy of the reproduced waveform? As we
have already seen, we might be able to increase the number of quantization levels
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on the y-axis. Also, the closer the snapshots are taken to one another (the smaller
the time intervals between snapshots, or the finer the resolution), the more accu-
rate the reconstructed waveform will be. Figure 2-23 shows a reconstruction that is
closer to the original analog waveform. Once again, however, you do not get some-
thing for nothing. To take the snapshots at shorter time intervals, the codec must
be of high enough quality to track the incoming signal quickly and perform the
necessary conversions. And the more snapshots taken per second, the more binary
data generated per second. The frequency at which the snapshots are taken is
called the sampling rate. If the codec takes samples at an unnecessarily high sam-
pling rate, it will expend much energy for little gain in the resolution of the wave-
form’s reconstruction. More often codec systems generate too few samples—use
a low sampling rate—which reconstructs a waveform that is not an accurate repro-
duction of the original.

Figure 2-23
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What then is the optimal balance between too high a sampling rate and too
low? According to a famous communications theorem created by Nyquist, the
sampling rate using pulse code modulation must be at least twice the highest fre-
quency of the original analog waveform to ensure a reasonable reproduction.
Using the telephone system as an example and assuming that the highest possible
voice frequency is 3400 Hz, the sampling rate should be at least 6800 samples per
second to ensure reasonable reproduction of the analog waveform. The telephone
system actually allocates a 4000-Hz channel for a voice signal, and thus samples at
8000 times per second.
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Delta Modulation

A second method of analog data-to-digital signal conversion is delta modulation.
Figure 2-24 shows an example. With delta modulation, a codec tracks the
incoming analog data by assessing up or down “steps.” During each time period,
the codec determines whether the waveform has risen one delta step or dropped
one delta step. If the waveform rises one delta step, a 1 is transmitted. If the
waveform drops one delta step, a O is transmitted. With this encoding technique,
only 1 bit per sample is generated. Thus, the conversion from analog to digital
using delta modulation is quicker than with pulse code modulation, in which
each analog value is first converted to a PAM value, and then the PAM value is
converted to binary.

Two problems are inherent with delta modulation. If the analog waveform
rises or drops too quickly, the codec may not be able to keep up with the change,
and slope overload noise results. What if a device is trying to digitize a voice or
music that maintains a constant frequency and amplitude, like one person singing
one note at a steady volume? Analog waveforms that do not change at all present
the other problem for delta modulation. Because the codec outputs a 1 or a O only
for a rise or a fall, respectively, a nonchanging waveform generates a pattern of
1010101010..., thus generating quantizing noise. Figure 2-24 demonstrates delta
modulation and shows both slope overload noise and quantizing noise.

Figure 2-24
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The Relationship between Frequency and Bits per Second

When a network application is slow, users often demand that
the network specialists transmit the data faster and thus solve
the problem. What many network users do not understand is
that if you want to send data at a faster rate, one or two things
must change: (1) the data must be transmitted with a higher fre-
quency signal, or (2) more bits per baud must be transmitted.
Furthermore, neither of these solutions will work unless the
medium that transmits the signal is capable of supporting the
higher frequencies. To begin to understand all these interdepen-
dencies, it is helpful to both understand the relationship
between bits per second and the frequency of a signal and be
able to use two simple measures—Nyquist’s theorem and Shan-
non’s theorem—to calculate the data transfer rate of a system.

An important relationship exists between the frequency of
a signal and the number of bits a signal can convey per sec-
ond: The greater the frequency of a signal, the higher the
possible data transfer rate. The converse is also true: The
higher the desired data transfer rate, the greater the needed
signal frequency. You can see a direct relationship between
the frequency of a signal and the transfer rate (in bits per sec-
ond, or bps) of the data that a signal can carry. Consider the
amplitude modulation encoding, shown twice in Figure 2-25,
of the bit string 1010.... In the first part of Figure 2-25, the
signal (amplitude) changes four times during a one-second
period (baud rate equals 4). The frequency of this signal is 8
Hz (8 complete cycles in one second), and the data transfer
rate is 4 bps. In the second part of the figure, the signal
changes amplitude eight times (baud rate equals 8) during a
one-second period. The frequency of the signal is 16 Hz, and
the data transfer rate is 8 bps. As the frequency of the signal
increases, the data transfer rate (in bps) increases.

This example is simple because it contains only two signal
levels (amplitudes), one for a binary 0 and one for a binary 1.
What if we had an encoding technique with four signal levels,
as shown in Figure 2-26? Because there are four signal levels,
each signal level can represent 2 bits. More precisely, the first

T 1 0 1 o
VAN IVAWAE
<
g VALY, VARV
(@) 4 bps, 8 Hz Time —» : 1 Second
T 1 0 1 0 1 0 (U
@ NA AN NN AN
E" VAV V'V VvV V
= H
= |(b) 8 bps, 16 Hz Time —» 11 Second

Figure 2-25 Comparison of signal frequency with bits per second
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signal level can represent a binary 00, the second a 01, the
third a 10, and the fourth signal level a binary 11. Now when
the signal level changes, 2 bits of data will be transferred.

10

01

00

Voltage —»

n Time—>

Figure 2-26 Hypothetical signaling technique with
four signal levels

Two formulas express the direct relationship between the
frequency of a signal and its data transfer rate: Nyquist’s theo-
rem and Shannon’s theorem. Nyquist’s theorem calculates
the data transfer rate of a signal using its frequency and the
number of signaling levels:

C=2fxlog, (L)
in which Cis how fast the data can transfer over a medium in
bits per second (the channel capacity), f is the frequency of
the signal, and L is the number of signaling levels. For exam-
ple, given a 3100-Hz signal and two signaling levels, the
resulting channel capacity is 6200 bps, which results from
23100 x log; (2) = 2 x 3100 x 1. Be careful to use log, and
not logq. A 3100-Hz signal with four signaling levels yields
12,400 bps. Note further that the Nyquist formula does not
incorporate noise, which is always present. (Shannon’s for-
mula, shown next, does.) Thus, many use the Nyquist formula
not to solve for the data rate, but instead, given the data rate
and frequency, to solve for the number of signal levels L.

Shannon’s theorem calculates the maximum data trans-
fer rate of an analog signal (with any number of signal levels)
and incorporates noise:

Data rate = f x log, (1 + S/N)
in which the data rate is in bits per second, f is the frequency
of the signal, S is the power of the signal in watts, and N is the
power of the noise in watts.

Consider a 3100-Hz signal with a power level of 0.2 watts
and a noise level of 0.0002 watts:
=3100 x log, (1 + 0.2/0.0002)
=3100 x log, (1001)
=3100x9.97
=30,901 bps
(If your calculator does not have a log, key, as most do not,

you can always approximate an answer by taking the log;,
and then dividing by 0.301.)

Data rate
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Data Codes

One of the most common forms of data transmitted between a transmitter and a
receiver is textual data. For example, banking institutions that wish to transfer
money often transmit textual information, such as account numbers, names of
account owners, bank names, addresses, and the amount of money to be trans-
ferred. This textual information is transmitted as a sequence of characters. To dis-
tinguish one character from another, each character is represented by a unique
binary pattern of 1s and Os. The set of all textual characters or symbols and their
corresponding binary patterns is called a data code. Three important data codes
are EBCDIC, ASCII, and Unicode. Let us examine each of these in that order.

EBCDIC

The Extended Binary Coded Decimal Interchange Code, or EBCDIC, is an 8-bit
code allowing 256 (28 = 256) possible combinations of textual symbols. These 256
combinations of textual symbols include all uppercase and lowercase letters, the
digits O to 9, a large number of special symbols and punctuation marks, and a
number of control characters. The control characters, such as linefeed (LF) and
carriage return (CR), provide control between a processor and an input/output
device. Certain control characters provide data transfer control between a com-
puter source and computer destination. All the EBCDIC characters are shown in
Figure 2-27.

Figure 2-27
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For example, if you want a computer to send the message “Transfer $1200.00”
using EBCDIC, the following characters would be sent:

1110 0011 T
1001 1001 r
1000 0001 a
1001 0101 n
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1010 0010
1000 0110
1000 0101
1001 1001
0100 0000 space
0101 1011
1111 0001
1111 0010
1111 0000
1111 0000
0101 1100
1111 0000
1111 0000 0

= D = w»n

S OO O N =

IBM mainframe computers are major users of the EBCDIC character set.

ASClI
The American Standard Code for Information Interchange (ASCII) is a government
standard in the United States and is one of the most widely used data codes in the
world. The ASCII character set exists in a few different forms, including a 7-bit ver-
sion that allows for 128 (27 = 128) possible combinations of textual symbols, repre-
senting uppercase and lowercase letters, the digits O to 9, special symbols, and con-
trol characters. Because the byte, which consists of 8 bits, is a common unit of data,
the 7-bit version of ASCII characters usually includes an eighth bit. This eighth bit
can be used to detect transmission errors (a topic that will be discussed in Chapter
Six). It can provide for 128 additional characters defined by the application using
the ASCII code set, or it can simply be a binary 0. Figure 2-28 shows the ASCII char-
acter set and the corresponding 7-bit values.
Figure 2-28
The ASCII character set High-Order Bits (7, 6, 5)
000 001 010 011 100 101 110 111
0000 NUL DLE SPACE 0 @ P ) p
0001 SOH DC1 ! 1 A Q a q
= 0010 STX DC2 “ 2 B R b r
~ 0011 ETX DC3 # 3 C S C S
o 0100 EOT DC4 $ 4 D T d t
E 0101 ENQ NAK % 5 E U e u
= 0110 ACK SYN & 6 F \% f v
_ag 0111 BEL ETB ¢ 7 G w g w
S 1000 BS CAN ( 8 H X h X
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1011 vT ESC + ; K [ k {
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1101 (R GS - = M ] m }
1110 SO RS . > N ~ n ~
111 N us / ? 0 — (o] DEL
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To send the message “Transfer $1200.00” using ASCII, the corresponding
characters would be:

1010100
1110010
1100001
1101110
1110011
1100110
1100101
1110010
0100000 space
0100100 $
0110001 1
0110010 2

0

0

e T N R S-SR

0110000
0110000
0101110 .
0110000 0
0110000 0

Unicode

One of the major problems with both EBCDIC and ASCII is that they cannot repre-
sent symbols other than those found in the English language. Further, they cannot
even represent all the different types of symbols in the English language, for exam-
ple many of the technical symbols used in engineering and mathematics. And
what if we want to represent the other languages around the world? For this, what
we need is a more powerful encoding technique—Unicode. Unicode is an encod-
ing technique that provides a unique coding value for every character in every lan-
guage, no matter what the platform. Currently, Unicode supports more than 110
different code charts (languages and symbol sets). For example, the Greek
symbol B has the Unicode value of hexadecimal 03B2 (binary 0000 0011 1011
0010). Even ASCII is one of the supported code charts. Many of the large computer
companies such as Apple, HP, IBM, Microsoft, Oracle, Sun, and Unisys have
adopted Unicode, and many others feel that its acceptance will continue to
increase with time. As the computer industry becomes more of a global market,
Unicode will continue to grow in importance. Because Unicode is so large, we will
not show it here. If you are interested, you can view the Unicode Web site at
www.unicode.org.

Returning to the example of sending a textual message, if you sent “Transfer
$1200.00” using Unicode, the corresponding characters would be:

0000 0000 0101 0100
0000 0000 0111 0010
0000 0000 0110 0001
0000 0000 0110 1110
0000 0000 0111 0011
0000 0000 0110 0110

I I e VR
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0000 0000 0110 0101 e

0000 0000 0111 0010 r

0000 0000 0010 0000 space
0000 0000 0010 0100
0000 0000 0011 0001
0000 0000 0011 0010
0000 0000 0011 0000
0000 0000 0011 0000
0000 0000 0010 1110
0000 0000 0011 0000
0000 0000 0011 0000 O

O O N = -

o -

Data and Signal Conversions In Action:
Two Examples

Let us examine two typical business applications in which a variety of data and signal conversions
are performed to see how analog and digital data, analog and digital signals, and data codes
work together. First, consider a person at work who wants to send an e-mail to a colleague, asking
about the time for the next meeting. For simplicity, let us assume the message says, “Sam, what
time is the meeting with accounting? Hannah” and that it is being sent from a microcomputer
connected to a local area network, which, in turn, is connected to the Internet. We will pretend
this is a small business, so the connection to the Internet is over a dial-up modem (Figure 2-29).

Figure 2-29

User sending e-mail
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computer over a local
area network and the
Internet, via a modem
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Hannah enters the message into the e-mail program and clicks the Send icon. The e-mail
program prepares the e-mail message, which contains the data “Sam, what time is the meeting
with accounting? Hannah” plus whatever other information is necessary for the e-mail program
to send the message properly. Because this e-mail program uses ASCII, the text of this message is
converted to the following:

Original message : Sam, what time is the meeting with accounting? Hannah
ASClI string : 1010011 1100001 1101101 ...  (For brevity, only the
S a m “Sam” portion of the message

appears here in ASCII.)

Next, the ASCII message is transmitted over a local area network (LAN) within the company.
Assume this LAN uses differential Manchester encoding. The ASCII string now appears as a digital
signal, as shown in Figure 2-30.
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Figure 2-30
The first three letters of
the message “Sam, T
what time is the g
meeting with =
accounting? Hannah” =
using differential
Manchester encoding
Time —»

This differential Manchester encoding of the message travels over the local area network
and arrives at another computer, which is connected to a modem. This computer converts the
message back to an ASCII string and then transmits the ASCII string to the modem. The modem
prepares the message for transmission over the Internet, using frequency modulation. For
brevity, only the first 7 bits of the ASCII string (corresponding, in this case, to the “S” in Sam) are
converted using simple frequency shift keying (Figure 2-31).

Figure 2-31
The frequency
modulated signal for

the letter “S”

Voltage —»

This frequency modulated signal travels over the telephone lines and arrives at the appro-
priate Internet gateway (the Internet service provider), which demodulates the signal into an
ASCII string. From there, the ASCII string representing the original message moves out to the
Internet and finally arrives at the intended receiver’s computer. The process of transmitting over
the Internet and delivering the message to the intended receiver’s computer involves several
more code conversions. Because we have not yet discussed what happens over the Internet, nor
do we know what kind of connection the receiver has, this portion of the example has been
omitted. Nevertheless, this relatively simple example demonstrates the number of times a con-
version from data to signal to data is performed during a message transfer.

A second example involves the commonplace telephone. The telephone system in the United
States is an increasingly complex marriage of traditionally analog telephone lines and modern dig-
ital technology. About the only portion of the telephone system that remains analog is the local
loop—the wire that leaves your house, apartment, or business and runs to the nearest telephone
switching center. Your voice, as you speak into the telephone, is analog data that is converted to an
analog signal that travels over a wire to the local switching center, where it is digitized and trans-
mitted to another switching center somewhere in the vast telephone network.

Because the human voice is analog, but a good portion of the telephone system is digital, what
kind of analog-to-digital signal conversions are performed? As mentioned earlier in the chapter, the
human voice occupies analog frequencies from 300 Hz to 3400 Hz and is transmitted over the tele-
phone system with a bandwidth of 4000 Hz (4 kHz). When this 4000-Hz signal reaches the local tele-
phone office, it is sampled at two times the greatest frequency (according to Nyquist’s theorem), or
8000 samples per second. Telephone studies have shown that the human voice can be digitized
using only 128 different quantization levels. Since 27 equals 128, each of the 8000 samples per
second can be converted into a 7-bit value, yielding 8000 x 7, or 56,000 bits per second. If the voice

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



64 Chapter 2

signal were digitized using 256 different quantization levels, it would generate a 64,000-bps signal
(256 = 28, 8 x 8000 yields 64,000). How are these 64,000 bits per second then sent over a wire or air-
wave? That depends upon the modulation technique chosen. Lower speed data streams might use
frequency modulation, while higher speed streams would probably use some variation of quadrature
amplitude modulation. So to summarize, we started with an analog human voice, which was digi-
tized, and then converted back to an analog signal for transmission. Two more similar and common
examples are digital cable television and digital broadcast television.

As has been stated, to send a person’s voice over a telephone circuit, 128 quantization
levels are adequate. But what if we want to make a recording of an artist singing a song and
playing a guitar? Assuming that we wanted to create a recording of sufficiently high quality to
burn on a CD, we would need many more than 128 different quantization levels. In fact, digitiz-
ing a song in order to burn it onto a CD requires thousands, maybe even tens of thousands, of
quantization levels. More precisely, a music CD has a sampling rate of 44.1 kHz and uses 16-bit
conversions (216 = 65,536 quantization levels). Thus, the digitizing circuitry that converts analog
music into digital form for storing on a CD is much more technically complex than the circuitry
involved in making a simple telephone call.
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SUMMARY

Data and signals are the two basic building blocks of computer networks. All data
transmitted over any communications medium is either digital or analog. Data is
transmitted with a signal that, like data, can be either digital or analog. The most
important difference between analog and digital data and signals is that it is easier
to remove noise from digital data and signals than from analog data and signals.
All signals consist of three basic components: amplitude, frequency, and phase.
Two important factors affecting the transfer of a signal over a medium are noise and
attenuation.

Because both data and signals can be either digital or analog, four basic combina-
tions of data and signals are possible: analog data converted to an analog signal,
digital data converted to a digital signal, digital data converted to a discrete analog
signal, and analog data converted to a digital signal.

To transmit analog data over an analog signal, the analog waveform of the data is
combined with another analog waveform in a process known as modulation.
Digital data carried by digital signals is represented by digital encoding formats,
including the popular Manchester encoding schemes. Manchester codes always have
a transition in the middle of the bit, which allows the receiver to synchronize itself
with the incoming signal.

For digital data to be transmitted using discrete analog signals, the digital data must
first undergo a process called shift keying or modulation. The three basic techniques of
shift keying are amplitude shift keying, frequency shift keying, and phase shift keying.
Two common techniques for converting analog data so that it may be carried over
digital signals are pulse code modulation and delta modulation. Pulse code modula-
tion converts samples of the analog data to multiple-bit digital values. Delta modu-
lation tracks analog data and transmits only a 1 or a 0, depending on whether the
data rises or falls within the next time period.

Data codes are necessary to transmit the letters, numbers, symbols, and control char-
acters found in text data. Three important data codes are ASCII, EBCDIC, and Uni-
code. The EBCDIC data code uses an 8-bit code and allows for 256 different letters,
digits, and special symbols. IBM mainframes use the EBCDIC code. The ASCII data
code uses a 7-bit code and allows for 128 different letters, digits, and special symbols.
ASCII is the most popular data code in the United States. Unicode is a 16-bit code that
supports more than 110 different languages and symbol sets from around the world.
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KEY TERMS

4B/5B + differential Manchester . phase shift keying

amplification + digital data . pulse amplitude modulation (PAM)
amplitude + digital signals . pulse code modulation (PCM)
amplitude shift keying .+ digitization + quadrature amplitude modulation
analog data . EBCDIC + quadrature phase shift keying
analog signals . effective bandwidth . quantization error

ASCII . frequency + quantization levels

attenuation + frequency shift keying . quantization noise

bandwidth . hertz(Hz) :  sampling rate

baud rate + intermodulation distortion . self-clocking

bipolar-AMI . Manchester < Shannon’s theorem

bits per second (bps) .+ modulation + shift keying

codec . noise . signals

data + nonreturn to zero inverted (NRZI) + slope overload noise

data code + nonreturn to zero-level (NRZ-L) T spectrum

data rate + Nyquist’s theorem . Unicode

decibel (dB) .+ period :

delta modulation . phase M

REVIEW QUESTIONS

. What is the difference between data and signals?

. What are the main advantages of digital signals over analog signals?

. What is the difference between a continuous signal and a discrete signal?
. What are the three basic components of all signals?

. What is the spectrum of a signal?

. What is the bandwidth of a signal?

. Why would analog data have to be modulated onto an analog signal?

0 NN N kW N

. How does a differential code such as the differential Manchester code differ from
a nondifferential code such as the NRZs?
9. What does it mean when a signal is self-clocking?

10. What is the definition of “baud rate”?

11. How does baud rate differ from bits per second?

12. What are the three main types of shift keying?

13. What is the difference between pulse code modulation and delta modulation?

14. What is meant by the sampling rate of analog data?

15. What are the differences among EBCDIC, ASCII, and Unicode?

EXERCISES

1. What is the frequency in Hertz of a signal that repeats 80,000 times within one
minute? What is its period (the length of one complete cycle)?

2. What is the bandwidth of a signal composed of frequencies from 50 Hz to 500 Hz?

3. Draw in chart form (as shown in Figure 2-12) the voltage representation of the bit
pattern 11010010 for the digital encoding schemes NRZ-L, NRZI, Manchester, differ-
ential Manchester, and bipolar-AMI.

4. What is the baud rate of a digital signal that employs differential Manchester and
has a data transfer rate of 2000 bps?
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5. Show the equivalent 4B/5B code of the bit string 1101 1010 0011 0001 1000
1001.

6. What is the data transfer rate in bps of a signal that is encoded using phase modula-
tion with eight different phase angles and a baud rate of 2000?

7. If quadrature amplitude modulation is used to transmit a signal with a baud rate of
8000, what is the corresponding bit rate?

8. Draw or give an example of a signal for each of the following conditions: the baud
rate is equal to the bit rate, the baud rate is greater than the bit rate, and the baud
rate is less than the bit rate.

9. A signal starts at point X. As it travels to point Y, it loses 8 dB. At point Y, the signal
is boosted by 10 dB. As the signal travels to point Z, it loses 7 dB. What is the dB
strength of the signal at point Z?

10. In the preceding problem, if the signal started at point X with a strength of
100 watts, what would be the power level of the signal at point Z?

11. Draw an example signal (similar to those shown in Figure 2-12) using NRZI in which
the signal never changes for 7 bits. What does the equivalent differential Manches-
ter encoding look like?

12. Show the equivalent analog sine-wave pattern of the bit string 00110101 using
amplitude shift keying, frequency shift keying, and phase shift keying.

13. Twenty-four voice signals are to be transmitted over a single high-speed telephone
line. What is the bandwidth required (in bps) if the standard analog-to-digital sam-
pling rate is used and each sample is converted into an 8-bit value?

14. Given the analog signal shown in Figure 2-32, what are the 8-bit pulse code modu-
lated values that will be generated at each time £?

Figure 2-32
Analog signal for 8
Exercise 14

Voltage

15. Using the analog signal from Exercise 14 and a delta step that is one-eighth inch
long and one-eighth inch tall, what is the delta modulation output? On the draw-
ing, point out any slope overload noise.

16. Using the EBCDIC, ASCII, and Unicode character code sets, what are the binary
encodings of the message “Hello, world”?

17. You just created a pulse code modulated signal, but it is not a good representation
of the original data. What can you do to improve the accuracy of the modulated
signal?
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18. What is the decibel loss of a signal that starts at point A with a strength of 2000 watts
and ends at point B with a strength of 400 watts?

19. What is the decibel loss of signal that starts at 50 watts and experiences a 10-dB loss
over a given section of wire?

20. What is the decibel loss of a signal that loses half its power during the course of
transmission?

Exercises for the Details sections:

21. Using Nyquist’s theorem, calculate the channel capacity C of a signal that has
16 different levels and a frequency of 20,000 Hz.

22. Using Shannon's theorem, calculate the data transfer rate given the following
information:

signal frequency = 10,000 Hz
signal power = 5000 watts
noise power = 230 watts

23. Using Nyquist’s theorem and given a frequency of 5000 Hz and a data rate of 20,000
bps, how many signal levels (L) will be needed to convey this data?

THINKING OUTSIDE THE BOX

1 You are working for a company that has a network application for accessing a
dial-up database of corporate profiles. From your computer workstation, a request
for a profile travels over the corporate local area network to a modem. The
modem, using a conventional telephone line, dials in to the database service. The
database service is essentially a modem and a mainframe computer. Create a table
(or draw a figure) that shows every time data or signals are converted to a differ-
ent form in this process. For each entry in the table, show where the conversion
is taking place, the form of the incoming information, and the form of the outgo-
ing information.

2 Telephone systems are designed to transfer voice signals (4000 Hz). When a voice
signal is digitized using pulse code modulation, what is the sampling rate, and
how many quantization levels are used? How much data does that generate in
one second? Are these the same sampling rate and quantization levels as used on
a CD? Can you verify your answer?

3 If a telephone line can carry a signal with a baud rate of 6000 and we want to
transmit data at 33,600 bps, how many different signal levels will be necessary? Is
this how a 33,600 bps modem operates?

4 Can modems and codecs be used interchangeably? Defend your position. (The
modem converts digital data to analog signals and back to digital data; the codec
converts analog data to digital signals and back to analog data).

5 This chapter introduced a bipolar encoding scheme. What would be an example
of a unipolar encoding scheme?

6 MegaCom is a typical company with many users, local area networks, Internet
access, and so on. A user is working at home and dialing in to the corporate
e-mail system. Draw a linear chart of the connection from the user’s personal
computer at home to the corporate e-mail server on a local area network. On this
linear chart, identify each form of data and signal. Are they analog? Digital?
What data/signal conversions are taking place? Where are these conversions?
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HANDS-ON PROJECTS

1. Using sources from the library or the Internet, write a 2-3 page paper that describes
how an iPod or a CD player performs the digital-to-analog conversion of its
contents.

2. Many more digital encoding schemes exist than NRZ-L, NRZI, Manchester, differen-
tial Manchester, and bipolar-AMI. List three other encoding techniques and show an
example of how each encodes.

3. What is the encoding format for the new digital high-definition television? Has the
U.S. agreed upon one format, or do multiple formats exist? Are these the same for-
mats as those used elsewhere in the world? Explain.

4. Telephone systems use a digital encoding scheme called B8ZS (pronounced “bates”),
which is a variation on the bipolar-AMI encoding scheme. How does it work? Why
is it used? Show an example using the binary string 01101100000000010.

5. Can you locate a Web site that shows graphically the result of adding multiple sine
waves to create composite waves such as square waves or sawtooth waves? Once you
locate this Web site, use the online tool to create a variety of waveforms.

6. What are the sampling rates and number of quantization levels for iPods?

CD players?DVD-video players? DVD-audio players? The new Blu-Ray DVD players?
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NOT CONVINCED that cell phones have become an integral
part of everyday life? Let us examine a sampling of headlines
from a popular Web site that tracks wireless technology.

According to the latest research from a group called In-Stat,
the cell phone market will comprise more than 2.3 billion
subscribers worldwide by the year 2009 and involve an
increase of 777.7 million new subscribers between 2005
and 2009.

According to a recent AP report, you can now (if you do not
have change in your pocket) use your cell phone to feed a
parking meter in Coral Gables, Florida. The city became the
first to use CellPark, a new payment method that allows
drivers to “dial in” to a meter from their cell phone: you
simply enter the number assigned to your parking spot, and
the meter will not expire until you call again and log off.

A cell phone ring tone that mimics the sound of a motor-
bike has been made into a CD and is so popular that it is
outselling many of the big music hits on the British charts.
This is the first time a ring tone has crossed over to the sin-

Outline the characteristics of twisted pair wire, including
the advantages and disadvantages

Outline the differences among Category 1, 2, 3, 4, 5, 5e,
6, and 7 twisted pair wire

Explain when shielded twisted pair wire works better
than unshielded twisted pair wire

¢ Outline the characteristics, advantages, and disadvan-
tages of coaxial cable and fiber-optic cable

Outline the characteristics of terrestrial microwave
systems, including the advantages and disadvantages

Outline the characteristics of satellite microwave systems,
including the advantages and disadvantages as well as the

gles chart and attained the number one position in England.

Now your pet can have its own cell phone. Specialized cell
phones are being created that can be worn around the
necks of dogs and cats. These enable pet owners to call and
talk to their pet while they are at work or on vacation. The
cell phones are also GPS-enabled so the owners can always
know where their pets are—and locate them in case they
run away.

In a poll conducted by Joel Benenson, more than 50% of
1,013 teenagers polled said they knew of someone that had
used a cell phone to cheat in school.

Is your cell phone a necessary accessory when you leave
the house?

Do you know which wireless technology your cell
phone uses?

What are some other applications of wireless technologies
besides cell phones?

Source: www.wirelessguide.org, updated July 27, 2009.

differences among low-Earth-orbit, middle-Earth-orbit,
geosynchronous orbit, and highly elliptical Earth
orbit satellites

Describe the basics of cellular telephones, including all
the current generations of cellular systems

Outline the characteristics of short-range transmissions,
including Bluetooth

Describe the characteristics, advantages, and disadvan-
tages of broadband wireless systems and various
wireless local area network transmission techniques

Apply the media selection criteria of cost, speed, right-
of-way, expandability and distance, environment, and
security to various media in a particular application
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The world of computer networks would not exist if there were no medium by
which to transfer data. All communications media can be divided into two cate-
gories: (1) physical or conducted media, such as telephone lines and fiber-optic
cables, and (2) radiated or wireless media, such as cellular telephones and satellite
systems. Conducted media include twisted pair wire, coaxial cable, and fiber-optic
cable. In addition to investigating each of these, this chapter also examines eight
basic groups of wireless media used for data transfer:

Terrestrial microwave

Satellite transmissions

Cellular telephone systems

Infrared transmissions

Broadband wireless distribution services
Bluetooth

Wireless local area network systems

ZigBee short-range transmissions

The order in which the wireless topics are covered is roughly the order in
which the technologies became popular.

As you read this paragraph, someone somewhere is undoubtedly designing
new materials and building new equipment that is better than what currently
exists. The transmission speeds and distances given in this chapter will continue to
evolve. Please keep this in mind as you study the media.

The chapter will conclude with a comparison of all the media types, followed
by several examples demonstrating how to select the appropriate medium for a
particular application.

Conducted Media

Even though conducted media have been around as long as the telephone itself
(even longer, if you include the telegraph), there have been few recent or unique
additions to this technology. One exception to this is the newest member of the
conducted media family: fiber-optic cable, which became widely used by the tele-
phone companies in the 1980s and by computer network designers in the 1990s.
But let us begin our discussion of the three existing types of conducted media with
the oldest, simplest, and most common one: twisted pair wire.

Twisted pair wire

The term “twisted pair” is almost a misnomer, as one rarely encounters a single pair
of wires. More often, twisted pair wire comes as two or more pairs of single-
conductor copper wires that have been twisted around each other. Each single-
conductor wire is encased within plastic insulation and cabled within one outer
jacket, as shown in Figure 3-1.
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Figure 3-1
Example of four-pair
twisted pair wire

Figure 3-2

(a) Parallel wires—
greater chance of
crosstalk

(b) Perpendicular
wires—lesser chance of
crosstalk

(c) Twisted wires—
crosstalk reduced
because wires keep
crossing each other at
nearly perpendicular
angles
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Four Pairs
(Eight Wires)

Jacket

Unless someone strips back the outer jacket, you may not see the twisting of
the wires, which is done to reduce the amount of interference one wire can inflict
on the other, one pair of wires can inflict on another pair of wires, and an exter-
nal electromagnetic source can inflict on one wire in a pair. You might recall two
important laws from physics: (1) A current passing through a wire creates a mag-
netic field around that wire, and (2) a magnetic field passing over a wire induces
a current in that wire. Therefore, a current or signal in one wire can produce an
unwanted current or signal, called crosstalk, in a second wire. If the two wires
run parallel to each other, as shown in Figure 3-2(a), the chance for crosstalk
increases. If the two wires cross each other at perpendicular angles, as shown in
Figure 3-2(b), the chance for crosstalk decreases. Although not exactly producing
perpendicular angles, the twisting of two wires around each other, as shown in
Figure 3-2(c), at least keeps the wires from running parallel and thus helps reduce
crosstalk.

W
W

(a) Parallel Wires

(b) Perpendicular Wires

S =

(c) Twisted Wires

You have probably experienced crosstalk many times. Remember when you
were talking on the telephone and heard a conversation ever-so-faintly in the back-
ground? Your telephone connection, or circuit, was experiencing crosstalk from
another telephone circuit.
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As simple as twisted pair wire appears to be, it actually comes in many forms
and varieties to support a wide number of applications. To help identify the
numerous varieties of twisted pair wire, specifications known as Category 1-7,
abbreviated as CAT 1-7 have been developed. Category 1 twisted pair is standard
telephone wire and was designed to carry analog voice or data at low speeds (less
than or equal to 9600 bps). Category 1 twisted pair wire, however, is not recom-
mended for transmitting megabits of computer data. Because the wire is made
from lower-quality materials and the twisting of the wire pairs is relatively mini-
mal, Category 1 wire is susceptible to experiencing noise and signal attenuation
and should not be used for high-speed data connections. Category 1 wire has been
replaced (nearly out of existence) with better-quality wire. Although you might still
be able to find some vendors selling Category 1 wire, it is not the wire you would
want to install in a modern networked system.

Category 2 twisted pair wire is also used for telephone circuits but is a higher-
quality wire than Category 1, producing less noise and signal attenuation.
Category 2 twisted pair is sometimes found on T-1 and ISDN lines and in some
installations of standard telephone circuits. T-1 is the designation for a digital tele-
phone circuit that transmits voice or data at 1.544 Mbps. ISDN is a digital tele-
phone circuit that can transmit voice or data or both from 64 kbps to 1.544 Mbps.
(Chapter Eleven provides more detailed descriptions of T-1.) Once again, advances
in twisted pair wire such as the use of more twists are leading to Category 2 wire
being replaced with higher-quality wire, and so it is very difficult to locate anyone
still selling this wire. But even if they were selling it, you would never use it for a
modern network.

Category 3 twisted pair was designed to transmit 10 Mbps of data over a local
area network for distances up to 100 meters (328 feet). (Note that the units typi-
cally used for specifying conducted media are metric—when necessary, the English
equivalent will be provided.) Although the signal does not magically stop at 100
meters, it does weaken (attenuate), and the level of noise continues to grow such
that the likelihood of the wire transmitting errors after 100 meters increases. The
constraint of no more than 100 meters applies to the distance from the device that
generates the signal (the source) to the device that accepts the signal (the destina-
tion). This accepting device can be either the final destination or a repeater. A
repeater is a device that generates a new signal by creating an exact replica of the
original signal. Thus, Category 3 twisted pair can run farther than 100 meters from
its source to its final destination, as long as the signal is regenerated at least every
100 meters. Much of the Category 3 wire sold today is used for telephone circuits
instead of computer network installations. There may be, however, a few older
computer network installations that still use Category 3 wire. Installation of new
Category 3 wire for networks is not recommended.

Category 4 twisted pair was designed to transmit 20 Mbps of data for distances
up to 100 meters. It was created at a time when local area networks required a wire
that could transmit data faster than the 10-Mbps speed of Category 3. Category 4
wire is rarely, if ever, sold anymore, and essentially has been replaced with newer
types of twisted pair.
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Category 5 twisted pair was designed to transmit 100 Mbps of data for
distances up to 100 meters. (Technically speaking, Category 5 is specified for a
100-MHz signal, but because most systems transmit 100 Mbps over the 100-MHz
signal, 100 MHz is equivalent to 100 Mbps.) Category S5 twisted pair has a higher
number of twists per inch than the Category 1 to 4 wires, and thus introduces
less noise.

Approved at the end of 1999, the specification for Category 5e twisted pair is
similar to Category S’s in that this wire is also recommended for transmissions of
100 Mbps (100 MHz) for 100 meters. Many companies are producing Category Se
wire at 125 MHz for 100 meters. Although the specifications for the earlier
Category 1 to 5 wires described only the individual wires, the Category Se specifi-
cation indicates exactly four pairs of wires and provides designations for the con-
nectors on the ends of the wires, patch cords, and other possible components
that connect directly with a cable. Thus, as a more detailed specification than
Category 5, Category Se can better support the higher speeds of 100-Mbps (and
higher) local area networks. See the Details section “Category 5e wire and 1000
Mbps local area networks” to learn how Category Se can support 1000 Mbps local
area networks.

Category 6 twisted pair is designed to support data transmission with signals
as high as 250 MHz for 100 meters. This makes Category 6 wire a good choice for
100 meter runs in local area networks with transmission speeds of 250 to 1000
Mbps. Interestingly, Category 6 twisted pair costs only pennies per foot more than
Category Se twisted pair wires. Therefore, given a choice among Category 5, Se, or
6 twisted pair wires, you probably should install Category 6—in other words, the
best-quality wire—regardless of whether or not you will be taking immediate
advantage of the higher transmission speeds.

Category 7 twisted pair is the most recent addition to the twisted pair family.
Category 7 wire is designed to support 600 MHz of bandwidth for 100 meters. The
cable is heavily shielded—each pair of wires is shielded by a foil, and the entire
cable has a shield as well. Some companies are considering using Category 7 for
Gigabit and 10-Gigabit Ethernet, but currently its price is fairly high—well over
$1 per foot.

Category 5e wire and 1000-Mbps local area networks

If Category 5e wire is designed to support 125-Mbps data
transmission for 100 meters, how can it be used in 1000 Mbps
(also known as Gigabit Ethernet) local area networks? The first
trick is to use four pairs of Category 5e wire for the 1000-Mbps
local area networks (as opposed to two pairs with 100-Mbps
local area networks). With four pairs, 250 Mbps is sent over
each pair. Four pairs times 250 Mbps equals 1000 Mbps. But
that still does not answer how a pair of wires designed for
125-Mbps transmissions is able to send 250 Mbps. This answer

involves a second trick: that Gigabit Ethernet networks use an
encoding scheme called 4D-PAMS5 (Pulse Amplitude
Modulation). While the details of 4D-PAMS5 are rather
advanced and thus beyond the scope of this text, let us just
say that it is a technique that employs four-dimensional (4D)
data encoding coupled with a five-voltage level signal (PAM5).
This combination enables Gigabit Ethernet to transmit 250
Mbps over a pair of Category 5e wires.
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All of the wires described so far with the exception of Category 7 wire can be
purchased as unshielded twisted pair. Unshielded twisted pair (UTP) is the most
common form of twisted pair; none of the wires in this form is wrapped with a
metal foil or braid. In contrast, shielded twisted pair (STP), which also is available
in Category 5 through 6 (as well as numerous wire configurations), is a form in
which a shield is wrapped around each wire individually, around all the wires
together, or both. This shielding provides an extra layer of isolation from
unwanted electromagnetic interference. Figure 3-3 shows an example of shielded
twisted pair wire.

Figure 3-3
An example of shielded
twisted pair

Individual Metal Twisted
Shielding Pair
Jacket Metal Shielding Around Pairs Wires

If a twisted pair wire needs to go through walls, rooms, or buildings where
there is sufficient electromagnetic interference to cause substantial noise problems,
using shielded twisted pair can provide a higher level of isolation from that inter-
ference than unshielded twisted pair wire, and thus a lower level of errors.
Electromagnetic interference is often generated by large motors, such as those
found in heating and cooling equipment or manufacturing equipment. Even fluo-
rescent light fixtures generate a noticeable amount of electromagnetic interference.
Large sources of power can also generate damaging amounts of electromagnetic
interference. Therefore, it is generally not a good idea to strap twisted pair wiring
to a power line that runs through a room or through walls. Furthermore, even
though Categories 5 to 6 shielded twisted pair have improved noise isolation, you
cannot expect to push them past the 100-meter limit. Finally, be prepared to pay a
premium for shielded twisted pair. It is not uncommon to spend an additional $1
per foot for good-quality shielded twisted pair. In contrast, Category 5, Se, and 6
UTP often cost between $.10 and $.20 per foot.

Table 3-1 summarizes the basic characteristics of unshielded twisted pair wires.
Keep in mind that for our purposes shielded twisted pair wires have basically the
same data transfer rates and transmission ranges as unshielded twisted pair wires
but perform better in noisy environments. Note also that the transmission dis-
tances and transfer rates appearing in Table 3-1 are not etched in stone. Noisy envi-
ronments tend to shorten transmission distances and transfer rates.
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UTP Category  Typical Use Maximum Data Maximum Advantages Disadvantages
Transfer Rate Transmission Range
Category 1 Telephone <100 kbps 5-6 kilometers Inexpensive, easy Security, noise,
wire (3—4 miles) to install and obsolete
interface
Category 2 T-1, ISDN <2 Mbps 5-6 kilometers Same as Category 1  Security, noise,
(3—4 miles) obsolete
Category 3 Telephone 10 Mbps 100 m (328 ft) Same as Category 1, Security, noise
circuits with less noise
Category 4  LANSs 20 Mbps 100 m (328 ft) Same as Category 1, Security, noise,
with less noise obsolete
Category S LANs 100 Mbps 100 m (328 ft) Same as Category 1, Security, noise
(100 MHz) with less noise
Category S5e  LANs 250 Mbps per pair 100 m (328 ft) Same as Category 5. Security, noise
(125 MHz) Also includes
specifications for
connectors, patch
cords, and other
components
Category 6 LANs 250 Mbps per pair 100 m (328 ft) Higher rates than Security, noise, cost
(250 MHz) Category Se,
less noise
Category 7 LANs 600 MHz 100 m (328 ft) High data rates Security, noise, cost

More Characteristics of Twisted Pair

When you are selecting a wire, you can use the Categories 5
through 7 and shielding to make several distinctions between
different types of twisted pair wire. In addition to knowing
these distinctions, you need to consider where your wire will
be placed and what its width should be. For example, when
run between the rooms within a building, will the wire be
traveling within a plenum or through a riser? A plenum is the
space within a building that was created by building compo-
nents and designed for the movement of breathable air—for
example, the space above a suspended ceiling. A plenum can
also be a hidden walkway between rooms that houses heating
and cooling vents, telephone lines, and other cable services.
Plenum wire is designed so that, in the event of a fire, it does

not spread flame and noxious fumes. To meet these stan-
dards, the wire’s jacket is made of special materials, and this,
of course, significantly increases the wire’s cost. In fact,
plenum wire can sometimes cost twice as much as standard
twisted pair wire.

If, on the other hand, your wire is going to run through a
riser—a hollow metal tube that runs between walls, floors,
and ceilings and encloses the individual wires—then flames
and noxious fumes are not as serious an issue. In this case,
standard plastic jacketing can be used. This type of twisted
pair wire is typically the cable advertised in and discussed
with regard to new wire installations, because a majority of
these installations involve running wires through risers.
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Coaxial cable

Coaxial cable, in its simplest form, is a single wire (usually copper) wrapped in a
foam insulation, surrounded by a braided metal shield, then covered in a plastic
jacket. The braided metal shield is very good at blocking electromagnetic signals
from entering the cable and producing noise. Figure 3-4 shows a coaxial cable and
its braided metal shield. Because of its good shielding properties, coaxial cable is
good at carrying analog signals with a wide range of frequencies. Thus, coaxial cable
can transmit large numbers of video channels, such as those found on the cable
television services that are delivered into homes and businesses. Coaxial cable has
also been used for long-distance telephone transmission, under rare circum-
stances as the cabling within a local area network, and as a connector between a
computer terminal and a mainframe computer.

Figure 3-4
Example of coaxial
cable showing
metal braid
Outer Jacket Braided Metal Shield  Plastic Filler ~ Wire

Two major coaxial cable technologies exist and are distinguished by the type of
signal each carries: baseband and broadband. Baseband coaxial technology uses
digital signaling in which the cable carries only one channel of digital data. A fairly
common application for baseband coaxial used to be the interconnection of
switches within a local area network. In such networks, the baseband cable would
typically carry one 10- to 100-Mbps signal and require repeaters every few hundred
kilometers. Currently, fiber-optic cable is replacing baseband coaxial cable as the
preferred method for interconnecting LAN hubs.

Broadband coaxial technology typically transmits analog signals and is capa-
ble of supporting multiple channels of data simultaneously. Consider the coaxial
cable that transmits cable television. Many cable companies offer 100 or more
channels. Each channel or signal occupies a bandwidth of approximately 6 MHz.
When 100 channels are transmitted together, the coaxial cable is supporting a
100 x 6 MHz or 600-MHz composite signal. Compared to the data capacity of
twisted pair wire and baseband cable, each broadband channel is quite robust, as it
can support the equivalent of millions of bits per second. To support such a wide
range of frequencies, broadband coaxial cable systems require amplifiers (recall the
amplification of analog signals from Chapter Two) approximately every three to
four kilometers. Although the splitting and joining of broadband signals and cables
is possible, it is a rather precise science that is best left to specialists in the field.
Thus, many network administrators often hire outside experts to install and main-
tain broadband systems.
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In addition to the two signal-based categories, coaxial cable also is available in
a variety of thicknesses, with two primary physical types: thick coaxial cable and
thin coaxial cable, which are both shown in Figure 3-5. Thick coaxial cable ranges
in size from approximately 6 to 10 mm (1/4 to 3/8 inch) in diameter. Thin coaxial
cable is approximately 4 mm (less than 1/4 inch) in diameter. Compared to thick
coaxial cable, which typically carries broadband signals, thin coaxial cable has lim-
ited noise isolation and typically carries baseband signals. Thick coaxial cable has
better noise immunity and is generally used for the transmission of analog data,
such as single or multiple video channels. Some thick coaxial cable is so thick and
so stiff that some people jokingly call it frozen garden hose. Thick and thin coaxial
cable prices vary depending on the quality and construction of the cable, but they
typically run $.20 to $1.00 per foot, and sometimes even higher.

Figure 3-5

Examples of thick
coaxial cable and *
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More Characteristics of Coaxial Cable

An important characteristic of coaxial cable is its ohm rating.

. ) o ; Type of Cable Ohm Rating Application/Comments
Ohm is the measure of resistance within a medium. The

higher the ohm rating, the more resistance in the cable. RG-6 75 Ohm C?bl? television, saltellite
Although resistance is not a primary concern when choosing television, and cable
modems

a particular cable, the ohm value is indirectly important,

because coaxial cables with certain ohm ratings work better RG-8 50 Ohm Older Ethernet local area
with certain kinds of signals, and thus with certain kinds of networks; BG-S is being
applications. A coaxial cable’s type is designated by radio UL E
guide (RG), a composite rating that accounts for many char- RG-11 750hm  Broadband Ethernet local
acteristics, including wire thickness, insulation thickness, area networks and other

electrical properties, and more. Table 3-2 summarizes the Vel g tienitions
different types of coaxial cable, their ohm values, and RG-58 50 Ohm  Baseband Ethernet local
area networks

applications.

Another characteristic of coaxial cables that is sometimes RG-59 75 Ohm Closed-circuit television;
considered is whether the wire that runs down the center of cable television (but RG-6
the coaxial cable is single-stranded or braided. Single- is better here)
stranded coaxial cable contains, as the name implies, a RG-62 93 Ohm Interconnection of IBM
single wire. Braided coaxial cable is composed of many 3270 computer terminals
fine wires twisted around each other, acting as a single con-
ductor. If the wire is braided, it is often less expensive and eas- Table 3-2 - Common coaxial cables, ohm values, and applications

ier to bend than a single strand, which is usually thicker.
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Fiber-optic cable

All the conducted media discussed so far have one great weakness: electromagnetic
interference. Electromagnetic interference is the electronic distortion that a signal
passing through a metal wire experiences when a stray magnetic field passes over
it. Related to this is the problem that a signal, as you learned earlier in the chapter,
passing through a metal wire also generates a magnetic field and thus itself pro-
duces electromagnetic interference. Another related problem (and weakness of
twisted pair wire and coaxial cable) is that it is possible for someone to wiretap
these media—that is, tap into this electromagnetic interference and listen to the
data traveling through the cable without being detected. Electromagnetic interfer-
ence can be reduced with proper shielding, but it cannot be completely avoided
unless you use fiber-optic cable. Fiber-optic cable (or optical fiber) is a thin glass
cable, a little thicker than a human hair, surrounded by a plastic coating. When
fiber-optic cable is packaged into an insulated cable, it is surrounded by Aramid
yarn and a strong plastic jacket to protect it from bending, heat, and stress. You can
see an example of fiber-optic cable in Figure 3-6.

Figure 3-6
A p(?rsqn hO/dII’lg a ’ Plai’n _~ Fiber-Optic Cable
plain fiber-optic cable Fiber-Optic Cable ' \

and a fiber-optic cable
in an insulated jacket

Fire-Resistant Yarn
Jacket

How does a thin glass cable transmit data? A light source, called a photo
diode, is placed at the transmitting end and quickly switched on and off to pro-
duce light pulses. These light pulses travel down the glass cable and are detected by
an optic sensor called a photo receptor on the receiving end. The light source can
be either a simple and inexpensive light-emitting diode (LED), such as those found
in many pocket calculators, or a more complex laser. The laser is much more
expensive than the LED, and it can produce much higher data transmission rates.
Fiber-optic cable is capable of transmitting data at over 100 Gbps (i.e., 100 billion
bits per second!) over several kilometers. Because many common local area net-
work installations use an LED source, however, real-world fiber-optic transmissions
are effectively limited to 10 gigabits for 300 meters. (See the Details section “More
Characteristics of Fiber-Optic Cable” for a discussion on LED and laser fiber-optic
applications.)
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In addition to providing high-speed, low-error data transmission rates, fiber-
optic cable offers a number of other advantages over twisted pair wire and coaxial
cable. Because fiber-optic cable passes electrically nonconducting photons through
a glass medium, it is virtually impossible to wiretap. The only possible way to wire-
tap a fiber-optic line is to physically break into the line, an intrusion that would be
noticed. Also, because fiber-optic cable cannot generate nor be disrupted by elec-
tromagnetic interference, no noise is generated from extraneous electromagnetic
signals. Although fiber-optic cable still experiences noise as the light pulses bounce
around inside the glass cable, this noise is significantly less than the noise gener-
ated in the metallic wire of twisted pair wires or coaxial cables. This lack of signifi-
cant noise is one of the main reasons fiber-optic cable can transmit data for such
long distances.

Despite these overwhelming advantages, fiber-optic cable has two small but
significant disadvantages. First, due to the way the light source and photo receptor
arrangement works, light pulses can travel in one direction only. Thus, to support a
two-way transmission of data, two fiber-optic cables are necessary. For this reason,
most fiber-optic cable is sold with at least two (if not more) individual strands of
fiber bundled into a single package, as shown in Figure 3-7.

Figure 3-7

A fiber-optic cable
with multiple strands 7
of fiber 7
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A second disadvantage of fiber-optic cable is its higher cost, but this disadvan-
tage is slowly disappearing. For example, it is now possible to purchase bulk, general-
purpose duplex (two-strand) fiber-optic cable for approximately $.50 per foot (as
opposed to paying a few dollars per foot several years ago), which is close to the
price of many types of coaxial cable and shielded twisted pair cable. When you
consider its lower error rates and higher data transmission rates, fiber-optic cable is
indeed a bargain, even compared to inexpensive twisted pair wire. Interestingly, it
is not so much the fiber-optic cable itself that is expensive; the cable’s high cost is
due to the hardware that transmits and receives the light pulses at the ends of the
fiber cable. But even this situation is changing. Starting in 1999, the prices for
photo diodes and photo receptors started to drop significantly. Before 1999, it was
common to use fiber-optic cable only as the backbone—the main connecting
cable that runs from one end of the installation to another—of a network, and to
use Category Se or 6 twisted pair from the backbone connection up to the work-
station. An illustration of a fiber-optic backbone is shown in Figure 3-8.

Figure 3-8

A fiber-optic backbone
with Category 6
twisted pair running
to the workstations

Fiber-Optic Cable Switch
Backbone

CAT 6

CAT6 Twisted Pair

Twisted Pair

Workstation

Workstation Workstation

Photonic Fiber

Fiber-optic cables, as we have just seen, are solid glass wires that transmit light
pulses. Unfortunately, as the length of the glass cable—and hence the distance the
light must travel—grows, the light signal attenuates (scatters within the glass) due
to reflection and refraction. (See the Details section “More Characteristics of Fiber-
Optic Cable” for a discussion of reflection and refraction). A new type of medium,
photonic fiber, has been introduced that virtually eliminates this attenuation.
This glass cable is similar to fiber-optic cable in that it is as thin as a hair and
transparent. The big difference, however, is that this new cable is full of holes. If
you look at a cross-section of photonic fiber cable, you will see that the glass has a
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honeycomb pattern. The light source that is transmitted over the cable actually
travels through the holes, which are just air. Because light traveling through air
moves virtually unhindered, the signal does not degrade. The trick with photonic
fiber is getting the cladding that surrounds the cable not to absorb the light. To
resolve this problem, scientists have created a reflective surface that is even more
reflective than a mirror. It is estimated that once this technology is perfected, pho-
tonic fibers will have transmission speeds and distances at least 10 times that of
current fiber-optic cable.

Table 3-3 summarizes the conducted media discussed in this chapter. Category 1
and 3 twisted pair wires have been grouped together because they are commonly
used for telephone systems, while Category 5 through 7 wires have been grouped
together because they are typically used for local area networks. In almost all cases,
maximum data rate and maximum transmission range are typical values and can be
less or more, depending on environmental factors.

More Characteristics of Fiber-Optic Cable

When light from a source is sent through a fiber-optic cable,
the light wave both bounces around inside the cable and
passes through the cable to the outer protective jacket. When
a light signal inside the cable bounces off the cable wall and
back into the cable, this is called reflection. When a light
signal passes from the core of the cable into the surrounding
material, this is called refraction. Figure 3-9 demonstrates
the difference between reflection and refraction.

Outside V{all of Cable
Fiber-Optic Cable

Reflection

Outside Wall of Cable

Fiber-Optic Cable

. Outside Wall of Cable
Refraction

Figure 3-9 A simple demonstration of reflection and refrac-
tion in a fiber-optic cable

Light can be transmitted through a fiber-optic cable using
two basic techniques. The first technique, called single-mode
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transmission, requires the use of a very thin fiber-optic cable
and a very focused light source, such as a laser. When a laser is
fired down a narrow fiber, the light follows a tight beam, and

so there is less tendency for the light wave to reflect or refract.
Thus, this technique allows for a very fast signal with little signal
degradation (and thus less noise) over long distances. Because
lasers are used as the light source, single-mode transmission is a
more expensive technique than the second fiber-optic cable sig-
naling technique. Any application that involves a large amount
of data transmitted at high speeds is a candidate for single-
mode transmission.

The second signaling technique, called multimode
transmission, uses a slightly thicker fiber cable and an
unfocused light source, such as an LED. Because the light
source is unfocused, the light wave experiences more refrac-
tion and reflection (i.e., noise) as it propagates through the
wire. This noise results in signals that cannot travel as far or
as fast as the signals generated with the single-mode tech-
nique. Correspondingly, multimode transmission is less
expensive than single-mode transmission. Local area net-
works that employ fiber-optic cables often use multimode
transmissions.

Single-mode and multimode transmission techniques use
fiber-optic cable with different characteristics. The core of single-
mode fiber-optic cable is 8.3 microns wide, and the material
surrounding the fiber—the cladding—is 125 microns wide.
Hence, single-mode fiber-optic cable is labeled 8.3/125
cable. The core of multimode fiber-optic cable is most com-
monly 62.5 microns wide, and the cladding is 125 microns.
Multimode fiber-optic cable is labeled 62.5/125 cable.
Other sizes of multimode fiber-optic cable include 50/125 and
100/140 microns.
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Table 3-3
A summary of the characteristics of conducted media
Type of Typical Use Maximum Maximum Advantages Disadvantages
Conducted Medium Data Rate Transmission Range
Twisted pair Telephone <2 Mbps 5-6 kilometers Inexpensive, Noise,
Category 1, 3 systems (3—4 miles) common security, obsolete
Twisted pair LANs 100-1000 100 m Inexpensive, Noise,
Category 5, Se, 6, 7 Mbps (328 feet) versatile security
Thin Coaxial LANs 10 Mbps 100 m (328 feet) Low noise Security

Cable (baseband
single channel)

Thick Coaxial LANSs, cable TV, 10-100 5-6 kilometers Low noise, Security

Cable (broadband long-distance Mbps (3—4 miles) multiple

multichannel) telephone, short- (at lower channels
run computer data rates)
system links

LED Fiber-Optic Data, video, Gbps 300 meters Secure, high Interface expensive
audio, LANs (approx. capacity, low but decreasing

1000 feet) noise in cost

Laser Fiber-Optic Data, video, 100s Gbps 100 kilometers Secure, high Interface expensive
audio, LANSs, (approx. capacity, very
WANs, MANs 60 miles) low noise

Now that you are familiar with the various types of conducted media, let us
turn our attention to wireless media. As we examine the various wireless technolo-
gies, let us keep an important issue in mind—the issue of right-of-way. Right-of-way
is the legal capability of a business to install a wire or cable across someone’s prop-
erty. If a business wants to install a conducted medium between two buildings, and
the business does not own the property in between the buildings, the business has
to receive the right-of-way from the owner of the in-between property. As we will
see in the following sections, wireless transmissions generally do not have to deal
with right-of-way issues. This often provides a strong advantage for wireless media
over conducted media.

Wireless Media

The introduction of this chapter lists eight separate types of wireless media. Despite
the fact that each type of medium might be used by a different application, and
different sets of frequencies are often assigned to each, all wireless media share the
same basic technology—the transmission of data using radio waves. (Strictly speak-
ing, in all these types of wireless technology, the actual medium through which the
radio waves must travel is air or space. For the purposes of this discussion, however,
we will expand the term “medium” to include the technology transmitting the sig-
nal.) Let us examine this growing technology and then discuss each of the eight
types of wireless media, along with their basic characteristics and application areas.

Wireless transmission became popular in the 1950s with AM radio, FM radio,
and television, and in 1962, transmissions were sent through the first orbiting
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satellite, Telstar. In the 60 or so years since wireless transmission emerged, this
technology has spawned hundreds, if not thousands, of applications, some of
which will be discussed in this chapter.

In wireless transmission, various types of electromagnetic waves are used to
transmit signals. Radio transmissions, satellite transmissions, visible light, infrared
light, X-rays, and gamma rays are all examples of electromagnetic waves or electro-
magnetic radiation. In general, electromagnetic radiation is energy propagated
through space and, indirectly, through solid objects in the form of an advancing
disturbance of electric and magnetic fields. In the particular case of, say, radio
transmissions, this energy is emitted in the form of radio waves by the acceleration
of free electrons, such as occurs when an electrical charge is passed through a radio
antenna wire. The basic difference between various types of electromagnetic waves
is their differing wavelengths, or frequencies, as shown in Figure 3-10.

Figure 3-10
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AM Radio 10°-10°

FM Radio, TV 10”-10°
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Cellular Telephone 10° (800 MHz)
Satellite Microwave 10° (x GHz)

PCS Telephone 10° (2000 MHz or 2 GHz)
Infrared 10"*-10"
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Ultraviolet Light 10"-10"

X-Rays 10"-10%°

Gamma Rays 1010

Note that all types of transmission systems such as AM radio, FM radio, televi-
sion, cellular telephones, terrestrial microwaves, and satellite systems are all con-
fined to relatively narrow bands of frequencies. The Federal Communications
Commission (FCC) keeps tight control on what frequencies are used by which
application. Occasionally, the FCC will assign an unused range of frequencies to a
new application. At other times, the FCC will auction off unused frequencies to the
highest bidder. The winner of the auction is then allowed to use those frequencies
for the introduction of a particular product or service. It is important to note,
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however, that only so many frequencies are available to be used for applications.
Thus, it is crucial that each application use its assigned frequencies as well as possible.
The cellular telephone system, as we will see, provides a good example of how an
application can use its assigned frequencies efficiently. Let us keep this conserva-
tive frequency allocation process in mind as we discuss eight different areas of
wireless communication systems, beginning with one of the oldest—terrestrial
microwave transmission.

Terrestrial microwave transmission

Terrestrial microwave transmission systems transmit tightly focused beams of
radio signals from one ground-based microwave transmission antenna to another.
The two most common application areas of terrestrial microwave are telephone
communications and business intercommunication. Many telephone companies
implement a series of antennas, placing a combination receiver and transmitter
tower every 15 to 30 miles. These systems provide telephone service by spanning
metropolitan as well as intrastate and interstate areas. Businesses also can use ter-
restrial microwave to implement telecommunications systems between corporate
buildings. Maintaining such an arrangement might be less expensive in the long
run than leasing a high-speed telephone line from a telephone company, which
requires an ongoing monthly payment. With terrestrial microwave, once the sys-
tem is purchased and installed, no telephone service fees are necessary.

Possibly the best-selling point for terrestrial microwave is its ability to transmit
signals up to hundreds of millions of bits per second without the use of intercon-
necting wires. Figure 3-11 shows a typical microwave antenna installation.

Figure 3-11
A typical microwave
tower and antenna
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Microwave transmissions do not follow the curvature of the Earth, nor do they
pass through solid objects, both of which limit their transmission distance.
Microwave antennas use line-of-sight transmission, which means that to receive
and transmit a signal, each antenna must be in sight of the next antenna (see
Figure 3-12). Many microwave antennas are located on top of free-standing towers,
and the typical distance between microwave towers is roughly 15 to 30 miles. The
higher the tower, the farther the possible transmission distance. Thus, towers
located on hills or mountains, or atop tall buildings, can transmit signals farther
than 30 miles. Another factor that limits transmission distance is the number of
objects that might obstruct the path of transmission signals. Buildings, hills,
forests, and even heavy rain and snowfall all interfere with the transmission of
microwave signals. (Assuming there is no interference, however, and that ampli-
fiers are used on the towers to regenerate the signal, terrestrial microwave can run
for an unlimited distance.) Considering these limitations, the disadvantages of
terrestrial microwave can include loss of signal strength (attenuation) and interfer-
ence from other signals (intermodulation), in addition to the costs of either leasing
the service or installing and maintaining the antennas.

Figure 3-12

A microwave antenna
on top of a free-
standing tower
transmitting to
another antenna on
the top of a building
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Satellite microwave transmission

Satellite microwave transmission systems are similar to terrestrial microwave sys-
tems except that the signal travels from a ground station on Earth to a satellite and
back to another ground station on Earth, thus achieving much greater distances
than Earth-bound line-of-sight transmissions. In fact, a satellite located at the far-
thest possible point from the Earth—36,000 kilometers or 22,300 miles—can
receive and send signals approximately one-third the distance around the Earth.
Satellite systems can also transmit a signal partway around the Earth by bouncing
it from one satellite to another.

One way of categorizing satellite systems is by how far the satellite is from the
Earth. The closer a satellite is to the Earth, the shorter the times required to send
data to the satellite—to uplink—and receive data from the satellite—to downlink.
This transmission time from ground station to satellite and back to ground station
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is called propagation delay. The disadvantage to being closer to Earth is that the
satellite must continuously circle the Earth to remain in orbit. Thus, these satellites
are constantly moving and eventually pass beyond the horizon, ruining the line-
of-sight transmission. Satellites that are always over the same point on Earth can be
used for long periods of high-speed data transfers. In contrast, because satellites
that are close to Earth do not stay in the same position over the Earth, they are
used with applications requiring shorter periods of data transfer, such as mobile
telephone systems. As Figure 3-13 shows, satellites orbit the Earth from four possi-
ble ranges: low Earth orbit (LEO), middle Earth orbit (MEO), geosynchronous Earth
orbit (GEO), and highly elliptical Earth orbit (HEO).

Figure 3-13

Earth and the four
Earth orbits: LEO, MEO,
GEO, and HEO

Low-Earth-orbit (LEO) satellites are closest to the Earth. They can be found as
close as 100 miles from the surface and as far as 1000 miles. The number of low-
Earth-orbit satellites is growing rapidly. At the end of the twentieth century, there
were approximately 300 LEO satellites. By the year 2005, an estimated one thou-
sand LEO satellites were in orbit. Low-Earth-orbit satellites are used primarily for
the wireless transfer of electronic mail, worldwide mobile telephone networks, spy-
ing, remote sensing, and videoconferencing.

One of the late twentieth century’s most ambitious and notorious projects was
Motorola’s Iridium handheld global satellite telephone and paging network. The
Iridium system was originally designed to use seven layers of satellites with 11
satellites in each layer, or a total of 77 satellites. The network got its name from the
element iridium, which has an atomic weight of 77. After some rethinking, it was
determined that the system would also work with six layers of 11 satellites, and
thus the project was scaled back to 66 satellites (the name, however, was not
changed to the corresponding element dysprosium—which, apparently, did not
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have the same ring). Even with only 66 satellites at work, a person could, from any
point on Earth, receive or place a telephone call when using an Iridium mobile
telephone. Unfortunately, by the summer of 1999, the Iridium system had failed to
interest enough subscribers, causing the owners of the system to sell the network of
66 satellites.

Middle-Earth-orbit (MEO) satellites can be found roughly 1000 to 3000 miles
from the Earth. At the end of the twentieth century, approximately 65 MEO satel-
lites were orbiting the Earth. Although MEO satellite systems are not growing at
the same phenomenal rate as LEO systems, industry experts estimate that the num-
ber of MEO satellites in 2005 is close to 120.

Middle-Earth-orbit satellites are used primarily for global positioning system
surface navigation applications. Global positioning systems are complex, but it is
worthwhile to take a brief look at how they work. The global positioning system

Satellite Configurations

Besides being classified as LEO, MEO, GEO, and HEO, satellite
systems can be categorized into three basic topologies: bulk
carrier facilities, multiplexed Earth stations, and single-user
Earth stations. Figure 3-14 illustrates each of these topologies.

Bulk Carrier Facilities

Figure 3-14(a) shows that in a bulk carrier facility, the satellite
system and all its assigned frequencies are devoted to one
user. Because a satellite is capable of transmitting large
amounts of data in a very short time, and the system itself is
expensive, only a very large application could economically
justify the exclusive use of an entire satellite system by one
user. For example, it would make sense for a telephone com-
pany to use a bulk carrier satellite system to transmit thou-
sands of long-distance telephone calls. Typical bulk carrier
systems operate in the 6/4-GHz bands (6-GHz uplink, 4-GHz
downlink) and provide a 500-MHz bandwidth, which can be
broken further into multiple channels of 40-50 MHz.

Multiplexed Earth Station

In a multiplexed Earth station satellite system, the ground sta-
tion accepts input from multiple sources and in some fashion
interweaves the data streams, either by assigning different fre-
quencies to different signals or by allowing different signals to
take turns transmitting. Figure 3-14(b) shows a diagram of how a
typical multiplexed Earth station satellite system operates.

How does this type of satellite system satisfy the requests
of users and assign time slots? Each user could be asked in
turn if he or she has data to transmit, but because so much
time could be lost by the asking process, this technique would
not be economically feasible. A first-come, first-served sce-

nario, in which each user competed with every other user,
would also be an extremely inefficient design. The technique
that seems to work best for assigning access to multiplexed
satellite systems is a reservation system. In a reservation sys-
tem, users place a reservation for future time slots. When the
reserved time slot arrives, the user transmits his or her data on
the system. Two types of reservation systems exist: centralized
reservation and distributed reservation. In a centralized reser-
vation system, all reservations go to a central location, and that
site handles the incoming requests. In a distributed reservation
system, no central site handles the reservations, but individual
users come to some agreement on the order of transmission.

Single-User Earth Station

In a single-user Earth station satellite system, each user
employs his or her own ground station to transmit data to
the satellite. Figure 3-14(c) shows a typical single-user Earth
station satellite configuration. The Very Small Aperture
Terminal (VSAT) system is an example of a single-user
Earth station satellite system with its own ground station and
a small antenna (two to six feet across). Among all the user
ground stations is one master station that is typically connected
to a mainframe-like computer system. The ground stations
communicate with the mainframe computer via the satellite
and master station. A VSAT end user needs an indoor unit,
which consists of a transceiver that interfaces the user’s com-
puter system with an outside satellite dish (the outdoor unit).
This transceiver, which is small, sends signals to and receives
signals from a LEO satellite via the dish. VSAT is capable of
handling data, voice, and video signals over much of the
Earth’s surface.
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(GPS) is a system of 24 satellites that were launched by the U.S. Department of
Defense and are used for identifying locations on Earth. By triangulating signals
from at least four GPS satellites (each of which provides the directional coordinates
X, Y, Z, and time), a receiving unit can pinpoint its own current location to within
a few yards anywhere on Earth. Many companies now produce hand-held and
automotive GPS devices, which are accurate within a few city blocks, and major
automobile manufacturers offer automobiles with built-in GPS so their customers
can access driving directions and even the location of the nearest gas station while
driving in their cars. These systems also enable manufacturers to determine, in case
a driver is lost or in an accident, the location of the automobile anywhere in the
country.

Geosynchronous-Earth-orbit (GEO) satellites are found 36,000 kilometers
(22,300 miles) from the Earth and are always positioned over the same point on Earth
(somewhere over the equator). Thus, two ground stations can conduct continuous
transmissions from Earth to the satellite and back to Earth. Geosynchronous-Earth-
orbit satellites are most commonly used for signal relays for broadcast, cable, and
direct television; meteorology; government intelligence operations; and mobile mar-
itime telephony. The primary advantage of GEO satellites is their capacity for deliv-
ering high-speed, high-quantity bulk transmissions that can cover up to one-third
of the surface of the Earth. Companies that operate GEO satellites can commit all
of their transmission resources to one client or can share the satellite time with
multiple clients. The use of a GEO satellite system by a single client is expensive
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Figure 3-14  Bulk carrier facilities, multiplexed Earth station, and single-user Earth station configurations of satellite systems
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and usually involves the transfer of great amounts of data. An estimated 360 GEO
satellites were in orbit by the end of 2009.

A fourth satellite system that has unique properties is the highly elliptical orbit
(HEO) satellite, which is used by governments for spying (via satellite photography)
and by scientific agencies for observing celestial bodies. An HEO satellite follows an
elliptical pattern, as shown in Figure 3-15. When the satellite is at its perigee (closest
point to the Earth), it takes photographs of the Earth. When the satellite reaches its
apogee (farthest point from the Farth), it transmits the data to the ground station. At
its apogee, the satellite can also photograph objects in space.

Satellites and terrestrial microwave systems can also be categorized by the fre-
quencies with which the systems transmit, or the band of the satellite. All radio
transmission systems, such as satellite, ground-based microwave, and television and
radio systems transmit their signals in FCC-approved transmission bands. For exam-
ple, the radio bands as defined by the ITU (International Telecommunications
Union) are as follows:

Band Number Symbol Frequency Common Use

4 VLF (very low frequency) 3-30 kHz Radio navigations systems

5 LF (low frequency) 30-300 kHz Radio beacons

6 MF (medium frequency) 300 kHz-3 MHz AM radio

7 HF (high frequency) 3-30 MHz CB radio

8 VHF (very high frequency) 30-300 MHz VHF TV, FM radio

9 UHF (ultra high frequency) 300 MHz-3 GHz UHF TV, cell phones, pagers
10 SHF (superhigh frequency) 3-30 GHz Satellite

11 EHF (extremely high freq) 30-300 GHz Satellite, radar systems

Many devices that transmit signals using the above radio bands transmit their sig-
nals in a broadcast manner, in which the signals propagate out from a transmission
tower in all directions. Conversely, most terrestrial microwave and many satellite sys-
tems transmit their signals in a narrow line-of-sight path and are often categorized by
radar bands. IEEE and NATO have designated the following radar bands:

Radar Band Frequency Common Use

L ~1-2 GHz GPS, government use, GSM cell phones

S 2-4 GHz Weather systems, digital satellite radio system
C 4-8 GHz Commercial satellite systems

X ~7-12.5 GHz Some communication satellites, weather

Ku 12-18 GHz NASA, television station remotes to station
Ka 18-40 GHz Communication satellites

\% 50-75 GHz Not heavily used

w 75-111 GHz Misc (military, car radar systems)

Note the overlap between the two naming conventions. The SHF radio band
(3-30 GHz) shares the same frequencies as the L and S radar bands (1-2 GHz and
2-4 GHz, respectively).
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Figure 3-15
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Cellular telephones

Another wireless technology that uses radio waves is the cellular telephone, or cell
phone, system. Four basic generations of cellular telephone systems currently exist:
first-generation analog cellular telephones; second-generation digital Personal
Communications Services (PCS); a third generation (interestingly labeled genera-
tion 2.5), which saw the convergence of data signals with voice signals; and the
current generation of cellular telephones. During the 1980s and 1990s, many indi-
viduals carried pagers as a means of keeping in touch with their businesses or fam-
ilies. At the turn of the century, as cellular telephones grew in popularity, pager use
declined; and in the recent years, it might even be said that the cell phone has
effectively replaced the pager. Cellular telephones have become so popular that,
according to Forrester Research, a telecommunications watchdog group, as of
November 2009, seventy-one percent of all households have a cell phone, and
twenty percent of all households have only a cell phone and no land-line phone.

The name “cellular telephone” raises an interesting question: What does the
term cellular mean? To answer this question, you need to examine the interactive
radio network that existed in the 1990s, before cellular telephones became popu-
lar: Improved Mobile Telephone Services (IMTS). IMTS allowed only 12 concur-
rent users within an entire city. The reason for so few concurrent users was
mentioned earlier in the chapter—the FCC makes only so many radio frequencies
available for a particular application. When a user talks to another user, two chan-
nels are necessary. One channel is for one direction of transmission, and a second
channel is for the opposite direction. Each channel requires a sufficient range of
frequencies to carry a voice signal. To support the prospect of hundreds and thou-
sands of simultaneous users within a metropolitan area, an extremely large range
of frequencies was required. The FCC could not allocate this many frequencies to
a single application, so it created an alternative by dividing the country into 700+
mobile service areas (MSAs), or markets. Each market, which usually encom-
passes an entire metropolitan area, is further broken into adjacent cells (as shown
in the upper-left corner of Figure 3-16). Notice how the cells form a honeycomb-
like pattern.
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Figure 3-16
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Cells can range in size from one-half mile in radius to 50 miles in radius.
Located at the intersection of each cell is a low-power transmitter/receiver, which is
often placed on a free-standing tower (see Figure 3-17). Not long after these towers
started appearing in neighborhoods, residents began complaining about their pres-
ence. Consequently, cellular telephone companies have gotten creative at disguis-
ing their antennas on the tops and sides of buildings, inside church steeples, and
even into the shapes of trees (see Figure 3-18).

A cellular telephone within a cell communicates to the cell tower, which in
turn is connected to the cellular telephone switching office (CTSO) by a telephone
line. The cellular telephone switching office is then connected to the local tele-
phone system. If the cellular telephone moves from one cell to another, the cellular
telephone switching office hands off the connection from one cell to another.

Because each cell uses low-power transmissions, it is not likely that a transmis-
sion within one particular cell will interfere with a transmission in another cell
that is more than one or two cells away. Thus, only near-adjacent cells need to use
different sets of frequencies. As a result, the frequencies used within a cell can be
reused in other cells, which allows for more simultaneous connections in a market
than there are available frequencies.

In each cell, at least one channel, the setup channel, is responsible for the setup
and control of calls. As soon as a cellular telephone is turned on, the telephone
locks onto the setup channel and transmits basic telephone identity (ID) informa-
tion. The cellular telephone company accepts the telephone ID information and
identifies the particular phone (and user). Now the cellular telephone network
knows in which cell the user is located. Every so many seconds, the cellular tele-
phone retransmits its ID information, just in case the telephone is actually moving.
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Figure 3-17
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Figure 3-18
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In earlier generation cell phone systems, a cellular telephone company could
tell only the cell in which you were located. It could not determine exactly where
in the cell you were. Shortly after 2000, the FCC asked the cellular telephone com-
panies to devise a system in which the exact location of a cellular telephone could
be determined. One of the ideas behind this feature was that it would enable emer-
gency services to locate a cell phone user should the user request a 911 service. The
FCC gave the cell phone companies until the end of 2005 to have 95% of their cell
phones enabled with a GPS chip so that under emergency situations, the cell
phone company could locate the cell phone and user within 100 feet. Needless to
say, not all the cell phone companies could meet this requirement and thus were
fined. Today, all cell phone companies can offer this service but it depends upon
how modern your cell phone is.

A cellular telephone, in attempting to place a call, transfers the dialed tele-
phone number along with any other identification, such as the cellular telephone’s
ID, to the CTSO via the setup channel. The user’s account is checked for validity,
and if the telephone bill has been paid, the CTSO assigns a channel to that connec-
tion. The cellular telephone then releases the setup channel, seizes the assigned
channel, and proceeds to place the telephone call.

What happens when someone tries to call a cellular telephone? Because the
cellular telephone company knows (if the telephone is turned on) which cell a cel-
lular telephone is in, the cellular telephone company transmits the cellular tele-
phone’s ID in that one cell. When the ID is recognized by the cellular telephone,
the cellular telephone tries to seize the local cell’s setup channel. When the setup
channel is seized, the cellular telephone sends a signal to the CTSO, the CTSO ver-
ifies the cellular ID number, a channel is assigned to the cellular telephone, and the
incoming call is connected.

Currently, several cellular telephone technologies are in operation in the United
States. Advanced Mobile Phone Service (AMPS) was the first-generation cellular
telephone system,; it covered almost all of North America and was found in more than
35 other countries. AMPS used frequency division multiplexing technology (discussed
in detail in Chapter Five), which operates like television transmissions. AMPS was the
cellular equivalent of the “plain old telephone system” (POTS). All U.S. cellular com-
panies no longer offer AMPS service. Digital-Advanced Mobile Phone Service
(D-AMPS) is the newer, digital equivalent of analog cellular telephone service. It uses
time division multiplexing technology (also discussed in Chapter Five) in addition to
frequency division multiplexing and provides greater signal clarity and security than
AMPS. Because D-AMPS starts with frequency division multiplexing and then adds
time division multiplexing techniques, analog cellular telephone systems can be
upgraded to D-AMPS—an upgrade that increases their signal clarity, security features,
the number of special services offered, and the number of available channels per cell.
Most cellular providers have upgraded their AMPS cellular telephones to D-AMPS ser-
vice in order to compete with newer, all digital services.

The next category of cellular telephone technology is Personal Communications
Services (PCS), which does not rely on older analog techniques. These systems are
considered second-generation cellular telephones. PCS cell phones were approved by
the FCC in 1993, and the first PCS cellular telephone system appeared in Washington,
D.C,, in November 1995. Since then, three competing (and incompatible) PCS tech-
nologies have emerged. The first PCS technology uses a form of time division multi-
plexing called Time Division Multiple Access (TDMA) technology to divide the
available user channels by time, giving each transmitting cellular telephone a brief
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turn to transmit. The second PCS technology uses Code Division Multiple Access
(CDMA) technology, which spreads the transmission of a cellular telephone signal
over a wide range of frequencies, using mathematical values. CDMA is based on
spread spectrum technology, which will be introduced in Chapter Twelve. The third
PCS technology is Global System for Mobile (GSM) Communications and uses a dif-
ferent form of time division multiple access technology.

After PCS, the next generation of cell phone service was supposed to be the
third generation, but for a number of reasons (most noticeably, the fact that it rep-
resented such a nominal improvement in technology relative to that of the previ-
ous generation), the cell phone industry dubbed it the 2.5 generation. The
2.5-generation cell phones are capable of receiving and transmitting digital data
between a cellular telephone and an Internet service provider. Using a cellular tele-
phone that has a small screen, a user can download small amounts of information
from the Internet. Examples of the type of data that may be downloaded include
stock prices, weather, sports scores, travel directions, and other low-volume, text-
based information. Many cellular telephones also have built-in cameras, and users
are able to send pictures from one cellular telephone to another.

To support the 2.5-generation’s more bandwidth-intensive data streams of text
and images, new protocols for transmitting data at faster speeds were developed. In
particular, GSM networks were converted to General Packet Radio Service
(GPRS), which can transmit data at 30 kbps to 40 kbps. CDMA networks were con-
verted to an updated form of CDMA called CDMA2000 1xRTT (one-carrier Radio
Transmission Technology). This newer technology is capable of transmitting data
at 50 kbps to 75 kbps.

The current generation of cell phone technology got under way in early 2005 and
does actually represent the third generation. In order to support the increasing band-
width demand for uploading and downloading text and images via the cell phone,
GPRS systems are being converted to Universal Mobile Telecommunications
System (UMTS) technology. UMTS is capable of supporting downstream data rates of
220 kbps to 320 kbps. 1xRTT systems are being converted to a technology called 1xEV
(1 x Enhanced Version)—specifically, a version of 1xEV called Evolution Data Only
(EV-DO). EV-DO systems are capable of supporting downstream data rates of 300 kbps
to 500 kbps. Fourth generation systems, which might start appearing in 2010, may be
based on either LTE (Long Term Evolution) technology or Wi-MAX (discussed
shortly). Confused? You are not alone.

Channel Division Amongst Cells

To gain a better understanding of how frequencies are signal can be transmitted. These bands of frequencies were
divided amongst the cells of a cellular phone system, let us further divided into 30-kHz sub-bands called channels. This
take a look at a simple example: the first-generation cell division of the spectrum into sub-band channels was

phone system. Both AMPS and D-AMPS cellular telephone sys- achieved through Frequency Division Multiple Access (FDMA),
tems allocated their channels using frequency ranges within whereby each channel was assigned (as with television and
the 800-900-Megahertz (MHz) spectrum. To be more precise, radio) a different set of frequencies on which to transmit.
the 824-849-MHz range was used for receiving signals from A total of 1666 channels was available for signal transmis-
cellular telephones (the uplink), while the 869—894-MHz sion in a metropolitan area (50 MHz divided by 30 kHz per
range was used for transmitting signals to cellular telephones channel yields 1666 channels). To carry on a two-way conversa-
(the downlink). Within a metropolitan area, these two bands tion on a cellular phone, two channels are required—one for
of frequencies allowed for approximately 50 MHz in which a the uplink and one for the downlink. With every conversation
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requiring two channels, 833 (1666 channels divided in half)
two-way connections were available in a metropolitan area.
Furthermore, the FCC allowed up to two competing carriers
to offer AMPS mobile telephone service within any given
metropolitan area. Thus, 416 connections per carrier

(833 connections divided by 2 carriers) per metropolitan area
were available for use. Finally, these 416 connections were
divided among all of the cells in a metropolitan area. Thus, a
metropolitan area like New York City could have two cellular

95

Thus, only seven sets of frequencies are needed; the next
clump of seven cells can reuse these seven sets of frequencies.
This resulted in 59 two-way connections per cell (416 divided
by 7) per carrier being available in a metropolitan area. These
59 connections were further reduced by the fact that a few
channels in each cell were used for call setup.

Although 59 available AMPS connections per cell does
not seem like a large number compared to the total number
of cellular telephone users in an area, keep the following

telephone companies, each offering only 416 concurrent tele- facts in mind:
phone calls for the entire city. Fortunately, there is one more
crucial step. Recall that the cells in an area form a honeycomb
pattern (it is a nice honeycomb pattern on paper, but not so
neat in real life) and that sets of frequencies can be reused.
Because only the frequencies in adjacent cells are unique, the

cellular telephone companies clump seven cells together.

» The cell phone users within a cell are not all using their
telephones concurrently.

» Cells can be as small as one-half mile across.

» Multiple service providers existed for AMPS and
D-AMPS systems.

Infrared transmissions

Infrared transmission is a special form of radio transmission that uses a focused
ray of light in the infrared frequency range (1012-1014 MHz). Working much like
the remote control devices used to operate television sets, this focused ray of
infrared information is sent from transmitter to receiver over a line-of-sight trans-
mission. Usually these devices are only about three to ten feet (one to three meters)
apart, but infrared systems that can transmit up to one and one-half miles do exist.

Infrared transmission systems are often associated with laptop computers,
handheld computers, peripheral devices such as printers and fax machines, digital
cameras, and even children’s handheld electronic games. Infrared transmission
works well in the following activities:

Transmitting a document from your laptop computer to a printer or
a modem

Exchanging small files such as business cards between handheld computers
Synchronizing electronic telephone books and schedulers

Retrieving bank records from 24-hour automatic teller machines by
walking up to the machine and pointing a handheld device such as a
PDA at the terminal

In each of these examples, the transmitter and receiver are within the same
room or a short distance apart, and data transfer rates are typically no faster than 4
Mbps. Infrared systems that can transfer data at speeds up to 16 Mbps exist, and
even higher speeds are in development.

Despite the Infrared Data Association (IrDA) leading the charge in standardiz-
ing infrared technology and in incorporating infrared into many application areas,
experts are beginning to question whether infrared is going to expand much
beyond current implementations. In fact, a relatively new technology that we will
examine later, Bluetooth, has the potential to replace infrared for short-distance
wireless connections.

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



96 Chapter 3

Broadband wireless systems

A broadband wireless system, also known as the wireless local loop or fixed-
point wireless, is one of the latest techniques for delivering Internet services into
homes and businesses. These systems bypass the telephone company’s local loop
(the last stretch of telephone line between the telephone central office and the
home or business) by transmitting voice, data, and video over very high radio fre-
quencies. As Figure 3-19 shows, the broadband wireless service provider (broad-
band switching center) receives broadband transmissions from either a satellite
system or a high-speed Internet connection. These broadband transmissions are
then sent to the one or more local transmission antennas (base stations).
Businesses and homes then receive these transmissions with a receiver dish, which
converts the signals into ones appropriate for a computer or computer network.

Figure 3-19
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Two broadband wireless transmission technologies were introduced at the turn
of the twenty-first century—Local Multipoint Distribution Service (LMDS) and
Multichannel Multipoint Distribution Service (MMDS), but both seem to have been
dropped by the wayside in recent years. In their place is a new technology: WiMAX.
WiMAX is a broadband wireless transmission technology that is based upon a series
of IEEE standards. For example, a WiMAX technology that was designed to deliver
high-speed Internet access to homes and small businesses and thus compete against
DSL and cable modems is called IEEE 802.16a. IEEE 802.16a operates in the
2-11-GHz spectrum, provides line-of-sight and non-line-of-sight-connections, and
can transfer data up to 70 Mbps for 30 miles. Another WiMAX technology, IEEE
802.16¢c was designed to operate in the 10-66-GHz spectrum and is only line-of-
sight. IEEE 802.16d (and sometimes called IEEE 802.16-2004) consolidates the revi-
sions of 802.16a and 802.16¢ into one standard. IEEE 802.16e is a revision of the
802.16 standard that provides a high-speed connection for slowly moving devices,
such as when someone is walking or driving down a residential street and using a
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WiMAX-enabled cell phone. Because 802.16 was originally designed for fixed
devices, however, the 802.16e revision is not an optimal standard for moving devices
in general. More preferable is the newly released (in 2008) IEEE 802.20 standard,
which was created specifically for high-speed mobile devices—in this case, the “high-
speed” refers to both the data rate and the rate of movement the device can experi-
ence while connected. IEEE 802.20 can operate with devices moving up to 180 miles
per hour, effectively performs hand-offs (the passing from one set of transmission
frequencies to the next), and can transmit data in the 100s of kbps to over a million
bits per second range. Some industry experts predict that the IEEE 802.20 standard
may lead to the future growth of a fourth-generation cell phone standard. The
802.20 standard is one we will have to keep our eye on in the next couple of years.

Bluetooth

The Bluetooth protocol—named after the Viking crusader Harald Bluetooth, who
unified Denmark and Norway in the tenth century—is a wireless technology that
uses low-power, short-range radio frequencies to communicate between two or
more devices. More precisely, Bluetooth uses the 2.45-GHz ISM (Industrial,
Scientific, Medical) band and is typically limited to distances between 10 cm and
10 meters (corresponding to about 4 inches and 30 feet). Unlike infrared, Bluetooth is
capable of transmitting through nonmetallic objects. Thus, a device that is trans-
mitting Bluetooth signals can be carried in a pocket, purse, or briefcase.
Furthermore, it is possible with Bluetooth to transfer data at reasonably high
speeds. Also, an asymmetric connection that can transfer data at 57.6 kbps in one
direction and 722 kbps in the opposite direction is available.

Bluetooth can also communicate among multiple devices. For example, consider
an office environment with many computers, printers, fax machines, and photo-
copiers. With Bluetooth, each device can send signals to other devices or to a single
point—for example, to indicate service instructions such as “out of paper” or “low
toner.” A small network like this with eight or fewer devices is called a piconet.
Another term for a piconet is personal area network or PAN, which we introduced in
Chapter One. Multiple piconets can be interconnected to form a scatternet.

The most interesting aspect of Bluetooth is the list of applications that benefit
from such a short-range transmission technology. These applications include:

Wireless transmission between a portable music player and a headset

Transmissions between a personal digital assistant (PDA) and another
computer

Transmissions between peripheral devices and a computer

Wireless transmissions between a PDA and an automobile, house, or the
workplace

To appreciate the potential power of Bluetooth technology, consider the fol-
lowing, more descriptive examples: You can automatically synchronize all e-mail
messages between your PDA and your desktop/laptop computer; as you approach
your cat, your PDA will tell the car to unlock its doors and change the radio to your
favorite station; as you walk up to the front door of your house, your PDA will
instruct your house to unlock the front door, turn on the lights, and turn on an
entertainment system; and as you sit in a business meeting, your PDA/laptop will
wirelessly transmit your slide presentation to a projector and your notes to each
participant’s PDA/laptop.

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



98 Chapter 3

Despite large support, Bluetooth has been relatively slow in impacting the mar-
ketplace. Current Bluetooth technology is still having problems with getting multi-
ple (more than two) devices to synchronize data with each other. The short
transmission distance of 10 meters (30 feet) is also seen by many as a detriment.
Although it is possible (under special conditions) to transmit Bluetooth signals up
to 100 meters (328 feet), this will require more powerful batteries for the transmit-
ting devices and could increase the problem of interference. Nonetheless,
Bluetooth is a technology that certainly needs to be watched and understood.

Wireless local area networks

Even though local area networks will be discussed in detail in Chapter Seven, it
may be helpful to introduce the wireless form of local area networks now, while we
are discussing various types of wireless systems. The first wireless local area net-
work standard was introduced in 1997 by IEEE and has the name IEEE 802.11. IEEE
802.11 is capable of supporting data rates up to 2 Mbps and allows wireless work-
stations up to roughly several hundred feet away to communicate with an access
point. This access point is the connection into the wired portion of the local area
network. In 1999, IEEE approved a new 11-Mbps protocol, IEEE 802.11b. This pro-
tocol is also known as wireless fidelity (Wi-Fi) and transmits data in the 2.4-GHz fre-
quency range. Following 802.11b were two more protocols—802.11a and 802.11g.
IEEE 802.11a transmits data at speeds up to 54 Mbps (a theoretical 54 Mbps but in
reality about half that) using frequencies in the 5-GHz range. 802.11g also trans-
mits data at speeds up to 54 Mbps (theoretical) but uses the same frequencies—
2.4 GHz—as 802.11b. Because 802.11b and 802.11g share the same frequency
range, 802.11g is more attractive than 802.11a to those users who already have
802.11b installed and want to upgrade their system. Originally, 802.11a was called
Wi-Fi5, but that term is no longer being used.

A fourth wireless LAN protocol that was recently approved at the end of 2009
is IEEE 802.11n. This standard is capable of supporting a 100-Mbps signal between
wireless devices and uses multiple antennas to support multiple independent data
streams. All these protocols—802.11a, 802.11b, 802.11g, and 802.11n—are now
termed Wi-Fi.

Free space optics and ultra-wideband

Two additional wireless technologies worth mentioning are free space optics and
ultra-wideband transmissions. Free space optics uses lasers, or, in some cases,
infrared transmitting devices, to transmit data between two buildings over short
distances, like across the street. Data transfer speeds with this technology can be as
high as 45 Mbps, and higher speeds are possible in the future. One of the major
problems, however, with free space optics is fog. Lasers lose their strength when
transmitting through fog. Thus, if the fog is thick, transmission distances can be
cut down to less than 50 meters (150 feet).
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The second wireless medium is ultra-wideband. Ultra-wideband systems
transmit data over a wide range of frequencies rather than limiting transmissions
to a narrow, fixed band of frequencies. The interesting aspect about transmitting
over a wide range of frequencies is that some of those frequencies are used by other
sources, such as cellular phone systems. So do ultra-wideband signals interfere with
signals from these other sources? Proponents for ultra-wideband claim that even
though a wide range of frequencies is used, ultra-wideband transmits at power lev-
els low enough that other sources should not be affected. Opponents of ultra-
wideband argue that this is not correct—that ultra-wideband transmissions do
affect other sources and thus should be carefully controlled. Despite this interference
issue, ultra-wideband is capable of supporting speeds up to 100 Mbps, but over
small distances such as those found in wireless local area networks.

ZigBee

ZigBee is a relatively new wireless technology supported by the IEEE 802.15.4 stan-
dard. It has been designed for data transmission between smaller, often embedded,
devices that require low data transfer rates (20-250 KBps) and corresponding low
power consumption. For example, the ZigBee Alliance states that ZigBee is ideal for
applications such as home and building automation (heating, cooling, security,
lighting, and smoke and CO detectors), industrial control, automatic meter reading,
and medical sensing and monitoring. It operates in the industrial, scientific, and
medical (ISM) radio bands and requires very small software support and very little
power. In fact, power consumption is so low that some suppliers claim that their
ZigBee-equipped devices will last multiple years on an original battery.

An interesting aspect of ZigBee is how devices are able to keep power consump-
tion low. The first technique employed is mesh communications. Using mesh com-
munications, all devices do not transmit directly to a single receiver. Instead, each
device transmits its signal to the next closest ZigBee device, which in turn passes
this signal on to the next device. Eventually, the destination receiver will be
reached and an action will take place. Because transmission distances are typically
shorter in a mesh configuration, less power is needed to transmit the signal.

Secondly, ZigBee-enabled devices do not need to constantly communicate with
other devices. When not transmitting a signal to a receiver, the device can put itself
to sleep. When someone or something activates a device with ZigBee, the ZigBee
circuit wakes up, transmits the signal, and then goes back to sleep.

As many people confuse ZigBee with Bluetooth, it will be interesting to see if
both survive. Both should because each one is targeted for a different application
area—Bluetooth is best at replacing cables for short distances, while ZigBee will be
good at sending low-speed signals over short to medium distances.

Table 3-4 summarizes the wireless media discussed here, including the typical
use, maximum data transfer rate, maximum transmission range, advantages, and
disadvantages of each.
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Table 3-4
Summary of wireless media

Type of
Wireless Medium

Typical Use

Maximum Data
Transfer Rate

Maximum Trans-

mission Range

Advantages

Disadvantages

Terrestrial
Microwave

Satellite LEO

Satellite MEO

Satellite GEO

Satellite HEO

Cellular (AMPS
and D-AMPS)

PCS

GPRS, 1xRTT

UMTS

EV-DO

Infrared

WiMAX

Bluetooth

Long-haul tele-
communications,
building to building

Communications
such as e-mail,
paging, worldwide
mobile phone
network, spying,
remote sensing,
video conferencing

GPS-style surface
navigation
systems

Signal relays for
cable and direct
television

Global surveillance,
scientific
applications

Cellular telephones

Cellular telephones

Cellular telephones

Cellular telephones

Cellular telephones

Short-distance
data transfer

Wireless
Internet
access

Short-distance
transfer

100s-Mbps

100s-Mbps

100s-Mbps

100s-Mbps

100s-Mbps

19.2 kbps

9.6 kbps

30-75 kbps

320 kbps

500 kbps

16 Mbps

30 Mbps

722 Kbps

20-30 miles

Depends on
number of
satellites

Depends on
number of
satellites

One-third the
Earth’s
circumference
(8000 miles)

Variable

Each cell:
0.5-50 mile
radius, but
nationwide
coverage

Each cell:
0.5-25 mile
radius

Each cell:
0.5-25 mile
radius

Each cell:
0.5-25 mile
radius

Each cell:
0.5-25 mile
radius

1.5 miles

30 miles

30 feet
(10 meters)

Reliable, high
speed, high
volume

High-speed
transfers, very
wide distance,
some
applications
inexpensive

High-speed
transfers,
wide distance

Very long
distance, high
speed, and
high volume
Variability

of distance

Widespread,
inexpensive
applications

Digital,
low noise

Digital,
low noise

Digital,
low noise

Digital,
low noise

Fast,
inexpensive,
secure

High speed

Universal
protocol

Long haul,
expensive to
implement,
line-of-sight

Some
applications
expensive,
interference

Expensive to
lease, some
interference

Expensive to
lease, some
interference

Expensive

Noise

Slow data
rates

Slow data
rates

Short
distances,
line of sight

Limited
distances
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Table 3-4
Summary of wireless media (continued)
Type of Typical Use Maximum Data Maximum Trans-  Advantages Disadvantages
Wireless Medium Transfer Rate mission Range
Wireless LANs Local area 100 Mbps <328 feet Relative ease Several
networks (<100 meters)  of use standards
Free Space Short-distance, 45 Mbps 1000s feet High speed Line of sight,
Optics high-speed (100s meters) affected by fog
transfers
Ultra-wideband  Short-distance, 100 Mbps <328 feet High speed, May interfere
high-speed (100 meters) not restricted with other
transfers to fixed sources
frequencies
ZigBee Short-to-medium 250 KBps Unlimited Low power Low transfer speeds
distance, low-speed distance (mesh)
transfers

Now that you are familiar with the categories and types of wireless and con-
ducted media available, you need to consider other criteria in order to make a deci-
sion about which media to select.

Media Selection Criteria

When designing or updating a computer network, the selection of one type of
medium over another is an important issue. Computer-network-based projects
have performed poorly and possibly even failed as the result of a poor decision
about the appropriate type of medium. Furthermore, it is worth noting that the
purchase price and installation costs for a particular medium are often the largest
costs associated with computer networks. Once the time and money have been
spent installing a particular medium, a business must use the chosen medium for a
number of years to recover these initial costs. In short, the choice of medium
should not be taken lightly. Assuming you have the option of choosing a medium,
you should consider many media selection criteria before making that final
choice or choices. The principal factors you should consider in your decision
include cost, right-of-way, speed, expandability and distance, environment,
and security. The following discussion will consider these factors in relation to
twisted pair wire, coaxial cable, fiber-optic cable, terrestrial microwave, satellite
microwave, cellular systems, infrared, WiMAX, Wi-Fi, and Bluetooth.

Cost

Costs are associated with all types of media, and there are different types of costs.
For example, twisted pair cable is generally less expensive than both fiber-optic
cable and coaxial cable. To make a cost-effective selection decision, however, it is
necessary to consider more than just the initial cost of the cable—you must also
consider the cost of the supporting devices that originate and terminate the cables,
the installation cost, and the price/performance ratio. For example, twisted pair
wire is typically the least expensive medium to purchase. Each wire usually ends
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with a small modular jack similar to the jack that connects a telephone to a tele-
phone wall jack. These modular jacks are mostly plastic and very inexpensive, cost-
ing only pennies each. Installation of twisted pair is typically straightforward, but
it can be quite costly, depending upon the particular installation environment and
who does the installation.

In comparison, coaxial cable is often a more expensive cable to purchase,
sometimes costing more than $1 per foot. The connectors that terminate coaxial
cable are mostly metal and a little more costly than twisted pair connectors. It is
also a little more difficult to install coaxial cable.

Fiber-optic cable, if purchased with two conductors and in bulk, is more expen-
sive than twisted pair wire but can be comparable in cost to coaxial cable. The con-
nectors that terminate fiber-optic cables are, as previously stated, more expensive
than those of either twisted pair or coaxial cable. More importantly, if you need to
connect a fiber-optic cable to a non-fiber-optic cable or device, the cost increase is
even more dramatic, because you must convert light pulses to electric signals and
vice versa. Although the installation costs of the three conducted media are not
always significantly different, the ones associated with fiber-optic cable are often
the most expensive. Consider, however, the price/performance ratio of fiber-optic
cable compared to that of both twisted pair and coaxial cable. Although fiber may
be a little more expensive to purchase and install, it has the greatest transmission
capabilities with the least amount of noise. Which is more important: saving
money on the purchase of a medium, or having a medium that is capable of very
high transmission speeds?

Terrestrial microwave systems spanning great distances and satellite systems
are expensive media, considering the cost of microwave towers and satellites. Very
few businesses, however, install their own towers and launch their own satellites.
Instead, most companies lease time from other companies that specialize in
microwave systems. Considering the lease option, and the fact that microwave sys-
tems can send fast data streams, some companies may find a microwave solution
that is less expensive than a wire-based solution. Privately owned microwave sys-
tems, which are mounted on company buildings, are significantly less expensive
than wide-area terrestrial microwave and satellite systems. Considering the cost of
installing cables (assuming that you even can install them), short-distance
microwave systems may, in certain situations, also offer a reasonable alternative to
installing cable or leasing time from a service provider.

In many cases, it is not possible to install your own cabling. For example, if
you have two buildings that are separated by a public street, you may not have any
way to connect a cable from one building to the other. Even if there were an over-
head or underground passage through which a cable could be drawn, do you own
the passage? In other words, you may not have the right-of-way to install the
cables. If the passage is not yours, will the owner of the passage allow you to run
cables through it? And if so, what will be the cost to you? If it is not possible or fea-
sible to install your own cables, you might consider some form of wireless trans-
mission. Or, you might consider contacting a local telecommunications service
provider (such as the local telephone company) to see what options are available
(more on this in Chapter Eleven).

Each type of medium has the additional cost of maintenance. Will a certain
type of wire last for x years when subjected to a particular environment? This is a
difficult question to answer, but it should be asked of the company supplying the
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medium. Whereas it is easy to browse catalogs and learn the initial costs of a par-
ticular type of cable, it is more difficult to determine the maintenance costs two,
five, or ten years down the road. Too often, overfocusing on initial cost inhibits
decision makers from taking long-term maintenance cost into account and, there-
fore, considering better types of media.

Speed

To evaluate media properly, you need to consider two types of speed: data trans-
mission speed and propagation speed. Data transmission speed is the number of
bits per second that can be transmitted. The maximum bits per second for a partic-
ular medium depends proportionally on the effective bandwidth of that medium,
the distance the data must travel, and the environment through which the
medium must pass (noise). If one of the requirements of the network you are
designing is a minimally acceptable data transmission speed, then the medium you
choose has to support that speed. This issue might sound trivial, but it is compli-
cated by the difficulty of predicting network growth. Although a chosen medium
may support a particular level of traffic at the moment, the medium may not be
able to support a future addition of new users or new applications. Thus, careful
planning for future growth is necessary for proper network support (we will take a
look at this issue in more detail in Chapter Thirteen). Another important issue to
consider is that even though a particular technology advertises a data transmission
speed, that may not be the actual throughput of data. For example, IEEE 802.11a
and 802.11g wireless LANs offer data transmission speeds of 54 Mbps, but in reality
the users experience data transfer rates that are roughly one-half of this value. This,
as we shall see in later chapters, is caused by noise, interference, and weak signals.

Propagation speed is the speed at which a signal moves through a medium.
The propagation speed of fiber-optic media is very near the speed of light, and
wireless media actually do propagate at the speed of light, which is 186,000 miles
per second (3 x 108 meters per second). For electrically conducted media (twisted
pair and coaxial cable), propagation speed is approximately two-thirds the speed of
light, or 124,000 miles per second (2 x 108 meters per second). Although these
speeds seem fast enough for most applications, keep in mind that the time
required to send a signal to a satellite in an outer Earth orbit and back—the propa-
gation delay—is approximately 0.25 to 0.75 seconds, depending upon the actual
distance to the satellite and the number of devices through which the signals must
pass. If you are transferring data from one side of the state to the other, you might
want to consider a medium with a lower propagation delay.

Expandability and distance

Certain media lend themselves more easily to expansion. Twisted pair cable is eas-
ier to expand than either coaxial cable or fiber-optic cable, and coaxial cable is eas-
ier to expand than fiber-optic cable. Coaxial cable is more difficult to expand than
twisted pair because of the types of connectors on the ends of the cable. Fiber-optic
connectors are even more elaborate, and joining two pieces of fiber-optic cable
requires practice and the proper set of tools.

Another expandability-related consideration is that most forms of twisted pair
can operate for only 100 meters (328 feet) before the signal requires regeneration.
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Some forms of coaxial cable systems can run for longer lengths (miles), and fiber-
optic cable can extend for many miles before regeneration of the signal is necessary.

Privately owned terrestrial microwave has a high transmission rate, but if the
microwave dishes are mounted on corporate buildings, the buildings can be no far-
ther than 20 to 30 miles apart. Furthermore, this setup will work only if the buildings
are tall and no obstructions, such as other buildings, are in the way. Cellular systems
are widespread and expanding continuously. New technologies such as third-
generation cell phones and WiMAX show promise for expandability. Incidentally,
when it comes to wireless technologies, it is important not to confuse the various
application areas. Bluetooth and infrared are strictly for short distances. Wi-Fi is
designed for local area networks and has a maximum range of a few thousand feet
(corresponding to a few hundred meters). WiIMAX is designed for high-speed
Internet access at distances up to 30 miles. Third-generation cell phones such as
UMTS are capable of transferring data in the 100s of kbps and will eventually span
the country.

When considering expandability, do not forget the right-of-way issue. If you
are trying to run a cable across land that does not belong to you, you have to
obtain permission from the landowner. Sometimes that permission may not be
granted, and sometimes you may get the permission but have to pay a recurring fee
to the landowner.

If you expect to create a system that may expand in the future, it is worthwhile
to consider using a medium that can expand at a reasonable cost. Note, however,
that the expansion of a system is, many times, determined more by the design of
the system and the use of the supporting electronic equipment than by the selec-
tion of a type of medium.

Environment

Another factor that must be considered in the media selection process is the envi-
ronment. Many types of environments are hazardous to certain media. Industrial
environments with heavy machinery produce electromagnetic radiation that can
interfere with improperly shielded cables. If your cabling may be traveling through
an electromagnetically noisy environment, you should consider using shielded
cable or fiber-optic cable.

Wireless transmission also can be disrupted by electromagnetic noise and interfer-
ence from other transmissions. Sunspots, although they do not happen often, can
be disruptive to satellite transmissions. Because so many people now rely on wire-
less services for voice, data, and paging, newspapers often warn the public when
sunspot activity is expected to be high. It is worth noting that microwave transmis-
sion and free space optics can be hampered by bad weather. Before selecting a
medium, it is important to know the medium’s intended environment and be
aware of how this environment may influence or interfere with transmissions.

Security

If data must be secure during transmission, it is important that the medium not be
easy to tap. All conducted media, except fiber-optic cable, can be wiretapped easily,
meaning someone can “listen” to the electromagnetic signal traveling through the
wire. Wireless communications also can be intercepted, but it is much easier to
wiretap a broadcast wireless transmission such as a wireless local area network than
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a narrow-beam wireless system such as microwave. Fortunately, there are means of
improving the data security of both conducted and wireless media. Encryption and
decryption software can be used with conducted media. Spread spectrum technol-
ogy can be applied to wireless communications, making them virtually impervious
to interception. Encryption, decryption, and spread spectrum technology will be
discussed in detail in Chapter Twelve.

Now that we have covered the different types of media and selection criteria,
let us turn our attention to how conducted and wireless media work in a network.

Conducted Media In Action: Two Examples

Let us consider the wiring for a local area network. Figure 3-20 shows a common situation where
a microcomputer workstation connected to a local area network must first connect to a device
such as a switch. A switch is a device that connects multiple workstations and passes the trans-
mission signal from any workstation on to any other workstations (Chapters Seven and Eight
examine switches in much more detail). In typical installations, it is quite unlikely that the cable
leaving the workstation runs directly to the switch. Instead, the cable that leaves the back of the
microcomputer first connects to a wall jack in the room where the microcomputer is located.
This wall jack is a passive device, a simple connection point between two runs of cable that
does not regenerate the signal on the cable.

Figure 3-20
Example of a wiring Wall Jack
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In order to select the proper medium for this connection, you must take into account two
main issues: cable distance and data rate. To account for cable distance in this situation, you
must consider the total distance from the back of the microcomputer to the switch. If this dis-
tance is less than 100 meters (328 feet), you can consider using twisted pair to connect the micro-
computer to the switch. If the cable does not pass through a noisy environment, then you can
consider using unshielded twisted pair, the least expensive and easiest cable with which to work.
If you can assume that the data rate of the connection will not exceed 1000 Mbps, it should be
possible to support the connection using four-pairs of Category 5e, Category 6, or Category 7.

If, however, the data rate is higher than 1000 Mbps, you may want to consider alternatives to
twisted pair. Fiber-optic cable is a good choice for data transmission rates over 1000 Mbps, but it will
cost more than a twisted pair connection. Also, because fiber-optic cable is a one-way cable and the
data flow between a workstation and a switch is two-way, two fiber-optic cables would be necessary.
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In this case, because the data rate between the microcomputer workstation and switch is
100 Mbps or less, Category 5, 5e, or 6 unshielded twisted pair would be an acceptable choice
(Category 7 would be an unnecessary expense at this point). Fiber-optic cable also would be a
reasonable choice, as it would be adaptable to higher transmission speeds in the future.

What about cabling the connection between the switch and the next point in the local area
network (usually another switch)? If the distance between the two switches exceeds the 100
meter length or if the cable travels through a noisy environment, such as a heating and cooling
mechanical room, a cable other than twisted pair should be considered. Under these circum-
stances, you would consider either a very good coaxial cable or, even better yet, a fiber-optic
cable for connecting the two switches. Why should you consider the more expensive fiber-optic
cable? The price difference between coaxial cable and fiber-optic cable is much smaller than the
performance differences. Therefore, it makes sense to go with the best cabling and install fiber-
optic cable.

In a second example, let us consider the scenario where a company has two buildings
approximately one mile apart. The company wishes to transmit data between the two buildings
on a fairly routine basis at speeds up to 100 Mbps. What would you recommend as the best type
of interconnecting medium? Before we even consider any form of conducted media, we need to
ask the question: Is the property between the two buildings owned by the company? Let us
assume it is not (the likely case). The company might want to consider either using a form of
wireless transmission, such as terrestrial microwave or free space optics (assuming there are
no intervening structures), or contacting a telephone company and inquiring about whether a
100 Mbps data transmission service is available that will interconnect the two buildings.

If the property between the two buildings is company owned, the choice of a conducted
medium is still difficult. Which conducting medium is capable of supporting 100 Mbps for one
mile? Fiber-optic cable will meet those requirements, but how is the company going to install the
cable—underground in some form of pipe or tunnel, or overhead on some type of telephone
pole? Both solutions would be quite expensive, unless an infrastructure to support the new fiber-
optic cables already exists. Installing wire within a building is easier than trying to install it
between buildings, but neither task is simple. Because installing a medium is expensive and long-
term, careful planning and decision making are essential before the project can be started.

Let us consider each of the media selection criteria as applied to this two-building solution:

Cost—Fiber-optic is the most expensive conducted medium option, but is worth the cost,
given the requirements of the problem. Some form of wireless might be a good alterna-
tive, along with contacting the local telephone company for its suggested solutions.
Speed—Fiber-optic, twisted pair, and coaxial cable will support the necessary speed
requirements, but so would microwave and free space optics.

Expandability and Distance—The distance of one mile eliminates twisted pair and
coaxial cable from consideration. Right-of-way is definitely an issue in this case. If
you do not have right-of-way, you cannot install your own cable.
Environment—Fiber-optic cable should not be affected by the environment. If a wire-
less solution is applied, line-of-sight and weather could be two serious impediments.

Security—A fiber-optic system should be secure from wiretapping.

In conclusion, running wire between two buildings is often not possible, due to right-of-way
issues or maximum distance restrictions. When conducted media are not viable, a number of
wireless choices should be considered. Even if conducted media are viable, a wireless solution
may prove more economical in the long run. Many times the solution to interconnecting multi-
ple businesses involves the telephone company, as we will see in a later chapter.
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Wireless Media In Action: Three Examples

In your home you have a couple of computers, each in a different room. Each computer has a
fairly inexpensive ink-jet printer attached to it, and only one computer has access to the
Internet. You would like to hook up both computers to the Internet and purchase a good laser
printer to be shared by both. For this, you will need to interconnect the computers, but pulling
wires through your walls and floors does not sound like an attractive option. What about wire-
less? You can purchase wireless network interface cards that use one of the IEEE 802.11 proto-
cols and create a wireless local area network. IEEE 802.11b products transmit data at speeds up
to 11 Mbps and are very common, and thus would keep your costs reasonable. The newer
802.11g protocol can support higher data transfer speeds, but, being newer, it will cost a little
more than 802.11b.

You might also want to consider replacing your existing devices, such as printers, modems,
and scanners, with Bluetooth-enabled devices. By using Bluetooth, you will be able to reduce
your reliance on running cables from workstations to peripherals and thus increase your flexibil-
ity in locating equipment. We will discuss the topic of home local area networks (often called
Small Office/Home Office, or SOHO, installations) in more detail in a later chapter.

For a second example, let us consider DataMining Corporation, a large organization that
has a main office in Chicago and a second office in Los Angeles. DataMining collects data from
grocery stores from every purchase made by every customer. Using this data, the company
extracts spending trends and sells this information to other businesses that market salable
goods. The data is collected at the Chicago office and transmitted to the Los Angeles office,
where it is stored and later retrieved. Thus, there is a need to transmit large amounts of data
between the two sites on a continuous basis.

Currently, DataMining is leasing a telephone service between Chicago and Los Angeles, but
the telephone bills are high. The company is trying to reduce costs and is considering alterna-
tives to leased telephone services. Other forms of telephone service are available, but these will
not be introduced until Chapter Eleven. Let us simply say that DataMining has examined these
other forms of service and found them to be expensive—hence the need to consider other alter-
natives. DataMining has discovered that a number of companies can provide various levels of
satellite communication services. For example, Hughes Network Systems can provide local area
network internetworking, multimedia image transfers, interactive voice connections, interactive
and batch data transfers, and broadcast video and data communications services. Because
DataMining is primarily interested in two-way data transmissions, it is considering a two-way
data communications service offered by Hughes through a VSAT satellite system. As shown in
Figure 3-21, this two-way data service would require the installation of an individual Earth sta-
tion satellite dish at each of DataMining’s corporate locations.
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Figure 3-21
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Each individual Earth station is composed of two pieces: an indoor unit and an outdoor
unit. The outdoor unit consists of the satellite dish and is usually mounted on the roof of the
building. The size of the satellite dish depends on the data rates used and the satellite coverage
required. The outdoor unit is connected to the indoor unit via a single interfacility link cable.
The indoor unit has one or more ports to which the company’s data-processing equipment can
be connected.

Maintenance and support for this VSAT service are provided by the satellite company on a
24-hours-per-day, 7-days-a-week basis, and include equipment configuration, system status
reporting, bandwidth allocation, downloading of any necessary software, and the dispatching of
field personnel if necessary.

DataMining Corporation has decided to install the VSAT satellite system. To summarize, let
us consider each of the media selection criteria as applied to the VSAT solution:

Cost—The VSAT system is relatively expensive, but it delivers a high data transfer rate
with high reliability.

Speed—The VSAT system can support the required data transfer rates of DataMining
Corporation.

Expandability and Distance—The satellite system can easily extend from Chicago to
Los Angeles. Right-of-way is not an issue in this case.

Environment—Satellite systems can be disrupted by strong electromagnetic forces,
which could be a problem. If DataMining cannot tolerate any disruption of service,
they might want to consider installing a backup system in case the VSAT system
momentarily fails.

Security—VSAT satellite systems are difficult to intercept because the transmission
beam sent between ground stations and the satellite is small. Additionally, the data
stream can be encrypted.

A second company, the American Insurance Company, has two offices, both located in
Peoria, lllinois. The first office collects all the premium payments, and the second office con-
tains the main data-processing equipment. American Insurance needs to transfer the collected
premium information to the data-processing center on a nightly basis. The two offices are
approximately two miles apart, but it is not possible to run the company’s own cable over public
property and private personal property. Some form of telephone system might provide a rea-
sonable solution, but American Insurance is interested in investing in its own system and would
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like to avoid recurring monthly telephone charges, because these would, at some point, exceed
the cost of installing its own system.

ProNet is a company that offers private terrestrial microwave systems that can transfer pri-
vate voice, local area network data, video conferencing, and high-resolution images between
remote sites up to 15 miles apart. Figure 3-22 shows a typical microwave communication setup
as would be arranged between the two corporate offices of American Insurance.

Figure 3-22

Microwave communi- .
Microwave

cation between Antenna
American Insurance’s @

corporate buildings

Microwave
Antenna

Premium 2 Miles 0 OffIIDCG with L=
Processing ata-Processing
Office Equipment

Let us consider each of the media selection criteria as applied to the ProNet terrestrial
microwave solution:

Cost—The ProNet system is expensive at first when the equipment is purchased, but
after that American has to pay only for maintenance.

Speed—The ProNet system can support the required data transfer rates of American
Insurance.

Expandability and Distance—The terrestrial microwave system can transmit up to

15 miles. The two corporate buildings are two miles apart. Right-of-way is not an issue
in this case.

Environment—Microwave systems can be disrupted by strong electromagnetic forces
and inclement weather. ProNet, however, states that their system is unaffected by fog
or snow and that it delivers a service reliability and availability of 99.97 percent.
Security—Terrestrial microwave systems can be intercepted, but the data stream can
be encrypted.

American Insurance will seriously consider using ProNet’s terrestrial microwave system, as
it compares favorably to other systems and satisfies the company’s goals of private ownership,
high transfer rates, and low recurring costs.
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SUMMARY

Chapter 3

All data communication media can be divided into two basic categories: (1) physical
or conducted media, such as wires, and (2) radiated or wireless media, such as satel-
lite systems.

The three types of conducted media are twisted pair, coaxial cable, and fiber-
optic cable.

Twisted pair and coaxial cable are both metal wires and are subject to electromag-
netic interference. Fiber-optic cable is a glass wire and is impervious to electromag-
netic interference; therefore, it experiences a lower noise level than twisted pair and
coaxial cable.

Fiber-optic cable has the best transmission speeds and long-distance performance of
all conducted media, because (1) it has a lower noise level, and (2) light signals do
not attenuate as quickly as electric signals.

Several basic groups of wireless media exist: terrestrial microwave transmissions,
satellite transmissions, cellular telephone systems, infrared transmissions, WiMAX,
Bluetooth, Wi-Fi, free space optics, ultra-wideband, and ZigBee.

Each of the wireless technologies is designed for specific applications. Data transfer
speeds, transmission distances, advantages, and disadvantages must be considered
for each.

When trying to select a particular medium for an application, it helps to compare
the different media using these five criteria: cost, speed, expandability and distance,
right-of-way, environment, and security.

KEY TERMS

1XEV (1 x Enhanced Version)
62.5/125 cable

8.3/125 cable

Advanced Mobile Phone Service (AMPS)
backbone

baseband coaxial

Bluetooth

braided coaxial cable

broadband coaxial

broadband wireless system
Category 1

Category 2

Category 3

Category 4

Category 5

Category 5e

Category 6

Category 7

Category 1-7 (CAT 1-7) twisted pair
CDMA2000 1xRTT

coaxial cable

Code Division Multiple Access (CDMA)
crosstalk

PPV VP00 00000 0000000000000 00000000006060000000090

data transmission speed

Digital-Advanced Mobile Phone
Service (D-AMPS)

downlink

Evolution Data Only (EV-DO)
fiber-optic cable

free space optics

General Packet Radio Service (GPRS)

geosynchronous-Earth-orbit (GEO)
satellite

global positioning system (GPS)
Global System for Mobile (GSM)
Communications

highly elliptical orbit (HEO) satellite
infrared transmission
line-of-sight transmission
low-Earth-orbit (LEO) satellite
media selection criteria

cost

speed

expandability and distance

environment

security
middle-Earth-orbit (MEO) satellite
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mobile service area (MSA)
multimode transmission
passive device

Personal Communications Services (PCS)
photo diode

photo receptor

photonic fiber

piconet

propagation delay
propagation speed

reflection

refraction

repeater

right-of-way

satellite microwave
scatternet

shielded twisted pair (STP)
single-mode transmission
single-stranded coaxial cable
terrestrial microwave

thick coaxial cable

thin coaxial cable

Time Division Multiple Access (TDMA)
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twisted pair wire ¢ unshielded twisted pair (UTP) : WIMAX
ultra-wideband + uplink + wireless fidelity (Wi-Fi)
Universal Mobile Telecommunications 3 Very Small Aperture Terminal (VSAT) . ZigBee

System (UMTS) . :

REVIEW QUESTIONS

. Why is twisted pair wire called twisted pair?

. How does crosstalk occur in twisted pair wire?

. For what purposes are Category 1, 2, 3, 4, 5, Se, 6, and 7 twisted pair wire used?
. What are the advantages and disadvantages of shielded twisted pair?

. What is the primary advantage of coaxial cable compared to twisted pair?

. What is the difference between baseband coaxial and broadband coaxial cable?
. Why is fiber-optic cable immune to electromagnetic interference?

. What are the advantages and disadvantages of fiber-optic cable?

O 00 N O U b W N =

. What is the difference between terrestrial microwave and satellite microwave?

—_
=)

. What is an average distance for transmitting terrestrial microwave?

—_
—_

. What kind of objects can interfere with terrestrial microwave transmissions?

—_
N

. List a few common applications for terrestrial microwave.

—_
w

. What are the four orbit levels for satellite systems?

—_
1N

. List a few common application areas for each orbit level satellite system.

—_
[@)]

. What is the sequence of events that happens when someone places a call from a cel-
lular telephone?

16. What is the function of a cellular telephone switching office?
17. What is the primary difference between AMPS and D-AMPS cellular systems?

18. What is the primary difference between AMPS (or D-AMPS) cellular systems and the
newer PCS mobile telephones?

19. What are the differences between the 2.5-generation cell phone services such as
GPRS and 1xRTT and the newer UMTS, 1xEV, and EV-DQO?

20. What is meant by line-of-sight?

21. What are the WiMAX protocols used for?

22. What is the advantage of IEEE 802.20 over IEEE 802.16e?

23. Infrared transmission can be used for which type of applications?
24. What are the main advantages and disadvantages of ZigBee?

25. Broadband wireless service supports what kind of applications?
26. What are the main advantages and disadvantages of Bluetooth?
27. List three possible application areas of Bluetooth.

28. What are the different wireless local area network protocols?

29. In what situation might we use free space optics?

30. What are the different types of costs of conducted media?

31. What is the difference between data transmission speed and propagation speed?
32. What is meant by right-of-way?
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EXERCISES

1. Table 3-1 shows Category 1 wire transmitting a signal for 5-6 kilometers
(3—4 miles) but Category 5e for only 100 meters (328 feet). Does this mean Category
1 is the best wire for long-distance transmissions? Explain.

2. List three different examples of crosstalk that do not involve wires and electric sig-
nals. (Hint: Look around you.)

3. What characteristics of Category 5/5e unshielded twisted pair make it the most
commonly used conducted wire?

4. Can you transmit a video signal over twisted pair wire? Explain. Be sure to consider
multiple scenarios.

5. The local cable TV company is considering removing all the coaxial cable and replac-
ing it with fiber-optic cable. List the advantages and disadvantages of this plan.

6. The local cable TV company has changed its mind. It is now going to replace all the
existing coaxial cable with unshielded twisted pair. List the advantages and disad-
vantages of this plan.

7. Rank the following five media examples—twisted pair, coaxial cable, fiber-optic
cable, microwave, and satellite—in order from highest data transmission speed to
lowest data transmission speed.

8. Using the same five media examples from the previous exercise, rank them in order
from most noisy transmission to least noisy transmission.

9. Using the same five media examples from the previous exercises, rank them in order
from most secure transmission to least secure transmission.

10. Terrestrial microwave is a line-of-sight transmission. What sorts of objects are tall
enough to interfere with terrestrial microwave?

11. Your company has two offices located approximately one mile apart. Data needs to
be transferred between the two offices at speeds up to 100 Mbps. List as many solu-
tions as possible for interconnecting the two buildings. Is each solution technically
feasible? Financially feasible? Politically feasible? Defend your position.

12. Given that a satellite signal travels at the speed of light, exactly how long does it
take for a signal to go from the Earth to a satellite in geosynchronous orbit and back
to Earth? Show the calculations.

13. How long does it take a signal to reach a satellite in low Earth orbit? Show the
calculations.

14. You are walking down the street, and your cellular telephone rings. What was the
sequence of events that allowed a person with a conventional telephone to call you
on your cellular telephone?

15. Which of the wireless technologies can transmit through solid objects? Which wire-
less technologies cannot?

16. You are talking on your cellular telephone as you pass from one cell to another. Will
your cellular telephone use the same set of frequencies in the new cell as it was
using in the previous cell? Explain.

17. Why do cellular telephone systems need only seven sets of frequencies in a metro-
politan area?

18. What is one potentially serious problem with using your personal digital assistant
and Bluetooth to unlock doors wirelessly? Explain.

19. A company in your community is starting to offer a WiMAX service for Internet
access. The company promises 2 Mbps downloads. If the company predicts that this
new service will attract 2000 customers, what is the bandwidth necessary to support
this service?
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20. A T-1 service offered by voice and data communications companies is capable of
supporting 1.5 Mbps of continuous data transfer over a high-quality telephone wire.
What are the advantages and disadvantages of such a service when compared to ser-
vices such as WAP, Bluetooth, and terrestrial microwave?

21. You are considering replacing your terrestrial microwave transmission system with a
free space optics system. What are the advantages and disadvantages of doing this?

THINKING OUTSIDE THE BOX

1 You have been asked to recommend a type of wiring for a manufacturing build-
ing. The size of the building is 200 meters by 600 meters (corresponding to about
650 feet by 2000 feet), and it houses large, heavy machinery. Approximately
50 devices in this building must be connected to a computer system. Each device
transmits data at 2 Mbps and sends a small packet of data every two to three sec-
onds. Due to various building-related factors, any cable used for this network has
to be suspended high overhead in a hard-to-reach location. What type of cable
would you recommend? Use the media selection criteria introduced in this chap-
ter to arrive at your answer.

2 GJ Enterprises has hired you as a productivity consultant. Currently, the company
employs six people who routinely exchange information via flash drives. All GJ's
employees are in the same brick building, but not in the same room. They will be
sending word-processing documents and small spreadsheets as well as e-mail to
each other. GJ wants the least expensive network wiring solution with only the
minimal required hardware support. What medium would you recommend, and
why?

3 You are the technology guru for an interstate trucking company. You need to
maintain constant contact with your fleet of trucks. Which wireless technologies
will enable you to do this?

4 You need to connect two buildings across a public road, and it is not feasible to
use a direct cable connection. Under what circumstances would you use a
microwave link? A radio link? An infrared laser link? What about the other wire-
less alternatives?

5 For many years, you have had a computer at home for all members of the family
to use. Recently, however, you added a second computer. You want to connect the
two computers so they can share data and a high-quality printer. Unfortunately,
one computer is on the main floor, and the second one is upstairs. How are you
going to connect the two computers? List as many possible solutions as you can,
with the advantages and disadvantages of each. For example, should you use a
wired or wireless medium? If wired, what kind of wires? Where will the wires go?
Can you use existing wiring? If you go wireless, what technology could you use?

6 You are sitting at your desk at work, using your laptop computer. The boss calls an
emergency meeting for you and several coworkers and asks everyone to bring his
or her laptop computer. When you get to the meeting room, the boss wants to
download an important file from his laptop to all your coworkers’ laptops. List
three possible media solutions that will support this download, along with their
advantages and disadvantages.
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HANDS-ON PROJECTS

1. Collect and label samples of as many kinds of conducted media as possible, and
display them neatly on a piece of cardboard.

2. Using the Internet, locate the technical specifications of two different types
of cables.

3. How many different types of conducted media are in place in your business or
school? How are they used? Draw a rough diagram that shows the approximate
locations and types of wire.

4. Using any sources possible, investigate a company that can offer a microwave
service in your area. Report on what kinds of applications can be supported, what
equipment will be necessary, where the equipment will be located, and what
services this company offers.

5. Using any sources possible, investigate a company that can offer VSAT satellite
service in your area. Report on what kinds of applications can be supported, what
equipment will be necessary, where the equipment will be located, and what
services this company offers.

6. Does anyone in your area offer a WiMAX service? Is yes, write a one-page summary
that includes the service’s main features.

7. How many different cellular telephone companies offer services within your area?
Are the services D-AMPS or PCS? If PCS, are they CDMA, TDMA, or GSM? Are they
GPRS or CDMA2000 1xRTT? Are they UMTS or EV-DO? Do the companies have
estimates of the number of current subscribers? Do they know how many cells are
in your market?

8. Ask your local cable television company how they receive their television signals. If
it is a satellite service, is the service LEO, MEO, or GEO? What is the frequency
range of the signals they receive? Do they receive signals from multiple sources? Do
they have a backup plan if one of their services is disabled?

9. Visit the FCC’s Web site (www.fcc.gov) and report what frequencies are currently
being auctioned.

10. Does a Category 8 twisted pair exist yet? Does a need for such a wire exist? Use
either paper sources or the Internet to find the answer.

11. Using an outside source, such as the Internet or the library, determine the typical
height of a terrestrial microwave tower. If the tower’s height is raised by 10 meters,
how much farther will the tower be able to transmit?

12. Using a laptop computer with a wireless LAN card installed, locate the wireless LANs
on your campus, and then create a map of these networks.
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CONNECTING PERIPHERAL DEVICES to a computer has never
been an easy task. The interface between a computer and a
peripheral is complex and contains many layers of hard-
ware and software. Experts in the field have been working
for years on simplifying the interconnection process, and
the Universal Serial Bus is leading the charge as one of the
best contenders for a universal interface standard.

Unfortunately, new interface standards rarely work as
intended on the first try. One of the most classic examples
occurred during the Comdex Spring 98 Computer Show, at
which Microsoft Corporation CEO Bill Gates and an associ-
ate, in an attempt to demonstrate the then soon-to-be-
released Windows 98 and its Universal Serial Bus interface,
tried to connect a page scanner to a computer while the
computer was turned on. Despite the fact that the Universal

List the four components of all interface standards

Discuss the basic operations of the USB interface
standard

Recognize the difference between half-duplex and full-
duplex connections

Cite the advantages of FireWire, SCSI, iSCSI, InfiniBand,
and Fibre Channel interface standards

Serial Bus and Windows 98 were designed to accept periph-
erals automatically whenever they are plugged in, Gates’
computer did not accept the device and crashed. To the
delight of the audience, Gates quickly responded, “That
must be why we’re not shipping Windows 98 yet.”

What is involved in connecting a computer to other
devices?

Is interfacing so difficult that even the specialists have
trouble?

Do we really need to know what is happening at the inter-
face level?

Source: CNN Interactive, downloaded from www.cnn.com/
TECH/computing/9804/20/gates.comdex/ on August 8, 2005.

Outline the characteristics of asynchronous, synchro-
nous, and isochronous Data Link interfaces

Identify the operating characteristics of terminal-to-
mainframe connections and why they are unique com-
pared to other types of computer connections
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A computer would be of no use if we could not connect it to anything. Imagine, if
you will, a computer with no monitor for viewing output and no keyboard for
entering data. Many people also feel that their computers would not be worth
much if there were no way to connect the computer to a printer, or if they could
not connect it to a DSL modem to surf the Internet or access a remote computer
system. Many people in the corporate world depend almost exclusively on an
interconnection between their computer and a company’s local area network.
Through this interconnection they are able to access corporate databases, e-mail,
the Internet, and other software applications. Aware of these sorts of consumer
expectations, computer and computer-related manufacturers are constantly creat-
ing new devices to interconnect to computers. These peripheral devices include
music playback devices (such as iPods), document scanners, digital cameras, and
video cameras, among others.

Connecting a peripheral device to a computer can be a challenging task. Vari-
ous levels of hardware and software have to agree completely before the computer
can “talk” to the device, or vice versa. Questions such as the following need to be
resolved: Is the connector on the end of the cable coming from the device compat-
ible with the plug on the back of the computer? Will the electrical properties of the
two devices be compatible? Even if the answer to these questions is yes, another
question remains: Will the computer and device “speak the same language”? Con-
necting computers to other devices has many pitfalls and obstacles.

To better understand the interconnection between a computer and a peripheral
device, you must first become familiar with the concept of interfacing. Considered
primarily a physical layer activity, interfacing is a complex, relatively technical
process that varies greatly, depending upon the type of device, the computer, and
the connection desired between the device and computer. We will examine the
four basic components of an interface—electrical, mechanical, functional, and pro-
cedural—and then introduce several of the more common interface standards,
such as EIA-232F, Universal Serial Bus, FireWire, SCSI, iSCSI, InfiniBand, and Fibre
Channel.

Connecting a computer to a device requires more than just resolving connec-
tions at the physical layer, however. It is also necessary to define the packaging of
the data as it gets transferred between computer and device. In general, the basic
configuration of this packaging is determined by Data Link layer standards. There-
fore, we will examine three popular Data Link layer configurations: asynchronous
connections, synchronous connections, and isochronous connections.

Finally, we will examine the connection between a terminal and a mainframe
computer. Because a terminal is a relatively unintelligent device, a mainframe com-
puter creates a unique dialog called polling, which prompts the terminal to see if it
has data to submit to the mainframe.

But first let us start with the basics of connecting a computer to other devices.

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Making Connections 117

Interfacing a Computer to Peripheral Devices

Most people would agree that a computer is a fantastic tool. This tool is capable of
performing a myriad of operations primarily because of two important facts: a
computer is programmable, and it can connect to a wide range of input/output
devices, or peripherals. The connection to a peripheral is often called the interface,
and the process of providing all the proper interconnections between a computer
and a peripheral is called interfacing. You cannot discuss interfacing without dis-
cussing standards. We will be discussing many different types of connections, and
each connection will have many possible layers of interface standards. Interfacing
a device to a computer is considered primarily a physical layer activity, because it
deals directly with analog signals, digital signals, and hardware components.

Let us begin our discussion of interfacing by exploring the general characteris-
tics of interface standards, and then examining the particular features of two very
popular interface standards (EIA-232F and Universal Serial Bus) and of some newer
high-speed interfaces.

Characteristics of interface standards

Many years ago, computer and peripheral manufacturers and users realized that if
one company made a computer and another company made a peripheral device,
the odds of the two being able to “talk” to one another were slim. Thus, various
organizations set about creating a standard interface between devices such as
computers and modems. Because there were so many different transmission and
interface environments, however, one standard alone did not suffice. As a result,
hundreds of standards have been created. Despite this, all interface standards have
two basic characteristics: They have been created and approved by an acceptable
standards-making organization, and they can consist of one to four components,
each of which will be discussed shortly.
The primary organizations involved in making standards are:

International Telecommunication Union (ITU), formerly the Consultative
Committee on International Telegraphy and Telephony (CCITT)

Electronic Industries Association (EIA)

Institute for Electrical and Electronics Engineers (IEEE)
International Organization for Standardization (ISO)
American National Standards Institute (ANSI)

Often individual companies are in such a hurry to rush a product to market
that they will create a new product that incorporates a nonstandard interface pro-
tocol. While there is a definite marketing advantage to being the first to offer a
new technology, there is also a considerable disadvantage to using an interface
protocol that has not yet been approved by one of these standards-making organi-
zations. For example, shortly after your company introduces its new product, one
of the standards-making organizations may create a new protocol that performs
the same function as your nonstandard protocol, and this may lead to your com-
pany’s product becoming obsolete. In the quickly changing world of computer
technology, creating a product that conforms to an approved interface standard is
difficult but highly recommended. On occasion, a company will create a protocol
that, while not an official standard, becomes so popular that other companies
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start using it. In this case, the protocol is considered a de facto standard. For
example, Microsoft’s operating system for personal computers is not an official
standard. Nonetheless, ninety-some percent of all personal computers use the
Microsoft operating system, thereby making the Windows desktop operating sys-
tem a de facto standard.

The second basic characteristic of an interface standard is its composition. An
interface standard can consist of four parts, or components, all of which reside at
the physical layer: the electrical component, the mechanical component, the func-
tional component, and the procedural component. All of the standards currently
in existence address one or more of these components. The electrical component
deals with voltages, line capacitance, and other electrical issues. The electrical com-
ponents of interface standards are primarily the responsibility of a technician, and
therefore we will not discuss them in great detail. The mechanical component
deals with items such as the connector or plug description. Questions typically
addressed by the mechanical component include: What is the size and shape of a
connector? How many pins are found on the connector? What is the pin arrange-
ment? The functional component describes the function of each pin (which is
referred to as a circuit when you also take into account the signal that travels
through the pin and wire) used in a particular interface. The procedural compo-
nent describes how the particular circuits are used to perform an operation. While
the functional component of an interface standard may, for example, describe two
circuits, such as Request to Send and Clear to Send, the procedural component
would describe how these two circuits are used so that the computer can transfer
data to the peripheral, and vice versa.

An early interface standard

The USB interface is currently the most popular form of personal computer inter-
face and will probably remain that way for some time. But it wasn’t always that
way. Let’s briefly introduce one of the earlier interface standards just to give us a
reference point for how far things have progressed. The RS-232 interface, which
was created in 1962, is a classic example of one of the early interfaces. Because of
its popularity, RS-232 has evolved—instead of becoming obsolete—over the years,
and its current incarnation is named EIA-232F (also known as TIA-232-F). More
precisely, EIA-232F is an interface standard for connecting a computer or terminal
(or DTE) to a voice-grade modem (or DCE) for use on analog public telecommuni-
cations systems. (In modem interfacing terminology, the computer (or terminal)
end of an interface is referred to as data terminating equipment (DTE), while the
modem is referred to as the data communicating equipment (DCE).)

The EIA-232F interface standard is actually a composite of several other stan-
dards: the ITU V.28 standard, which defines EIA-232F’s electrical component; the
ISO 2110 standard, which defines the mechanical component; and the ITU V.24
standard, which defines the functional and procedural components. (For a more
complete description of these supporting standards, please visit the author’s Web
site at http://facweb.cs.depaul.edu/cwhite.)

It is worth noting that an EIA-232F interface is what we call a full-duplex con-
nection. A full-duplex connection is one in which both sender and receiver may
transmit at the same time. This is possible with EIA-232F because there is one wire
for transmitting and a separate wire for receiving. Some systems, for various rea-
sons, allow only one side or the other (that is, either the sender or the receiver) to
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transmit at one time. This type of connection, as we will see shortly, is an example
of a half-duplex connection.

Despite the longevity of the EIA-232F standard, it appears that other interface
standards have essentially replaced it. Nonetheless, EIA-232F is a classic example of
an interface standard, and its study provides an interesting window into the inner-
workings of the communication between a computer and a peripheral. Now let us
take a look at the interface standard that is most likely to replace EIA-232F.

Universal Serial Bus (USB)

The Universal Serial Bus (USB) is a modern standard for interconnecting many
types of peripheral devices to computers. More precisely, USB is a digital interface
that uses a standardized connector (plug) for all serial and parallel type devices.
Because USB provides a digital interface, it is not necessary to convert the digital
signals of the microcomputer to analog signals for transfer over a connection. As
you may recall from Chapter Two, systems that undergo digital-to-analog or
analog-to-digital conversions usually have more noise in their signals as a result of
the conversion. USB avoids the introduction of such noise. Furthermore, USB is a
relatively thin, space-saving cable to which devices can be added and removed
while the computer and peripheral are active—a feature that makes USB hot plug-
gable. The idea behind hot plugging is that the peripheral can simply be plugged in
and turned on, and that the computer should dynamically recognize the device
and establish the interface. In other words, the casing of the computer does not
have to be opened, nor do any software or hardware switches have to be set. When
using peripherals designed with a USB connector, it is also possible to connect one
USB peripheral to another. This technique of connecting a device to each subse-
quent device (instead of back to the computer) is known as daisy-chaining.
Another unique feature of USB is that it is possible for the USB cable to provide the
electrical power required to operate the peripheral. With this option, it is not nec-
essary to find multiple electrical outlets (one for each peripheral). Finally, data
transfer over a USB cable is bidirectional, but only one device—the computer or the
peripheral—may transmit at one time. This makes USB another example of a half-
duplex connection.

An early disadvantage of USB, at least when compared to other high-speed
interfaces (such as FireWire, which will be discussed shortly), was its relatively slow
speed. USB version 1.1 has a maximum transfer speed of 12 Mbps, significantly
slower than FireWire’s 400 Mbps. Fortunately, USB version 2.0 has a maximum
transfer speed of 480 Mbps and is backwards compatible with the earlier 1.1 version,
allowing devices with the newer interface to connect with the older interface (but at
the 12-Mbps speed). More precisely, USB 2.0 can support low-speed (10 to 100 Kbps)
devices such as keyboards, mice, and game peripherals; full-speed (500 Kbps to
10 Mbps) devices such as telephone circuits, audio, and compressed video; and
high-speed devices (speeds greater than 10 Mbps) such as video, imaging devices,
and broadband. The most recent version—USB 3.0—is rated at 4.8 Gbps (10 times
faster than USB 2.0) and was released in November of 2008.

As we have just learned, interface standards consist of up to four components.
With the USB standard, the electrical and functional components support the
transfer of power and of the signal over a four-wire cable. Two of these four wires,
VBUS and GND (ground), carry a S-volt signal that can be used to power the
device. The other two wires, D+ and D-, carry the data and signaling information.
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The mechanical component of USB strictly specifies the exact dimensions of
the interface’s connectors and cabling. Four types of USB connectors are specified—
a connector A, a connector B, a mini-connector A, and a mini-connector B. As you
can see from Figure 4-1, both connectors A and B have four pins, one for each of the
four wires in the electrical component, while the mini-connectors have five pins. The
fifth pin in the mini-connectors is called the signal pin and is often simply connected
to either the VBUS or GND pins. Although four different types of connectors exist,
the A connector appears to be the most commonly used.

Figure 4-1
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The procedural component of USB is probably the most involved of the four
components. To understand how it works, you first need to become familiar with
two terms: bus and polling. A bus is simply a high-speed connection to which mul-
tiple devices can attach, and polling (which is described in more detail in this
chapter’s section on terminal-to-mainframe computer connections) is a process in
which a computer asks a peripheral if it has any data to transmit to the computer.
The USB is a polled bus in which the host controller (the USB interface to the host
computer) initiates all data transfers. The USB bus can recognize when a USB
device has been attached to a USB port or to a USB hub (a device that is like an
extension cord and can provide multiple USB ports). It can also recognize when
that same device has been removed. In addition, the USB bus can support four
basic types of data transfers: control transfers, which are used to configure a
peripheral device at the time of attachment; bulk data transfers, which are used to
support large and bursty (that is, produced in bursts) quantities of data; interrupt
data transfers, which are used for timely but reliable delivery of data; and isochro-
nous data transfers, which, as we will see a little later in this chapter, are connec-
tions that require continuous and real-time transfers of data, such as audio and
video streams.

Because of the power and flexibility of USB, it will more than likely be the
most commonly used interface of the future. If this happens, we will see another
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example of convergence—convergence toward a single interface standard that is
capable of both supporting a wide variety of devices at a wide range of transfer
speeds and automatically recognizing when a device is attached and acquiring the
appropriate drivers.

Other interface standards

In addition to USB, other interface standards have been created over the years
to provide high-speed connections to various types of peripheral devices. As we
shall soon learn, some of these standards, such as FireWire, perform much like USB
and, given the considerable strengths of USB, may someday be replaced by USB,
while others will coexist with USB because they were designed to support different
forms of interface. Let us continue with our discussion of interface standards by
examining five more protocols designed to serve as high-speed interfaces between
computers and peripheral devices: FireWire, SCSI, iSCSI, InfiniBand, and Fibre
Channel.

FireWire

Conceived by Apple Computer in the mid-90s, and then standardized by IEEE as
standard number 1394, FireWire is a type of interconnection between peripheral
devices (such as wireless modems and high-speed digital video cameras) and a
microcomputer. FireWire is an easy-to-use, flexible, and low-cost digital interface
that is capable of supporting transfer speeds of up to 400 Mbps. (A newer version of
FireWire supporting 3.2 Gbps was approved in 2007.) Because FireWire, like USB,
provides a digital interface, it is not necessary to convert the digital signals of the
microcomputer to analog signals for transfer over a connection. Thus, FireWire,
again like USB, avoids introducing this type of noise into the signal. Furthermore,
FireWire is also similar to USB in that it is hot pluggable.

FireWire supports two types of data connections: asynchronous and isochro-
nous. Both of these data connections will be discussed in detail later in the chapter;
but in brief terms, an asynchronous connection supports the more traditional
peripheral devices such as modems and printers, and an isochronous connection
provides guaranteed data transport at a predetermined rate, which is essential for
multimedia applications. Multimedia applications are almost unique in that they
require an uninterrupted transport of time-critical data and just-in-time delivery.
FireWire is a good choice for interfacing digital consumer electronics and audio
and visual peripherals, such as digital video cameras and digital cameras.

SCSI and iSCSI
SCSI, which stands for Small Computer System Interface and is pronounced
“skuzzy,” is a technique for interfacing a computer to high-speed devices such as
hard disk drives, tape drives, CDs, and DVDs. Whereas USB and FireWire were
designed for use with devices that may be added and removed and thus are hot
pluggable, SCSI was designed to support devices of a more permanent nature. Con-
sequently, SCSI is a systems interface—not just an interface technique for hard disk
drives (as some people believe)—and correspondingly, SCSI optimizes the interac-
tion between the input/output device and the central processor of a computer.

To take advantage of the higher-speed interface of SCSI, you need to install a
SCSI adapter in your computer. Once this adapter is installed, you can connect
up to seven different SCSI devices. To interconnect multiple SCSI devices to one
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SCSI adapter, each additional device is connected to the previous SCSI device, or
daisy-chained. The SCSI interface has been around for some time (since 1986) and
has gone through a number of modifications. Thus, a range of SCSI techniques,
from Fast SCSI and UltraSCSI to Narrow SCSI and Wide SCSI, exists. Each of these
techniques differs by the transmission speed it supports and the number of bits
transferred at a given moment (which is designated as though it were the “width”
of the cable). For example, Ultra160 SCSI is designed for data transfers of up to 160
M bytes/second, which, you will notice, is almost three times faster than USB2.0’s
480 Mbps. Despite some of the advantages of SCSI, many feel that SCSI will even-
tually give way to USB.

Another, newer variation on the SCSI interface is the iSCSI. iSCSI, or Internet
SCSI, is a technique for interfacing disk storage to a computer via the Internet.
Thus, if you have a large amount of disk storage located somewhere else on the
Internet, you can connect your computer to that storage using the Internet and the
iSCSI interface standard. Essentially what happens here is that SCSI commands are
encapsulated in TCP/IP packets and sent over the Internet, like any typical Internet
command such as sending e-mail or requesting a Web page.

InfiniBand and Fibre Channel

InfiniBand and Fibre Channel are two modern protocols used to interface a com-
puter to input/output devices over a high-speed connection. More precisely, Infini-
Band is a serial connection or bus that can carry multiple channels of data at the
same time. It can support data transfer speeds of 2.5 billion bits (2.5 gigabits) per
second (single data rate), 5 gigabits per second (double data rate), and 10 gigabits
per second (quad data rate); and address (interconnect) thousands of devices, using
both copper wire and fiber-optic cables. Rather than being a single shared bus,
InfiniBand is a network of high-speed links and switches. Thus, traffic being passed
between a computer and its input/output devices is actually moving across a high-
speed network.

Fibre Channel is similar to InfiniBand in that it too is a serial, high-speed net-
work that connects a computer to multiple input/output devices. Fibre Channel
also supports data transfer rates up to billions of bits per second, but it can support
the interconnection of up to 126 devices only.

Clearly, interfaces have come a long way from the early EIA-232 days. If this
trend toward simple but sophisticated interfaces such as USB, FireWire, SCSI, and
Fibre Channel continues (as it undoubtedly will), the topic of interfacing using
EIA-232F may one day become a history lesson. Now let us turn our attention from
the physical layer properties of a computer to peripheral connection and concen-
trate on the Data Link properties of a connection.

Data Link Connections

As we have seen, interface standards such as EIA-232F, USB, and FireWire consist
of four components: electrical, mechanical, functional, and procedural. Because
these four components define the physical connection between a computer and a
peripheral, they reside at the physical layer of the Internet model. But there is more
to creating a connection than just defining the various physical components. In
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order to transmit data successfully between two points on a network, such as
between a DTE and a DCE or between a network sender and a network receiver, we
also need to define the Data Link connections. If we once again relate this to the
Internet model, you will note that the definition of the Data Link connection is
performed at the Data Link, or network access layer.

To appreciate the issues involved in defining a Data Link connection, first
assume that the physical layer connections are already defined by some protocol
such as EIA-232F or USB. Now, given that the sender and receiver are using the
same physical layer protocol, the next questions that must be resolved are as fol-
lows: What is the basic form of the data frame that is passed between sender and
receiver? Is the data transmitted in single-byte blocks, or does the connection cre-
ate a larger, multiple-byte block? The former data transmission option is an exam-
ple of an asynchronous connection, while the latter is a synchronous connection.
Does the data have to be delivered at a constant rate, such as would be required for
a video camera connection? If so, this is an example of an isochronous connection.
Can the connection transmit data in both directions at the same time, or in only
one direction at a time? This, as we have learned, is the difference between a full-
duplex connection and a half-duplex connection. Questions such as these define
the type of connection found at the Data Link layer.

While examining the Data Link connection, recall the duties of the Data Link
layer from the Internet model—two of which are to create a frame of data for trans-
mission between sender and receiver and to provide some way of checking for
errors during transmission. Keep these duties in mind as we examine three differ-
ent types of Data Link connections.

Asynchronous connections

An asynchronous connection is one of the simplest examples of a Data Link pro-
tocol and is found primarily in microcomputer-to-modem and terminal-to-
modem connections. In an asynchronous connection, a single character, or byte
of data, is the unit of transfer between the sender and receiver. The sender pre-
pares a data character for transmission, transmits that character, then begins
preparing the next data character for transmission. An indefinite amount of time
may elapse between the transmission of one data character and the transmission
of the next character.

To prepare a data character for transmission, a few extra bits of information are
added to the data bits of the character to create a frame, or small packet of data. A
start bit, which is always a logic 0, is added to the beginning of the character and
informs the receiver that an incoming data frame is arriving. The start bit also
allows the receiver to synchronize itself to the character. At the end of the data
character, one or two stop bits, which are always logic 1s, are added to signal the
end of the frame. (Although there is usually only one stop bit, some systems still
allow a choice of one or two.) The start and stop bits have, in essence, provided
a beginning and ending frame around the data. Finally, a single parity bit, which is
inserted between the data bits and the stop bit, may be added to the data. This
parity bit (covered in more detail in Chapter Six) may be indicating either even
parity or odd parity, and it performs an error check on only the data bits. This error
check is achieved by adding a 0 or 1 such that an even or odd number of 1s is
maintained. Figure 4-2 shows an example of the character A (in ASCII) with one
start bit, one stop bit, and an even parity bit added.
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Figure 4-2

Example of the
character A with one
start bit, one stop bit,

and even parity 0
Start 1 0 0 0 0 0 1 Parity  Stop
Bit Bit Bit
0 0 1

Because each character has its own start, stop, and parity bits, the transmission
of multiple characters, such as HELLO, is possible. Figure 4-3 demonstrates the
transmission of HELLO.
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Figure 4-3
Example of ﬁ.le An asynchronous connection has advantages and disadvantages. On the posi-
character string HELLO

tive side, generation of the start, stop, and parity bits is simple and requires little
hardware or software. On the negative side, an asynchronous connection has one
disadvantage in particular that cannot be overlooked. Given that seven data bits
(ASCII character code set) are often combined with one start bit, one stop bit, and
one parity bit, the resulting transmitted character contains three check bits and
seven data bits, for a 3:7 ratio. In this scenario of 10 total check and data bits, 3 out
of 10—or 30 percent—of the bits are used as check bits. This ratio of check bits to
data bits is not very efficient for high amounts of data transfer and, therefore,
results in slow data transfers.

Interestingly, the term asynchronous connection is misleading to beginners
because the protocol actually does, despite the word asynchronous, maintain syn-
chronization with the incoming data stream. Recall from Chapter Two the impor-
tance of a receiver staying synchronized with the incoming data stream, especially
if the data stream contains a long sequence of unchanging values. The Manchester
codes were designed to help with this problem, but they were not yet created when
asynchronous connections were developed. Thus, asynchronous connections
incorporate their own methods for keeping the receiver synchronized with the
incoming data stream. How do they do it? Two key features of asynchronous con-
nections help them maintain synchronization:

with included start,
stop, and parity bits

Frame size—Because each frame in an asynchronous connection is one
character plus a few check bits, the receiver will receive only a small
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amount of information at one time. It should not, therefore, be difficult
for the receiver to stay synchronized for that short of a period.

Start bit—When the receiver recognizes the start bit, the synchronization
begins. Because only approximately 8 or 9 bits follow, there will not be a
long sequence of unchanging values.

During the early years of the microcomputer industry, the simplicity (and thus
low cost) of an asynchronous connection lent itself nicely to the hobbyist segment
of the market. But the business segment of the market needed a Data Link connec-
tion that was more efficient and more powerful. Businesses needed an efficient,
higher-speed connection—a synchronous connection.

Synchronous connections

The second type of Data Link connection (with a less misleading name) is the
synchronous connection. With a synchronous connection, the unit of transmis-
sion is a sequence of characters. This sequence of characters may be thousands of
characters in size. Similar to the way start, stop, and parity bits frame the data bits
in an asynchronous connection, a start sequence (flag), a control byte, an address,
a checksum, and an end sequence (flag) frame the data bits in a synchronous con-
nection, as shown in Figure 4-4.

Figure 4-4

Block diagram of the
parts of a generic syn- 01111110 ...010110... ...110010... |{...101110110...| ...0110011... 01111110
chronous connection

Flag Control Address Data Checksum Flag

The starting and ending sequences of the synchronous connection are called
flags and are each typically 8 bits (a byte) in length. Following the start sequence flag
is usually one or more bytes of control information. This control information pro-
vides information about the enclosed data or provides status information pertaining
to the sender or receiver or both. For example, a unique bit in the control informa-
tion byte may be set to 1, indicating that the enclosed data is high-priority. Often
the control byte contains addressing information that indicates where the data is
coming from, or for whom it is intended. The address field indicates the destination
of the frame, where the frame came from, or both. Following the data is almost
always some form of error-checking sequence, such as the cyclic checksum. Cyclic
checksum (explained in detail in Chapter Six) is a more advanced error-checking
technique than parity checking and is used in many modern implementations of
computer networks. After the error-checking sequence is the end sequence flag.

How does a synchronous connection keep the sender and receiver synchro-
nized? This question is especially important because it is possible to send thousands
of characters in a single package. Three ways are used to maintain synchronization
in synchronous connections:

1. Send a synchronizing clock signal over a separate line that runs parallel to
the data stream. As the data arrives on one line, a clock signal arrives on a
second line. The receiver can use this clock signal to stay synchronized
with the incoming data.
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2. If transmitting a digital signal, use a Manchester code. Because a Manchester
code always has a signal transition in the middle of each bit, the receiver
can anticipate this signal transition and read the incoming data stream
with no errors. A Manchester-encoded digital signal is an example of a
self-clocking signal.

3. If transmitting an analog signal, use the properties of the analog signal
itself for self-clocking. For example, an analog signal with a periodic phase
change can provide the necessary synchronization.

Because of their higher efficiency, synchronous connections have almost
completely replaced asynchronous connections. But there is still one more type of
connection worth introducing—the isochronous connection.

Isochronous connections

An isochronous connection is a special kind of Data Link connection used to sup-
port various types of real-time applications. Examples of real-time applications usu-
ally include streaming voice, video, and music. A real-time application is unique in
that its data must be delivered to a computer at just the right speed. If the data is
delivered too slowly, then the music will distort, or the video will break up. If the
data is delivered too fast, the receiving computer may not be able to buffer the
data, which may result in the data being lost.

As we learned earlier in this chapter, both USB and FireWire can support
isochronous connections. Before any data transfer can begin, however, the proper
isochronous resources must be allocated within the connection. To perform this
allocation, the sender and receiver exchange a number of initial packets, which
determine, among other things, what channel will be used to transfer the data
and the bandwidth that is necessary. Another issue resolved between sender and
receiver is that error checking should be disabled on both ends. Error checking is
not performed in real-time data transfers, because the time needed to ask the
sender to retransmit along with the time it takes to retransmit the data will cause
the data to arrive too late to be delivered to the viewer in real time. The main
characteristic of a real-time data transfer is exactly that—the data must be deliv-
ered in real time (as or nearly as soon as it is generated). Asking the sender to
retransmit a few bytes of erroneous data compromises the timeliness of real-time
delivery.

Terminal-to-Mainframe Computer Connections

One type of connection that is based upon synchronous and asynchronous
connections is the terminal-to-mainframe computer connection. The terminal-to-
mainframe configuration was introduced in Chapter One as one of the original
but still commonly found network configurations. Because terminals (or micro-
computer workstations acting as terminals) possess little processing power com-
pared to microcomputer workstations, the mainframe computer has to take
control and perform all the data transfer operations. As you might imagine, the
operations performed by the mainframe computer depend upon the type of
physical connection that exists between a terminal and mainframe. A direct con-
nection between a terminal and a mainframe computer, as shown in Figure 4-5(a), is
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a point-to-point connection. A single wire runs between the two devices, and no
other terminals or computers share this connection. When multiple terminals
share one direct connection to a mainframe, as shown in Figure 4-5(b), the connec-
tion is called multipoint. A multipoint connection is a single wire with the main-
frame connected on one end and multiple terminals connected on the other end.

Figure 4-5
Point-to-point and
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(b) Multipoint Connection

Once again, if multiple devices are to share a single line, something special
must be done so that more than one device does not try to transmit at the same
time. A technique called polling, which allows only one terminal to transmit at one
time, successfully controls multiple terminals that share a connection to a main-
frame computer. (As you read on, you should be aware that the concept of polling is
not unique to terminals and mainframes. We will revisit this concept again in
Chapter Five, when we examine multiplexing, and once again in Chapter Seven,
when we introduce local area networks.) Polling originated in the early years of
computing when terminals were relatively dumb devices, incapable of performing
many operations beyond data entry and display. During this period, a mainframe
computer was called the primary, and each terminal was called a secondary. In
the polling technique, a terminal, or secondary, would transmit data only when
prompted. Roll-call polling is the polling method in which the mainframe com-
puter (primary) polls each terminal (secondary), one at a time, in round-robin fash-
ion. If terminals A, B, and C shared one connection, as in Figure 4-6, the primary
would begin by polling terminal A. If A had data to send to the host, it would do
so. When A was done transmitting, the primary would poll terminal B. If B had
nothing to send, it would inform the primary accordingly, and the primary would
poll terminal C. When terminal C was finished, the primary would return to termi-
nal A and continue the polling process.
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Figure 4-6
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Note that only one device is talking at a time. Or more precisely, only one side
of the connection is talking at a time. This is true despite the fact that the cable is
capable of transmitting data in both directions. This is another example of a half-
duplex connection.

An alternative to roll-call polling is hub polling. A primary that performs hub
polling polls only the first terminal, which then passes the poll to the second termi-
nal, and each successive terminal passes the poll along. For example, after being
polled by the primary, terminal A, when it is finished responding, passes the poll to
terminal B. When terminal B is finished transmitting, it passes the poll to terminal C.
In this scenario, the primary does not need to poll each terminal separately. The
process of the primary sending a poll to a terminal and waiting for a response takes
time. When large amounts of data are being transmitted, this time may be significant.

When the primary wishes to send data to a terminal, it uses a process called
selection. In selection, the primary creates a packet of data with the address of the
intended terminal and transmits the packet. Only that specific terminal recognizes
the address and accepts the incoming data. A primary can also use selection to
broadcast data to all terminals.

If control simplicity is your primary goal, point-to-point connection of terminals
is clearly superior to multipoint connections. With point-to-point connections,
polling is not necessary because there is only one terminal per line. In multipoint
connections, the terminal must possess the software necessary to support polling.
Another disadvantage of multipoint connections in which several terminals share
one connection is that each terminal has to wait while another terminal transmits.
On the other hand, although point-to-point connections make more efficient use
of transmission time, they also require more expensive hardware—that is, more
cabling is required when each terminal has a direct connection to the primary.

Making Computer Connections In Action

The laptop computer that your company ordered for you has just arrived. While it is pretty easy
just to open the top of the computer and turn it on, you notice that there are quite a number of
connectors around the four sides of the unit. In fact, there are no less than twelve places where
something can plug into your new computer. Let’s take a look at these connections and see what
they might be used for.
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The first connection is the easiest—it is where the power cord plugs in. All consumer elec-
tronics operate on DC (direct current) power. In order to keep the laptop small, the hardware
that converts the AC (alternating current) from the outlet in the wall to DCis usually contained in
the power cord, and not in the laptop computer. The power cord obviously keeps the batteries
charged and the unit running when not on battery power.

The next three connectors are fairly simple—they are the USB connectors. You recognize
them as Type A and know that you will probably be using these connectors more than anything
else. The next two connectors are small and relatively square—these are the RJ-11 and RJ-45
connectors. The RJ-11 connector is used to connect the laptop to a telephone line via the built-
in modem, and the RJ-45 is used to connect the laptop to an Ethernet local area network via a
built-in Ethernet network interface card. The fairly small, almost square connector with the
printing 1394 next to it is the Firewire connector. The two small round connectors are for plug-
ging in a microphone and a set of headphones or external speakers.

Next we see a fairly large rectangular slot on the side of the unit. This connector is used for
plugging in a PC Card/SmartCard. The PC Card, which used to be called the PCMCIA Card, is an
older interface standard that allows devices such as memory cards, modems, network cards, and
hard disk to be added to a laptop computer. While the PC Card has been all but replaced by the
USB interface, it does have the advantage of sliding into the laptop, thus being mostly out of
sight and out of the way. A SmartCard connector allows a user to plug in a SmartCard with
metallic connectors (there are also SmartCards that don’t use connectors but use wireless signals
to communicate with other devices). SmartCards are about the size of a credit card and have
embedded processing capabilities. They are often used for providing security for the laptop.

Next to the PC Card slot is a small rectangular connector about the size of a USB connector,
but with a D over it. This is a DisplayPort connector. DisplayPort is a connector similar to DVI
and HDMI used with televisions and other video devices and allows you connect your laptop to
an audio/video device. Another fairly skinny and rectangular connector (a little wider than the
DisplayPort connector) is the 7-in-1 Media Card reader. This connector allows you to plug in
media cards such as SD, SD HC, xD, xD Type H, MMC, MS, and MS-PRO. These type of media cards
are often found on digital cameras and digital video cameras and are used to store images and
videos. Thus, if you want to copy your digital photos from your camera to your computer, you
can use this slot.

Finally, there is a rectangular connector with fifteen small holes. This is an external monitor
connector and can be used to connect your laptop to another video device such as an overhead
projector.

Now you should have a basic understanding of the different types of connectors and con-
nections available on a typical laptop/notebook computer. Although we did not examine each
type of connection in detail, you should understand that many different types of connections
are possible, and each connection has many possible layers of interface standards. Clearly, the
USB connector (or any one connector) has not replaced all the other forms of interfacing just yet.
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SUMMARY

The connection between a computer and a peripheral is often called the inter-
face, and the process of providing all the proper interconnections between a
computer and a peripheral is called interfacing.

Interface standards have two basic characteristics: they have been created and
approved by an acceptable standards-making organization, and they can consist
of one to four components: electrical, mechanical, functional, and procedural.
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130 Chapter 4

A DTE is a data terminating device such as a computer, and a DCE is a data circuit-
terminating device such as a modem.

Over the years, a number of interface standards have been developed. Two that are
worthy of additional study are EIA-232F and the Universal Serial Bus. EIA-232F was
one of the earliest standards and has been highly popular for years, while Univer-
sal Serial Bus is currently the most popular interface standard. Both standards pro-
vide mechanical, electrical, functional, and procedural specifications.

Transmission systems that are half-duplex can transmit data in both directions,
but in only one direction at a time. Full-duplex systems can transmit data in
both directions at the same time.

Other peripheral interfacing standards that provide power, flexibility, higher
speeds, and ease-of-installation include FireWire, SCSI, iSCSI, InfiniBand, and
Fibre Channel.

Interfacing a device to a computer is considered a physical layer activity and
thus primarily resides at the physical layer. But a Data Link connection is also
required when data is transmitted between two points on a network. Three
common Data Link connections are asynchronous connections, synchronous
connections, and isochronous connections.

Asynchronous connections use single-character frames and start and stop bits to
establish the beginning and ending points of the frame.

Synchronous connections use multiple-character frames, sometimes consisting
of thousands of characters. A synchronizing clock signal or some kind of self-
clocking must be used with synchronous transmission to enable the receiver to
remain synchronized during this large frame.

Isochronous connections provide real-time connections between computers and
peripherals and require a fairly involved dialog to support the connection.

A connection between a computer terminal and a mainframe computer that is
dedicated to one terminal is called a point-to-point connection. A shared con-
nection between more than one computer terminal and a mainframe computer
is called a multipoint connection. Mainframe computers use polling techniques
such as roll-call polling and hub polling to support multipoint connections.

KEY TERMS

asynchronous connection interfacing selection
data communicating equipment (DCE) iSCSI (Internet SCSI) serial port
data terminating equipment (DTE) isochronous connection start bit
de facto standard mechanical component stop bit

EIA-232F multipoint connection synchronous connection

electrical component parallel port Universal Serial Bus (USB)
Fibre Channel parity bit

FireWire point-to-point connection

frame polling

full-duplex connection primary

procedural component
roll-call polling

functional component
half-duplex connection

PP PP 00000000000 000000000009090
PP P00 00000000000 0000006000000090

hub polling RS-232
InfiniBand SCSI (Small Computer System Interface)
interchange circuit secondary
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REVIEW QUESTIONS

1. What is a DTE, and what is a DCE?
2. What are the four components of an interface?

. What are the advantages of USB over EIA-232F and the other types of interface
standards?

w

. FireWire and USB are standards to interconnect what to what?

. What are the advantages of FireWire?

. When might one use SCSI to interconnect a peripheral?

. What is the difference between SCSI and iSCSI?

. Are InfiniBand and Fibre Channel likely to be used on your home computer?

O 00 N O U

. What are the primary differences among asynchronous, synchronous, and isochro-
nous connections?

10. In asynchronous connections, what additional bits are added to a character to pre-
pare it for transfer?

11. In asynchronous connections, how many characters are placed into one
frame?

12. What are the advantages and disadvantages of asynchronous communication?
13. What is the basic block diagram of a synchronous frame?

14. What are the advantages and disadvantages of synchronous communication?
15. What is the difference between half-duplex and full-duplex communications?

16. What is the difference between a point-to-point connection and a multipoint
connection?

17. How does a mainframe computer ask a terminal to send it data?

EXERCISES

1. What are the advantages, if any, of the older EIA 232F interface over the newer USB
interface?

2. What is the major advantage of the FireWire interface over the Universal Serial
Bus 1.1 interface?

3. If I have a device that has a Universal Serial Bus 2.0 interface, but my computer only
has a Universal Serial Bus 1.1 connector, is my device going to work? Explain why or
why not.

4. Create a table that compares the advantages and disadvantages of the Universal Ser-
ial Bus to those of the EIA-232F interface.

5. Show the sequence of start, data, and stop bits that is generated during asynchro-
nous transmission of the character string LUNCH.

6. List two examples not mentioned in the book for each of the following connections:
half-duplex and full-duplex.

7. Terminals A, B, and C are connected to a mainframe computer. Only terminal C has
data to transmit. Show the sequence of messages sent between the mainframe and
the three terminals using roll-call polling.

8. Using the same scenario as the previous problem, show the sequence of messages
exchanged using hub polling.

9. Suppose you want to send 1000 7-bit characters of data. How many total bits will
you transmit using asynchronous transmission? How many bits total will you trans-
mit using synchronous transmission? Assume that all 1000 characters will fit within
one synchronous transmission frame.
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10. List two features of the asynchronous connection that allow the receiver to stay in
sync with the incoming data stream.

11. How does the receiver in a synchronous connection stay in sync with the incoming
data stream?

12. What types of devices are best served with an isochronous connection?
13. In what type of situation might hub polling be preferable to roll-call polling?

14. A company has a very powerful computer, and it wants to connect the computer to
a large number of high-speed disk storage devices. Which protocol(s) introduced in
this chapter would provide a good interface for this scenario?

THINKING OUTSIDE THE BOX

1 You are designing an application at work that transmits data records to another
building within the same city. The data records are 500 bytes in length, and your
application will send one record every 0.5 seconds. Is it more efficient to use a
synchronous connection or an asynchronous connection? What speed transmis-
sion line is necessary to support either type of connection? Show all your work.

2 You are using a computer system that has 20 terminals connected to a mainframe
computer using roll-call polling. Each terminal is polled once a second by the
mainframe and sends a 200-byte record every 10 seconds. The boss says you
should remove the terminals, install computer workstations, and replace the
polling with asynchronous connections. Which is more efficient: keeping the ter-
minals and polling, or using workstations and asynchronous connections?

3 How does the isochronous connection compare to the asynchronous and syn-
chronous connections? Compare the applications and efficiencies of all three.

4 A computer manufacturer wants to streamline its products by producing a com-
puter with a single Universal Serial Bus connector and no other connectors. Is this
a good idea? Is it even possible? Explain.

5 Continuing a problem from the previous chapter (see question #5 in Chapter
Three’s “Thinking Outside the Box” section), you have a computer on the main
floor of your house and another computer in a second-floor bedroom. You want
to interconnect the two computers so that they share a high-speed Internet con-
nection and a high-quality printer. What type of medium will you use to inter-
connect these two computers to each other and to a printer and Internet access
device, and what type of interface/connector will each use?

HANDS-ON PROJECTS

1. One interface standard is called X.21. How does it compare to USB? What signals in
addition to T, C, R, and I are used in the X.21 interface standard?

2. The asynchronous protocol, as it first appeared, described an option for 1, 1.5, or
2 stop bits. Why would anyone need or want to use 1.5 or 2 stop bits?

3. Create a list of different products that use a Universal Serial Bus interface. What are
some of the more “creative” products?

4. What is the latest status of the FireWire standard? Is it going to succumb to the USB
standard? Explain your response.
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MANY PEOPLE NOW HAVE a portable music playback system
such as Apple Computer’s iPod. The 20-GB-sized iPod is
capable of storing up to 5000 songs. How much storage is
necessary to hold this quantity of music? If we consider
that a typical song taken from a compact disc is composed
of approximately 32 million bytes (assuming that an aver-
age song length is 3 minutes, that the music is sampled
44,100 times per second, and that each sample is 16 bits, in
both left and right channels), then storing 5000 songs of
32 million bytes each would require 160 billion bytes. How
is it possible to squeeze 5000 songs (160 billion bytes) into
a storage space of little more than 20 billion bytes? The
answer is through compression. While there are many types
of compression techniques, the basic objective underlying
them is the same—to squeeze as much data as possible
into a limited amount of storage space.

Describe frequency division multiplexing and list its
applications, advantages, and disadvantages

Describe synchronous time division multiplexing and list
its applications, advantages, and disadvantages

Outline the basic multiplexing characteristics of T-1 and
SONET/SDH telephone systems

Describe statistical time division multiplexing and list its
applications, advantages, and disadvantages

Cite the main characteristics of wavelength division
multiplexing and its advantages and disadvantages

Music compression is not the only type of data that can be
compressed. iPods can also compress speech, thus allowing
users to record messages and memos to themselves or for
later transmission to another person. Likewise, music
videos, television shows, and movies can be compressed,
stored, and then replayed using various versions of the
iPod as well as other various portable music and video
players. Clearly, the iPod would not be the device it is today
without a compression technique.

Does anything get lost when we compress data into a
smaller form?

Are there multiple forms of compression?

Do certain compression techniques work better with cer-
tain types of applications?

Source:www.Apple.com.

Describe the basic characteristics of discrete multitone

Cite the main characteristics of code division multiplexing
and its advantages and disadvantages

Apply a multiplexing technique to a typical business
situation

Describe the difference between lossy and lossless
compression

Describe the basic operation of run-length, JPEG, and
MP3 compression
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Under the simplest conditions, a medium can carry only one signal at any moment
in time. For example, the twisted pair cable that connects a keyboard to a micro-
computer carries a single digital signal. Likewise, the Category 6 twisted pair wire
that connects a microcomputer to a local area network carries only one digital sig-
nal at a time. Many times, however, we want a medium to carry multiple signals at
the same time. When watching television, for example, we want to receive multi-
ple television channels in case we do not like the program on the channel we are
currently watching. We have the same expectations of broadcast radio. Addition-
ally, when you walk or drive around town and see many people all talking on cel-
lular telephones, you are witnessing the simultaneous transmission of multiple cell
phone signals over the wireless medium. The technique of transmitting multiple
signals over a single medium is multiplexing.

For multiple signals to share one medium, the medium must be “divided”
somehow to give each signal a portion of the total bandwidth. Presently, a medium
can be divided in three basic ways: a division of frequencies, a division of time, and
a division of transmission codes. Regardless of which kind of division is performed,
multiplexing can make a communications link, or connection, more efficient by
combining the signals from multiple sources. We will examine the three ways a
medium can be divided by describing in detail the multiplexing technique that
corresponds to each division, and then follow with a discussion that compares the
advantages and disadvantages of all the techniques.

Another way to make a connection between two devices more efficient is to
compress the data that transfers over the connection. If a file is compressed to one
half its normal size, it will take one-half the time or one-half the bandwidth to
transfer that file. This compressed file will also take up less storage space, which is
clearly another benefit. As we shall see, a number of compression techniques are
currently used in communication (and entertainment) systems. Some of these
compression techniques are capable of returning an exact copy of the original data
(lossless), while others are not (lossy). But let us start first with multiplexing.

Frequency Division Multiplexing

Frequency division multiplexing is the oldest multiplexing technique and is used
in many fields of communications, including broadcast television and radio, cable
television, and cellular telephones. It is also one of the simplest multiplexing tech-
niques. Frequency division multiplexing (FDM) is the assignment of nonoverlap-
ping frequency ranges to each “user” of a medium. A user may be a television sta-
tion that transmits its television channel through the airwaves (the medium) into
homes and businesses. A user might also be the cellular telephone transmitting sig-
nals over the medium on which you are talking, or it could be a computer terminal
sending data over a wire to a mainframe computer. To allow multiple users to share
a single medium, FDM assigns each user a separate channel. A channel is an
assigned set of frequencies that is used to transmit the user’s signal. In frequency
division multiplexing, this signal is analog.

Many examples of frequency division multiplexing can be found in business
and everyday life. Cable television is still one of the more commonly found
applications of frequency division multiplexing. As shown in Table 5-1, each cable
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television channel is assigned a unique range of frequencies by the Federal Com-
munications Commission, and these frequency assignments are fixed, or static.
Note from Table 5-1 that the frequencies of the various channels do not overlap.
The television set, cable television box, or a digital video recorder contains a tuner,
or channel selector. The tuner separates one channel from the next and presents
each as an individual data stream to you, the viewer.

Table 5-1
Assignment of frequencies for cable television channels
Channel Frequency in MHz
Low-Band VHF and Cable 2 55-60
3 61-66
4 67-72
S 77-82
6 83-88
Mid-Band Cable 95 91-96
96 97-102
97 103-108
98 109-114
99 115-120
14 121-126
15 127-132
16 133-138
17 139-144
18 145-150
19 151-156
20 157-162
21 163-168
22 169-174
High-Band VHF and Cable 7 175-180
8 181-186
9 187-192
10 193-198
11 199-204
12 205-210
13 211-216

Other common examples of frequency division multiplexing are cellular tele-
phone systems. These systems divide the bandwidth that is available to them into
multiple channels. Thus, the telephone connection of one user is assigned one set
of frequencies for transmission, while the telephone connection of a second user is
assigned a second set of frequencies. As explained in Chapter Three, first-generation
cellular telephone systems allocated channels using frequency ranges within the
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800 to 900 megahertz (MHz) spectrum. To be more precise, the 824 to 849 MHz
range was used for receiving signals from cellular telephones (the uplink), while
the 869 to 894 MHz range was used for transmitting to cellular telephones (the
downlink). To enable a two-way conversation to occur, two channels were assigned
to each telephone connection. The signals coming into the cellular telephone
came in on one 30-kHz band (in the 869 to 894 MHz range), while the signals
leaving the cellular telephone went out on a different 30-kHz band (in the 824 to
849 MHz range). While later generation cellphones may use different frequency
ranges, the multiplexing concepts are similar. Cellular telephones are an example
of dynamically assigned channels. When a user enters a telephone number and
presses the Send button, the cellular network assigns this connection a range of fre-
quencies based on current network availability. As you might expect, the dynamic
assignment of frequencies can be less wasteful than the static assignment of fre-
quencies, which is found in terminal-to-mainframe computer multiplexed systems
and television systems.

In general, the device that accepts input from one or more users is called the
multiplexor. The device attached to the receiving end of the medium and splits off
each signal to deliver it to the appropriate receiver is called the second multiplexor,
or demultiplexor. In all frequency division multiplexing systems, the multiplexor
accepts input from the user(s), converts the data streams to analog signals using
either fixed or dynamically assigned frequencies, and transmits the combined ana-
log signals over a medium that has a wide enough bandwidth to support the total
range of all the assigned frequencies. The demultiplexor then accepts the com-
bined analog signals, separates out one or more of the individual analog signals,
and delivers these to the appropriate user(s). Figure 5-1 shows a simplified diagram
of frequency division multiplexing.

Figure 5-1

Simplified example of
frequency division
multiplexing

Channel 1 4000—8000 Hz
Channel 2 8000—12000 Hz |
Channel 3 12000—16000Hz 4
Channel 4 16000—20000 Hz Multiplexor Server/Host
(or Demultiplexor)

Ul

High-Speed Link

Input Devices

To keep one signal from interfering with another signal, a set of unused fre-
quencies called a guard band is usually inserted between the two signals, to pro-
vide a form of insulation. These guard bands take up frequencies that might be
used for other data channels, thus introducing a certain level of wastefulness. This
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wastefulness is much like that produced in static assignment systems when a user
that has been assigned to a channel does not transmit data and, therefore, is con-
sidered to be an inefficiency in the FDM technique. In an effort to improve upon
these deficiencies, another form of multiplexing—time division multiplexing—was
developed.

Time Division Multiplexing

Frequency division multiplexing takes the available bandwidth on a medium and
divides the frequencies among multiple channels, or users. Essentially, this division
enables multiple users to transmit at the same time. In contrast, time division
multiplexing (TDM) allows only one user at a time to transmit, and the sharing of
the medium is accomplished by dividing available transmission time among users.
Here, a user uses the entire bandwidth of the channel, but only for a brief moment.

How does time division multiplexing work? Suppose an instructor in a class-
room poses a controversial question to students. In response, a number of hands
shoot up, and the instructor calls on each student, one at a time. It is the instruc-
tor’s responsibility to make sure that only one student talks at any given moment,
so that each individual’s response is heard. In a relatively crude way, the instructor
is a time division multiplexor, giving each user (student) a moment in time to
transmit data (express an opinion to the rest of the class). In a similar fashion, a
time division multiplexor calls on one input device after another, giving each
device a turn at transmitting its data over a high-speed line. Suppose two users,
A and B, wish to transmit data over a shared medium to a distant computer. We
can create a rather simple time division multiplexing scheme by allowing user A to
transmit during the first second, then user B during the following second, followed
again by user A during the third second, and so on. Since time division multiplex-
ing was introduced (in the 1960s), it has split into two roughly parallel but separate
technologies: synchronous time division multiplexing and statistical time division
multiplexing.

Synchronous time division multiplexing

Synchronous time division multiplexing (Sync TDM) gives each incoming source
signal a turn to be transmitted, proceeding through the sources in round-robin
fashion. Given n inputs, a synchronous time division multiplexor accepts one
piece of data, such as a byte, from the first device, transmits it over a high-speed
link, accepts one byte from the second device, transmits it over the high-speed
link, and continues this process until a byte is accepted from the nth device. After
the nth device’s first byte is transmitted, the multiplexor returns to the first device
and continues in round-robin fashion. Alternately, rather than accepting a byte at
a time from each source, the multiplexor may accept single bits as the unit input
from each device. Figure 5-2 shows an output stream produced by a synchronous
time division multiplexor.
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Figure 5-2

Sample output stream
generated by a
synchronous time
division multiplexor

Demultiplexor Mainframe
Computer

o [ 2][1][4][3][2][7][4][3][2][7] ....
Multiplexor Bytes Moving Across High-Speed Link

Note that the demultiplexor on the receiving end of the high-speed link must
disassemble the incoming byte stream and deliver each byte to the appropriate des-
tination. Because the high-speed output data stream generated by the multiplexor
does not contain addressing information for individual bytes, a precise order must
be maintained—this will allow the demultiplexor to disassemble and deliver the
bytes to the respective owners in the same sequence as the bytes were input.

Under normal circumstances, the synchronous time division multiplexor
maintains a simple round-robin sampling order of the input devices, as depicted in
Figure 5-2. What would happen if one input device sent data at a much faster rate
than any of the others? An extensive buffer (such as a large section of random
access memory) could hold the data from the faster device, but this buffer would
provide only a temporary solution to the problem. A better solution is to sample the
faster source multiple times during one round-robin pass. Figure 5-3 demonstrates
how the input from device A is sampled twice for every one sample from the other
input devices. As long as the demultiplexor understands this arrangement and this
arrangement does not change dynamically, in theory, no problems should occur. In
reality, however, one additional condition must be met. This sampling technique
will work only if the faster device is two, three, or four—an integer multiple—times
faster than the other devices. If device A is, say, two and one-half times faster than
the other devices, this technique will not work. In that case, device A’s input stream
would have to be padded with additional “unusable” bytes to make its input stream
seem a full three times faster than that of the other devices.
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Figure 5-3

A synchronous time
division multiplexing
system that samples
device A twice as fast
as the other devices

Multiplexor

What happens if a device has nothing to transmit? In this case, the multi-
plexor must still allocate a slot for that device in the high-speed output stream, but
that time slot will, in essence, be empty. Because each time slot is statically fixed in
synchronous time division multiplexing, the multiplexor cannot take advantage of
the empty slot and reassign busy devices to it. If, for example, only one device is
transmitting, the multiplexor must still be going about sampling each input device
(Figure 5-4). In addition, the high-speed link that connects the two multiplexors
must always be capable of carrying the total of all possible incoming signals, even
when none of the input sources is transmitting data.

Figure 5-4
Multiplexor
transmission
stream with only
one input device
transmitting data
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As with a simple connection between one sending device and one receiving
device, maintaining synchronization across a multiplexed link is important. To
maintain synchronization between sending multiplexor and receiving demulti-
plexor, the data from the input sources is often packed into a simple frame, and syn-
chronization bits are added somewhere within the frame (Figure 5-5). Depending on
the TDM technology used, anywhere from one bit to several bits can be added to a
frame to provide synchronization. The synchronization bits act in a fashion similar
to differential Manchester’s constantly changing signal—they provide a constantly
reappearing bit sequence that the receiver can anticipate and onto which it can lock.

Figure 5-5
Transmitted

frame with added
synchronization bits
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Two types of synchronous time division multiplexing that are popular today
are T-1 multiplexing and SONET/SDH. Although the details of T-1 and SONET/SDH
can be highly technical, a brief examination of each technology will show how it
multiplexes multiple channels of information together into a single stream of data.

T-1 Multiplexing

In the 1960s, AT&T created a service known as T-1, which multiplexed digital data and
digitized voice onto a high-speed telephone line with a data rate of 1.544 megabits per
second. The T-1's original purpose was to provide a high-speed connection between
AT&T’s switching centers. When businesses learned of this high-speed service, they
began to request it to connect their computer and voice communications systems to
the telephone network. In 1984, AT&T finally began offering this service to business
customers.

NIRRT ek
T-1 Multiplexing

Because the average human voice occupies a relatively
narrow range of frequencies (approximately 300 to 3400 Hz), it
is fairly simple to digitize voice. In fact, an analog-to-digital
converter needs only 128 different quantization levels to
achieve a fair digital representation of the human voice.
Because 128 equals 27, each pulse code modulated voice
sample can fit into a 7-bit value. Two hundred and fifty-six

T-1 communications lines are a popular technology for con-
necting businesses to high-speed sources such as Internet ser-
vice providers and other wide area networks. Because T-1
multiplexing is a classic example of synchronous time division
multiplexing, it merits further examination.

A T-1 telecommunications line uses a multiplexing technique
termed DS-1 signaling, which provides for the multiplex-

ing of up to 24 separate channels at a total speed of 1.544 Mbps.
How does the T-1 line achieve the unique transmission speed
of 1.544 Mbps? To answer this question, let us consider an
example in which the T-1 line supports the maximum 24 voice
channels.

quantization levels would allow for an even more precise rep-
resentation of the human voice. Because 256 = 28, and 8 bits
equals 1 byte, the telephone system uses 256 quantization
levels to digitize the human voice. (If you need a refresher on
this material, revisit pulse code modulation in Chapter Two.)
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Figure 5-6
T-1 multiplexed
data stream
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In T-1 multiplexing, the frames of the T-1 multiplexor’s output stream are
divided into 24 separate digitized voice/data channels of 64 Kbps each (Figure 5-6).
Users who wish to use all 24 channels are using a full T-1, while other users who
need to use only part of the 24 channels may request a fractional T-1. The T-1 mul-
tiplexed stream is a continuous repetition of frames. Each frame consists of 1 byte
from each of the 24 channels (users) plus 1 synchronization bit. Thus, data from the
first user is followed by the data from the second user, and so on, until data from
the 24th user is once again followed by data from the first user. If one of the
24 input sources has no data to transmit, the space within the frame is still allocated
to that input source. The input data from a maximum of 24 devices is assigned to
fixed intervals. Each device can transmit only during that fixed interval. If a device
has no significant data to transmit, the time slot is still assigned to that device, and
data such as blanks or zeros are transmitted. The T-1 system is a classic application
of synchronous time division multiplexing.

T-1
Frames

cecee n-3 n-2 n—1 n+1 n+2 n+3 ceces

Frame n

Recall that to create an accurate digital representation of (24 channels X 8 bits per channel + 1 control bit = 193

an analog signal, you need to sample the analog signal at a bits), 8000 frames per second is multiplied by 193 bits per
rate that is twice the highest frequency. Given that the tele- frame, which yields a rate of 1.544 Mbps.

phone company assigns a 4000 Hz channel to carry the voice T-1 can be used to transfer data as well as voice. If data
signal, you need, when digitizing voice, to sample the analog is being transmitted, the 8-bit byte for each channel is bro-
voice signal 8000 times per second. Recall also, from Figure 5- ken into 7 bits of data and 1 bit of control information.

6, the T-1 frame sequence. Because each T-1 frame contains 1 Seven data bits per frame X 8000 frames per second =
byte of voice data for 24 different channels, the system 56,000 bits per second per channel. Thus, when used for
needs 8000 frames per second to maintain 24 simultaneous data, each of the 24 T-1 channels is capable of supporting a
voice channels. Because each frame is 193 bits in length 56-Kbps connection.
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SONET/SDH Multiplexing

Synchronous Optical Network (SONET) and Synchronous Digital Hierarchy
(SDH) are powerful standards for multiplexing data streams over a single medium.
SONET (developed in the United States by ANSI) and SDH (developed in Europe by
ITU-T) are two almost identical standards for the high-bandwidth transmission of a
wide range of data types over fiber-optic cable. SONET and SDH have two features
that are of particular interest in the context of multiplexing. First, they are both
synchronous multiplexing techniques. A single clock controls the timing of all
transmission and equipment across an entire SONET (or SDH) network. Using only
a single clock to time all data transmissions yields a higher level of synchroniza-
tion, because the system does not have to deal with two or more clocks having
slightly different times. This high level of synchronization is necessary to achieve
the high level of precision required when data is being transmitted at hundreds
and thousands of megabits per second.

Second, SONET and SDH are able to multiplex varying speed streams of data
onto one fiber connection. SONET defines a hierarchy of signaling levels, or data
transmission rates, called synchronous transport signals (STS). Each STS level
supports a particular data rate, as shown in Table 5-2, and is supported by a physi-
cal specification called an optical carrier (OC). Note that the data rate of OC-3 is
exactly three times the rate of OC-1; this relationship carries through the entire
table of values. SONET is designed with this data rate relationship so that multi-
plexing signals is relatively straightforward. For example, it is relatively simple to
multiplex three STS-1 signals into one STS-3 signal. Likewise, four STS-12 signals
can be multiplexed into one STS-48 signal. The STS multiplexor in a SONET net-
work can accept electrical signals from copper-based media, convert those electrical
signals into light pulses, and then multiplex the various sources onto one high-
speed stream.

Table 5-2

STS signaling levels, corresponding OC levels, and data rates
STS Level 0C Specification Data Rate (in Mbps)
STS-1 0OC-1 51.84
STS-3 0C-3 155.52
STS-9 0C-9 466.56
STS-12 0C-12 622.08
STS-18 0C-18 933.12
STS-24 0C-24 1244.16
STS-36 0C-36 1866.24
STS-48 0C-48 2488.32
STS-96 0C-96 4976.64
STS-192 0C-192 9953.28
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Each SONET frame contains the data being transmitted plus a number of con-
trol bits, which are scattered throughout the frame. Figure 5-7 shows the frame lay-
out for the STS-1 signaling level. The STS-1 signaling level supports 8000 frames per
second, and each frame contains 810 bytes (6480 bits). Multiplying 8000 frames
per second by 6480 bits per frame yields 51,840,000 bits per second, which is the
OC-1 data rate. The other STS signaling levels are similar except for the layout of
data and the placement and quantity of control bits.

Figure 5-7
SONET STS-1 SONET
frame layout Frames

ceosse n-3 n-2 n-1 n+1 n+2 n+3 cecee

1 frame = 810 bytes = 6480 bits

SONET and SDH are used in numerous applications in which very high data
transfer rates over fiber-optic lines are necessary. For example, two common users
of SONET are the telephone company and companies that provide an Internet
backbone service. Both telephone companies and Internet backbone providers
have very high-speed transmission lines that span parts of the country and must
transmit hundreds and thousands of millions of bits per second over long dis-
tances. Installing fiber-optic lines that support SONET transmission technology is
one of the best ways to meet the demands of such challenging applications.

Statistical time division multiplexing

As you have seen in the preceding discussions, both frequency division multiplex-
ing and synchronous time division multiplexing can waste unused transmission
space. One solution to this problem is statistical time division multiplexing. Some-
times called asynchronous time division multiplexing, statistical time division
multiplexing (Stat TDM) transmits data only from active users and does not trans-
mit empty time slots. To transmit data only from active users, the multiplexor cre-
ates a more complex frame that contains data only from those input sources that
have something to send. For example, consider the following simplified scenario. If
four stations, A, B, C, and D, are connected to a statistical multiplexor, but only sta-
tions A and C are currently transmitting, the statistical multiplexor transmits only
the data from stations A and C, as shown in Figure 5-8. Note that at any moment,
the number of stations transmitting can change from two to zero, one, three, or
four. If that happens, the statistical multiplexor must create a new frame contain-
ing data from the currently transmitting stations.
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Figure 5-8

Two stations out of
four transmitting via a
statistical multiplexor

Multiplexor Mainframe
Computer

Because only two of the four stations are transmitting, how does the demulti-
plexor on the receiving end recognize the correct recipients of the data? Some type
of address must be included with each byte of data, to identify who sent the data
and for whom it is intended (Figure 5-9). The address can be as simple as a binary
number that uniquely identifies the station that is transmitting. For example, if the
multiplexor is connected to four stations, then the addresses can simply be 0, 1, 2,
and 3 for stations A, B, C, and D. In binary, the values would be 00, 01, 10, and 11,
respectively.

Figure 5-9
Sample address and
data in a statistical

Address| Data Address| Data Address| Data Address| Data
ceee of of of of of of of of

multiplexor C(10) C A (00) A C(10) C A (00) A
output stream

Transmission Line

If the multiplexor transmits more than one byte of data at a time from each
source, then an alternate form of address and data is required. To transmit pieces of
data of variable sizes, a length field defining the length of the data block is
included along with the address and data. This packet of address/length/data/
address/length/data is shown in Figure 5-10.

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s).
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.



Making Connections Efficient: Multiplexing and Compression 145

Figure 5-10
Packets of address, Address| Length | Data Address| Length | Data Address| Length | Data
length, and data
elds i istical X of of of of of of of of of
fields in a statistica AQ0) | A A cio | ¢ C AQ0) | A A
multiplexor
output stream >
Transmission Line
Finally, the sequence of address/length/data/address/length/data... is packaged
into a larger unit by the statistical multiplexor. This larger unit, shown in Figure 5-11, is
a more realistic example than Figure 5-10 and looks much like the frame that is
transmitted using a synchronous connection. The flags at the beginning and end
delimit the beginning and end of the frame. The control field provides information
that is used by the sending and receiving multiplexors to control the flow of data
between them. Last, the frame check sequence (FCS) provides information that the
receiving multiplexor can use to detect transmission errors within the frame.
Figure 5-11
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transferred between
statistical multiplexors
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Figure 5-10

Wavelength Division Multiplexing

Although frequency division and time division are two very common multiplexing
techniques, another multiplexing technique—wavelength division multiplexing—
emerged a number of years ago and has since become a powerful alternative. When
transmission systems employing fiber-optic cable were first installed (in the 1980s),
the explosive growth of the Internet and other data transmission networks had not
even been imagined. Now that the twenty-first century has begun, it is painfully
obvious that early growth forecasts were gross underestimates. With Internet access
growing by more than 100 percent per year and individuals requesting multiple
telephone lines for use with faxes and modems, video transmissions, and telecon-
ferencing, a single fiber-optic line (a pair for full-duplex operation) transmitting
billions of bits per second is simply no longer sufficient. This inability of a single
fiber-optic line to meet users’ needs is called fiber exhaust. For many years, tech-
nology specialists saw few ways to resolve fiber exhaust other than by installing
additional fiber lines, sometimes at great expense. Now there appears to be an
attractive solution that takes advantage of currently installed fiber-optic lines—
wavelength division multiplexing.
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Wavelength division multiplexing (WDM) multiplexes multiple data streams
onto a single fiber-optic line. It is, in essence, a frequency division multiplexing
technique that assigns input sources to separate sets of frequencies. Wave division
multiplexing uses different wavelength (frequency) lasers to transmit multiple sig-
nals at the same time over a single medium. The wavelength of each differently
colored laser is called the lambda. Thus, WDM supports multiple lambdas.

The technique assigns a uniquely colored laser to each input source and com-
bines the multiple optical signals of the input sources so that they can be amplified
as a group and transported over a single fiber. It is interesting to note that because
of the properties of the signals and glass fiber, plus the nature of light itself, each
signal carried on the fiber can be transmitted at a different rate from the other sig-
nals. This means that a single fiber-optic line can support simultaneous transmis-
sion speeds such as 51.84 Mbps, 155.52 Mbps, 622.08 Mbps, and 2.488 Gbps
(which, incidentally, are multiples of T-1 speeds and are defined as OC-1, OC-3,
OC-12, and OC-48, the optical carrier specifications for high-speed fiber-optic
lines). In addition, a single fiber-optic line can support a number of different trans-
mission formats such as SONET, Asynchronous Transfer Mode (ATM), and others,
in various combinations (see Figure 5-12).

Figure 5-12
Fiber-optic line using
wavelength division ATM
L 155 Mbps
multiplexing and
supporting multiple-
speed transmissions 0C-12
622.08 Mbps
Various
Types ATM . -
of 155 Mbps Fiber-Optic Line R
Sources
0C-1 WDM
A Multiplexor
51.84 Mbps P
Frame
Relay

Wavelength division multiplexing is also scalable. As the demands on a system and
its applications grow, it is possible to add additional wavelengths, or lambdas, onto the
fiber, thus further multiplying the overall capacity of the original fiber-optic system.
While most systems support fewer than 100 lambdas, some of the ultra high-priced sys-
tems can handle more than 100 lambdas. When WDM can support a large number of
lambdas, it is often called dense wavelength division multiplexing (DWDM). This
additional power does not come without a price tag, however. Dense wavelength
division multiplexing is an expensive way to transmit signals from multiple devices
due to the high number of differently colored lasers required in one unit. One less
expensive variation on dense wavelength division multiplexing is coarse wave-
length division multiplexing. Coarse wavelength division multiplexing (CWDM)
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is a less expensive technology because it is designed for short-distance connections and
has only a few lambdas, with a greater space between lambdas. Because the wavelengths
are farther apart and not packed as closely together as they are in DWDM, the lasers
used for coarse wavelength division multiplexing can be less expensive and do not
require extensive cooling. Despite its cost and complexity, many technology experts
predict that wavelength division multiplexing will remain a powerful technology.

While wavelength division multiplexing is a powerful technology that is rela-
tively expensive and uncommon, the next type of multiplexing that we will
examine—discrete multitone—is no less impressive. In addition to being quite
common and inexpensive, discrete multitone is the technology behind the popu-
lar digital subscriber line (DSL) system.

Discrete Multitone

Discrete multitone (DMT) is a multiplexing technique commonly found in digital
subscriber line (DSL) systems. DSL, as we have already seen, is a technology that
allows a high-speed data signal to traverse a standard copper-based telephone line.
We have also seen that the highest transmission speed we can achieve with a stan-
dard dial-up telephone line is 56 Kbps. DSL, however, is capable of achieving
speeds into the millions of bits per second. How is this possible? The answer is the
multiplexing technique DMT. DMT essentially combines hundreds of different
signals, or subchannels, into one stream; unlike the previously discussed multi-
plexing techniques, however, DMT is designed such that all these subchannels are
destined for a single user.

JACAERCACA AR AR ArAAT
Additional Multiplexing Techniques

A number of new multiplexing techniques have appeared in
the last several years, all of which are interesting and might
have great promise. Three of these multiplexing techniques
are Optical Spatial Division Multiplexing (OSDM), Orthogonal
Frequency Division Multiplexing (OFDM), and Optical Time
Division Multiplexing (OTDM). The first, Optical Spatial Divi-
sion Multiplexing, allows for the multiplexing of “bursty” traf-
fic (that is, traffic that comes in bursts and is produced by
numerous voice and Internet data sources) onto an optical
transmission technology that has not supported this kind of
traffic well in the past. An example of one such technology is
SONET. Because most, if not all, telephone companies use
SONET somewhere in their high-speed backbone networks,
the use of OSDM creates systems that can carry more traffic
and perhaps even provide it at a lower cost.

A second multiplexing technique, Orthogonal Frequency Divi-
sion Multiplexing, is a discrete multitone technology (used in DSL
systems) that combines multiple signals of different frequencies
into a single, more complex signal. Before the multiple signals are

combined, each is individually phase-modulated. The phase-mod-
ulated signals are then combined to create a compact, high-speed
data stream. OFDM is used in applications such as wireless local
area networks, digital television, digital radio, and home AC
power-line transmissions.

The third multiplexing technique, Optical Time Division
Multiplexing, is similar to wavelength division multiplexing in
that fiber-optic cables are used extensively. But where wave-
length division multiplexing is a form of frequency division
multiplexing, OTDM (as its name implies) is a form of time
division multiplexing. An OTDM multiplexor combines the
data from each input source into a high-speed time multi-
plexed stream. In the better systems, all input and output
streams are optical, and the data, instead of changing to
electrical form, remains in optical form throughout the
multiplexing and demultiplexing phases. These all-optical
systems are extremely fast (with speeds in the terabits-
per-second range) and hold great promise for future
applications.
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The real power of DMT is the fact that each of the subchannels can perform its
own quadrature amplitude modulation (QAM). (Recall from Chapter Two that a com-
mon example of QAM is one that involves a four-bit code in which eight phase angles
have a single amplitude, and four phase angles have double amplitudes.) For example,
one form of DMT supports 256 subchannels, each of which is capable of a 60-Kbps
QAM modulated stream (Figure 5-13). Thus, 256 X 60 Kbps yields a 15.36-million-bps
system. Unfortunately, because of noise, not all 256 subchannels can transmit at a full
60-Kbps rate. Those subchannels experiencing noise will modify their modulation
technique and drop back to a slower speed. Thus, DSL systems that transmit data in
the hundreds of thousands of bits per second are more the norm.

Figure 5-13
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DMT is a fascinating technology that has been developed in the quest to
increase data transmission speeds for the average consumer. Imagine one tech-
nology that can support 256 independently modulated streams, many of them
transmitting at different speeds! Let us turn our attention to another multiplex-
ing technique that is also enhancing the capabilities of existing technology: code
division multiplexing.

Code Division Multiplexing

Also known as code division multiple access, code division multiplexing (CDM) is
a relatively new technology that has been used extensively by both the military
and cellular telephone companies. Whereas other multiplexing techniques differ-
entiate one user from another by either assigning frequency ranges or interleaving
bit sequences in time, code division multiplexing allows multiple users to share a
common set of frequencies by assigning a unique digital code to each user.

More precisely, code division multiplexing is based upon a class of modulation
techniques known as spread spectrum technology. Spread spectrum technology
will be discussed in more detail in Chapter Eleven, but in brief terms, it is a tech-
nique used in the communications industry for modulating a signal into a new sig-
nal that is more secure and thus more resistant to wire-tapping. This technology
falls into two categories—frequency hopping and direct sequence. Code division
multiplexing uses direct sequence spread spectrum technology, a technique that
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spreads the transmission of a signal over a wide range of frequencies, using mathe-
matical values. As the original data is input into a direct sequence modulator, each
binary 1 and O is replaced with a larger, unique bit sequence. For example, each
device in a cell phone market that uses code division multiplexing to transmit its
signal is assigned its own bit sequence. When the bit sequences arrive at the desti-
nation station, the code division multiplexor is capable of telling one mobile
device’s bit sequence from another’s. In actual cell phone systems, code division
multiplexing is only used during the transmission from the mobile telephone
office to the cell phones, not during transmission from the cell phones to the
mobile telephone office. This is due to the synchronization problems inherent in
code division multiplexing. Nonetheless, to keep the example simple, we will pre-
tend that the cell phones are transmitting to the mobile telephone office using
code division multiplexing.

Despite the fact that this is a fairly complex procedure, code division multi-
plexing is one of the more fascinating technologies in data communications, and it
merits a little closer examination. Let us create an example using three mobile
users: A, B, and C. (To aid in the understanding of this technology, this example
simplifies the more technical concepts involved.) Suppose mobile user A has been
assigned the binary code 11110000, mobile user B the code 10101010, and mobile
user C the code 00110011. These binary codes are called the chip spreading
codes. In the real world, these codes are 64 bits in length. To keep our example
simple, we will use 8-bit codes. If mobile user A wishes to transmit a binary 1, it
transmits instead its code—11110000. If mobile user A wishes to transmit a binary 0,
it transmits the inverse of its code—00001111. Actually, the mobile user transmits a
series of positive and negative voltages—a positive voltage for a 1 and a negative
voltage for a 0. Now, for example, let us say mobile user A transmits a binary 1,
mobile user B transmits a binary 0, and mobile user C transmits a binary 1. The fol-
lowing is actually transmitted:

Mobile user A sends a binary 1 (11110000), or ++++-———
Mobile user B sends a binary 0 (01010101), or —+—+—+—+
Mobile user C sends a binary 1 (00110011), or —++—++

The receiver receives all three signals at the same time and adds the voltages as
shown below:

+ + + + - - -
- + - + - + - +
- + + - - + +

Sums: -1 +1 +1 +3 -3 -1 -1 +1

Then, to determine what each mobile user transmitted, the receiver multiplies
the sums by the original code of each mobile user, expressed as + and — values, then
takes the sum of those products:

Sums: -1 +41 +1 +43 -3 -1 -1 +1
Mobile user A’s code: +1 +1 +1 +1 -1 -1 -1 -1
Products: -1 41 +1 43 +3 +1 +1 -1
Sum of Products: +8

Because the Sum of Products is greater than or equal to +8 (= +8) in this 8-bit
example, the value transmitted must have been a binary 1. In the real world, with
the 64-bit system, the Sum of Products would have to be greater than or equal to
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+64 (= +64). If the Sum of Products were < -8 (or < —64 using real codes), the value
transmitted would have been a binary O.

The same procedure would be performed to determine mobile user B’s trans-
mitted value:

Sums: -1 +1 +1 43 -3 -1 -1 +1
Mobile user B’s code: +1 -1 +1 -1 +1 -1 +1 -1
Products: -1 -1 +1 -3 -3 +1 -1 -1
Sum of Products: -8

Because the Sum of Products is < -8, the value transmitted must have been a
binary 0.

Now that we have examined how the various multiplexing techniques work,
let us compare their advantages and disadvantages.

Comparison of Multiplexing Techniques

Frequency division multiplexing suffers from two major disadvantages. The first disad-
vantage is found in computer-based systems that multiplex multiple channels over a sin-
gle medium. Because the frequencies are usually statically assigned, devices that do not
have anything to transmit are still assigned frequencies, and thus bandwidth is wasted.
The second disadvantage of frequency division multiplexing is due to the fact
that the technique uses analog signals, and analog signals are more susceptible to
noise disruption than digital signals. Nonetheless, many different types of applica-
tions (such as television and radio) use frequency division multiplexing because of
its simplicity, and the technique is probably going to be with us for a long time.
Synchronous time division multiplexing is also relatively straightforward, but
as in frequency division multiplexing, input devices that have nothing to transmit
can waste transmission space. The big advantage of synchronous TDM over fre-
quency division multiplexing is the lower noise due to the use of digital signals
during transmission. Even though T-1s use synchronous TDM, and T-1s are not
going to go away over night, synchronous TDM is slowly being replaced with sys-
tems such as Ethernet, as we will see in a later chapter. Statistical TDM is one varia-
tion of TDM that transmits data only from those input devices that have data to
transmit. Thus, statistical TDM wastes less bandwidth on the transmission link.
Statistical multiplexors have another very good advantage over synchronous
time division multiplexors. Although both types of time division multiplexing can
transmit data over a high-speed link, statistical time division multiplexing does not
require as high-speed a line as synchronous time division multiplexing does. Statisti-
cal time division multiplexing assumes that all devices do not transmit at the same
time; therefore, it does not require a high-speed link that is the total of all the incom-
ing data streams. Another consequence of this assumption is that the output line
capacity coming from the statistical multiplexor can be less than the output line
capacity from the synchronous multiplexor, which also allows for a slower-speed
link between multiplexors. This slower-speed link usually translates into lower costs.
One disadvantage of statistical multiplexors is their increased level of complexity.
Synchronous TDM simply accepts the data from each attached device and transmits
that data in an unending cycle. The statistical multiplexor must collect and buffer
data from active attached devices and, after creating a frame with necessary control
information, transmit that frame to the receiving multiplexor. Although this slightly
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higher level of complexity translates into higher initial costs, those costs are usually
offset by the statistical TDM’s ability to use a smaller-capacity interconnecting line.

Statistical time division multiplexing is a good choice for connecting a number
of lower-speed devices that do not transmit data on a continuous basis to a remote
computer system. Examples of these systems include data-entry systems, point-of-
sale systems, and many other commercial applications in which users enter data at
computer terminals.

Wavelength division multiplexing is a good technique for transmitting mul-
tiple concurrent signals over a fiber-optic line. Wavelength division multiplexing
is also scalable. As the demands on a system and its applications grow, more
wavelengths, or lambdas, can be added onto the fiber, thus further multiplying
the overall capacity of the original fiber-optic system. Wavelength division multi-
plexing systems that use a large number of lambdas are termed dense wavelength
division multiplexing, while those systems that use only a few lambdas are termed
coarse wavelength division multiplexing. While wavelength division multiplexing
can be a costly alternative, it may be less expensive than trying to install addi-
tional fiber-optic lines.

Discrete multitone technology is a unique form of multiplexing in that all the
subchannels multiplexed together are intended for one user. Thus, discrete multi-
tone does not directly compare with the other multiplexing techniques, in which
each subchannel or channel is destined for a different user. However, discrete mul-
titone is a complex technology and can suffer greatly from too much noise.

Finally, code division multiplexing, while using a fairly wide bandwidth of fre-
quencies and a complex technology, is scalable like WDM and can produce system
capacities that are 8 to 10 times those of frequency division multiplexing systems.

The advantages and disadvantages of each multiplexing technique are summa-
rized in Table 5-3.

Table 5-3
Advantages and disadvantages of multiplexing techniques

Multiplexing Technique

Advantages

Disadvantages

Frequency Division
Multiplexing

Synchronous Time
Division
Multiplexing
Statistical Time
Division
Multiplexing

Wavelength
Division
Multiplexing

Discrete Multitone

Code Division
Multiplexing

Simple

Popular with radio, TV, cable TV

All the receivers, such as cellular
telephones, do not need to be at
the same location

Digital signals
Relatively simple
Commonly used with T-1, SONET

More efficient use of bandwidth
Frame can contain control

and error information
Packets can be of varying size

Very high capacities over fiber
Signals can have varying speeds
Scalable

Capable of high transmission
speeds

Large capacities
Scalable

Noise problems due to
analog signals

Wastes bandwidth

Limited by frequency
ranges

Wastes bandwidth

More complex than
synchronous time
division multiplexing

Cost
Complexity

Complexity, noise
problems

Complexity
Primarily a wireless
technology
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So far, with multiplexing, we have examined how multiple data streams can be
variously combined to maximize the number of them that can be transmitted
through different types of media, thus yielding a more efficient connection. Let us
now examine another technique that can maximize the amount of data that can
be transmitted at a time or stored in a given space—that is, the process known as
compression.

Compression—Lossless versus Lossy

As we have already seen, compression is the process of taking data and somehow
packing more of it into the same space, whether this is in the form of a storage
device such as a hard drive or iPod, or a medium such as a fiber-optic line. When
data is compressed for transmission, it transfers more quickly, because there is actu-
ally less of it, and this can result in a more efficient connection. Correspondingly,
in terms of storage capacity, compression also allows for more data to be stored in
the same amount of memory or disk space. The basic way to perform compression
is to look for some common pattern in the data and replace each data pattern with
a symbol or symbols that will consume less space during transmission or storage.
For example, if a document contains a large number of occurrences of the word
snow, the sender might want to replace the word snow with a symbol such as a per-
cent sign, %. After the data is transmitted, the receiver then replaces the symbol %
with the original word, snow. This replacement immediately raises two questions:
How does the receiver know to replace the symbol % with snow? What happens if a
percent sign (%) actually appears in the document as a percent sign? We certainly
do not want the receiver replacing valid percent signs with the word snow. As we
look at real examples of compression, you will see how these questions, and more
like them, are addressed.

Before we examine some actual compression techniques, however, we should
divide the compression process into two categories. If a compression technique
compresses data and then decompresses it back into the original data, then it is
referred to as a lossless technique. With a lossless compression technique, no data
is lost due to compression. If a compression technique does lose some of the data as
a result of the compression process, then it is referred to as a lossy compression
technique. Consider as an example a bank that wishes to compress all of its cus-
tomer accounts in order to increase its computer system'’s data storage space. Given
the disaster that would ensue if the customer accounts were to lose data due to com-
pression, the bank would obviously want to use a lossless compression technique to
perform this task. On the other hand, suppose you wanted to copy a song from a
compact disc to an iPod. To do this, you would first need to compress the song. Dur-
ing the compression process, if some of the data got lost, you might not even notice
the loss, especially if the compression algorithm were designed to intentionally
“lose” only those sounds which most human ears are not likely to detect. Because
certain ranges of audio and video data cannot be detected easily, lossy compression
algorithms are often used to compress music and video files, and thus are com-
monly incorporated into technological devices such as portable digital music play-
ers. To investigate the process of compression in more detail, let us start by examin-
ing the lossless techniques.
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Lossless compression

One of the more common and simpler examples of lossless compression is run-length
encoding. This technique replaces any repetitions of the same bit or byte that occur
in a sequence of data with a single occurrence of the bit/byte and a run count, or sim-
ply with a run count. For example, this technique works at the binary level by count-
ing either long strings (or runs) of binary Os or long strings of binary 1s. Let us consider
the following data string, which is composed predominantly of binary Os:

000001000000000110000000000000001000011000000000000000000001000000

A compression technique based on run-length encoding would compress the Os by
first counting the “runs” of Os—that is, it would start by counting the Os until a binary
1 is encountered. If there are no Os between a pair of 1s, then that pair would be con-
sidered a run that contains zero 0Os. Performing this on our data string, we find the fol-
lowing runs:

5 9 0 15 4 0 20 6

Thus, in the first run, we encountered five Os, while the second run had nine Os.
The third run had zero Os because a 1 immediately followed a 1. In the next run,
we encountered fifteen Os, followed by a run of four Os, zero Os, twenty Os, and
finally six Os.

The next step in this compression technique would be to convert each of the deci-
mal values (5, 9, 0, 15, and so on) into 4-bit binary values, or nibbles. The only unique
rule to follow during this conversion comes into play when you encounter a decimal
value of 15 or greater. Because the largest decimal number that a 4-bit binary nibble
can represent is 15 (which corresponds to four binary 1s—1111), you must convert a
run that has a decimal value that is greater than 15 into multiple 4-bit nibbles. For
example, a run of 20 would be converted into 1111 0101, in which the first nibble is
the value 15, and the second nibble is the value 5. A caveat to this rule is that if you are
converting the value of 15 itself, then you would also create two nibbles: 1111 fol-
lowed by 0000. The reason for this is simply to be consistent—so that whenever a
binary nibble of 1111 (or 15) is encountered, the following nibble (0000, which corre-
sponds to a decimal value of 0) is added to that nibble.

Thus, converting the above runs of 5, 9, 0, 15, 4, 0, 20, and 6, would produce the
following nibbles:

0101 1001 0000 1111 0000 0100 0000 1111 0101 0110

In this example, note that the original bit string, which consisted of 68 bits, is
compressed to 40 bits—a reduction of 42%—and that no data has been lost (hence,
the name lossless). One disadvantage of this technique is that it is worthwhile only if
the original data consists predominantly of binary Os. As we will see a little later in
this chapter, run-length encoding is used in compressing video images (due to the
presence of many zero values), as well as compressing other documents that have
repeated characters.

A second technique that can be used to compress data when a lossless compres-
sion is necessary is the Lempel-Ziv technique. This technique is quite popular and is
used by programs such as pkzip, WinZip, gzip, UNIX compress, and Microsoft com-
press. While the actual algorithm is fairly complex, it is possible to get a basic under-
standing of how the algorithm works. As the string to be transmitted is processed, the
sender of the data creates a “dictionary” of character strings and associated codes. This
set of codes is transmitted and the receiver then re-creates the dictionary and the orig-
inal data string as the data codes are received.
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The Lempel-Ziv algorithm can be fairly effective in compressing data. Studies have
shown that computer program files can be reduced to 44 percent of the original size,
text files can be reduced to 64 percent of the original size, and image files can be
reduced to 88 percent of the original size.

It is also possible to compress music (and audio) files and not lose any of the musi-
cal content. While most portable music players use a lossy compression scheme (such
as MP3), more users are turning towards lossless music compression in order to pre-
serve a more-exact copy of their analog recordings. Likewise, most commercial users
who digitize and compress analog recordings do not want to lose any of the original
music. To this end, a number of lossless audio compression schemes are available.
These include FLAC (Free Lossless Audio Codec), MPEG-4 ALS (Audio Lossless Coding),
TTA, WavPak, Apple Lossless Encoder (ALE), and Monkey’s Audio. While some of these
schemes are proprietary, FLAC, TTA, and WavPak are free and/or open source. And
most, if not all, can compress audio sources by at least 50%.

Lossy compression

All of the compression techniques described thus far have been examples of lossless
compression. Lossless compression is necessary when the nature of the data is such
that it is important that no data be lost during the compression and decompression
stages. Like program, text, and image files, video images and higher-quality audio files
(as we have just seen) can also be compressed using lossless compression, but the per-
centage of reduction is usually not as significant. This is due to the nature of the data
in video and audio files—there is not one symbol or set of symbols that occur fre-
quently enough to produce a reasonable level of compression. For example, if you
take some video and digitize it, you will produce a long stream of binary 1s and Os. To
compress this stream, you can choose to perform a lossless run-length encoding on
either the 1s or the Os. Unfortunately, however, because this type of data is dynamic,
there will probably not be enough repeating runs of either bit to produce a reasonable
compression. Thus, you may want to consider some other compression techniques.

Music and video have other properties, however, that can be exploited in order
to perform an effective compression. Let us consider music first. When one is lis-
tening to music, if two sounds play at the same time, the ear hears the louder one
and usually ignores the softer one. Also, the human ear can hear sounds only
within a certain range, which for an average person is 20 Hz to 20 kHz (20,000 Hz).
Consequently, there are sounds, usually occurring at the extremes of the normal
hearing range, that the human ear cannot hear well or even at all. Audio engineers
take advantage of these (and other) facts to compress music through techniques
called perceptual noise shaping, or perceptual encoding. If the perceptual encod-
ing is performed well, the compressed version of an audio stream sounds fairly
close to the uncompressed version (that is, almost CD-quality) even though some
of the original data has been removed.

MP3, which is an abbreviation for MPEG (Moving Picture Experts Group)
Audio Layer-3, is a common form of audio compression. (The Moving Picture
Experts Group has also developed compression standards for HDTV broadcasts,
digital satellite systems (DSS), and DVD movies.) After employing these perceptual
encoding tricks, the MP3 encoder produces a data stream that has a much slower
data rate than that of conventional CD-quality music. While a CD player is designed
to reproduce music that has been encoded with 44,100 samples per second, which
generates a data stream of 705,600 bits per second (44,100 samples per second
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times 16 bits per sample) or about 706 Kbps, an MP3 encoder typically reproduces
a data stream of 128 Kbps to 192 Kbps. This kind of reduction in data leads to a 10
to 1 compression ratio for a typical song. Thus, the compression process reduces
both the amount of data as well as the data transfer rate of the music within the
music-generating device.

Video files can also be compressed by removing small details from the image
that, in this case, the average human eye will not notice are missing. JPEG, which
stands for Joint Photographic Experts Group, is a technique that is very commonly
used to compress video images. The process of converting an image to JPEG format
involves three phases: discrete cosine transformation, quantization, and run-
length encoding. To perform the discrete cosine transformation, the image is bro-
ken into multiple 8 by 8 blocks of pixels, where each pixel represents either a single
dot of color in a color image or a single shade of black and white in a black and
white image. Each 8 by 8 block (corresponding to 64 pixels) is then subjected to a
fairly common mathematical routine called the discrete cosine transformation.
Essentially, what this transformation does is produce a new 8 by 8 block of values.
These values, however, are now called spatial frequencies, which are cosine calcula-
tions of how much each pixel value changes as a function of its position in the
block. Rather than deal with the mathematics of this process, let us examine two
fairly simple examples. If we have an image with fairly uniform color changes over
the area of the image—in other words, not a lot of fine details—then one of its 8 by
8 blocks of pixels might look something like the following block, where each deci-
mal value represents a particular level of color:

15 18 21 24 28 32 36 40
19 22 25 28 32 36 40 44
22 25 28 32 36 40 44 48
26 29 32 35 39 43 47 51
30 34 38 42 46 51 56 61
34 38 42 46 51 56 61 66
38 42 46 51 56 61 66 72
43 48 53 58 63 68 74 80

After applying the discrete cosine transformation to these pixels, we would
then have a set of spatial frequencies such as the following:

628 -123 12 -8 0 -2 0 -1
-185 23 -5 0 0 0 0 0
10 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

3 0 0 0 0 0 0 0

-1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

Note the many zero entries, and that the nonzero entries are clustered toward
the upper-left corner of the block. This is because of the discrete cosine calcula-
tions, which in essence depict the difference between one pixel’s color relative to
that of a neighbor’s pixel rather than the absolute value of a particular pixel’s color.
The other reason for the clustering is that this image, as noted earlier, is one with
fairly uniform color—that is, not a lot of color variation—and thus there is little
change as you move away from the upper-left corner.
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Suppose, however, that we have an image that has lots of fine detail. It will
have an 8 by 8 block of pixels that has widely different values and may look like
the following:

120 80 110 65 90 142 56 100
40 136 93 188 90 210 220 56
95 89 134 74 170 180 45 100

9 110 145 93 221 194 83 110
65 202 90 18 164 90 155 43
93 111 39 221 33 37 40 129
55 122 52 166 93 54 13 100
29 92 153 197 84 197 84 83

After applying the discrete cosine transformation to the pixels of this image,
we would then have a set of spatial frequencies such as the following:

652 32 -40 54 -18 129 -33 84

111 -33 53 9 122 -43 65 100
-22 101 94 -32 23 104 76 101

88 33 211 2 =32 143 43 14
132 =32 43 0 122 —48 54 110

54 11 133 27 56 154 13 -94
-54 -69 10 109 65 0 27 -33
199 -18 99 98 22 -43 8 32

Notice that few zero entries are in this block of spatial frequencies. Let us con-
tinue with the conversion process by focusing on this block that corresponds to
the image with lots of fine detail.

The second phase in the conversion of an image to a JPEG file is the quanti-
zation phase. The object of this phase is to try to generate more zero entries in
the 8 by 8 block. To do this, we need to divide each value in the block by some pre-
determined number and disregard the remainders. For example, if the pixel block
contains a spatial frequency with the value 9, we would divide this by 10 to get the
result of 0. But we do not want to divide all 64 spatial frequencies by the same
value, because the values in the upper-left corner of the block have more impor-
tance (due to the discrete cosine transformation operation). So let us divide the
block of spatial frequencies with a block of values in which the upper-left corner of
values are closer to 1—and thus will serve to reproduce the original number in a
division. An example of such a block is as follows:

1 4 7 10 13 16 19 22
4 7 10 13 16 19 22 25
7 10 13 16 19 22 25 28
10 13 16 19 22 25 28 31
13 16 19 22 25 28 31 33
16 19 22 25 28 31 33 36
19 22 25 28 31 34 37 40
22 25 28 31 34 37 40 43
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Now when we divide the block of spatial frequencies with this block of
weighted values, we should produce a new block of values with more zero entries,
as shown here:

652 8 -5 5 -1 8 0 3
27 —4 5 0 7 -2 2 4
-3 10 7 2 1 3 3

8 2 13 0 -1 5 1 0
10 -2 2 0 4 -1 1 3
3 0 6 1 2 4 0 -2
-2 -3 0 3 2 0 0 0
9 0 3 3 0 -1 0 0

A question you should ask at this point is, if we perform 64 divisions and toss
out the remainders, would we not be losing something from the original image? The
answer is yes, we will. But we hope to select an optimal set of values such that we do
not lose too much of the original image. In other words, in striving to maximize the
number of zeros in each block (so that we may successfully perform the run-length
encoding of the final phase), we allow the data—i.e., the image—to change a little
bit, but hopefully not so much that the human eye might detect gross differences
between the original file and the one that has been compressed and decompressed.

Finally, the third phase of the JPEG compression technique is to take the matrix
of quantized values and perform run-length encoding on the zeros. But the trick
here is that you do not run-length encode the zeros by simply going up and down
the rows of the 8 by 8 block. Instead, we take advantage of the fact that we would
achieve longer runs of zeros if we encode on a diagonal, as is shown in Figure 5-14.

Figure 5-14
Run-length encoding of 652 5 5k A4 8 0 3
a JPEG image
27 —“4 > 0 7 -2 2 4
43w 7 2 4 3 3
3] 2 13 [ 41 5 A 0
H 42 2 2] 4 -1 A 3
3 0 6 1 2 4 0 —42
=4 43 0 % 2 0 0 0
9 4] 3 3 0 Pl 0 0

What about moving video images, such as those you encounter when watching
digital television or a DVD? Does this type of data have a unique characteristic that
we can exploit in order to do compression? As it turns out, it does. A video is actually
a series of images. When these images, or frames, are shown in rapid succession, it
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appears as if the objects in the images are moving. In order to make it seem as though
the movement (of characters, objects, scenery) in a movie is fluid, a movie projection
device or television displays these images or frames at a rate of approximately
30 frames per second. But there is an interesting aspect of these frames—which you
might have noticed if you ever tried to create a cartoon by drawing images on multi-
ple sheets of paper and then flipping through the pages. Unless there is a complete
scene change, one image looks very similar to the next. In the context of compres-
sion, the question to consider is: If successive images are very similar, why transfer the
full image of each frame? Why not just transfer the difference between the two frames?
This sort of transfer is an example of differential encoding. MPEG-1 and MPEG-2—or
simply MPEG—are common examples of this form of compression.

Recall that a video device displays multiple (typically 30) frames per second. In
order to save space, not all of those 30 frames are complete images. MPEG actually cre-
ates a complete frame of information, followed by several partial, or difference frames,
followed by a complete frame. More precisely, the following frames are created:

I B B P B B I B B P
where the I-frame is a complete frame, the P-frame is the difference from the previous
I-frame (and is created using motion-compensated prediction), and the B-frames are
the difference frames, which contain the smaller differences between the I-frame and
the P-frame and are inserted between I and P frames to smooth out the motion.

Because MPEG is computationally complex, processor chips have been
designed, such as Intel’s MMX Technology, specifically for the compression and
decompression of MPEG images.

Business Multiplexing In Action

XYZ Corporation has two buildings, A and B, separated by a distance of 300 meters, or roughly
1000 feet (see Figure 5-15). A 3-inch diameter tunnel runs underground between the two build-
ings. Building B contains 66 text-based terminals (also known as thin-client workstations as they
don’t have a hard drive) that need to be connected to a mainframe computer in Building A. The
thin-client workstations transmit relatively low volumes of data equivalent to approximately
9600 hits per second. What are some good ways of connecting the thin-client workstations in
Building B to the mainframe computer in Building A? Are there any that maximize the through-
put through the connection?

Figure 5-15
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buildings
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Considering the technologies that have been introduced in the text thus far, there are four
possible scenarios for connecting the terminals and mainframe computer:

1. Connect each thin-client workstation to the mainframe computer using separate
point-to-point lines. Each line will be some form of conducted medium.

2. Collect all the thin-client workstation outputs, and use microwave transmissions,
Free-Space Optics, or WiMAX to send the data to the mainframe computer.

3. Collect all the thin-client workstation outputs using multiplexing, and send the data to
the mainframe computer over a conducted-medium line.

4. Connect all the thin-client workstations to a local area network.

Let us examine the pros and cons of each solution.

The first solution of connecting each thin-client workstation to the mainframe computer
using a point-to-point conducted medium has some advantages but also some serious draw-
backs. The distance of 300 meters poses an immediate problem. When transmitting data in mil-
lions of bits per second, twisted pair typically has a maximum distance of 100 meters. XYZ Cor-
poration’s data is not being transmitted at millions of bits per second, but at 9600 bits per
second instead. At this slower rate, we may be able to successfully transmit across a distance far-
ther than 100 meters, but doing so may not be a good idea. Electromagnetic noise is always a
potential problem, and we may discover after the installation of the wires that there is too much
noise. A more noise-resistant medium, such as coaxial cable or fiber-optic cable, might be a rea-
sonable option. But 66 coaxial cables (one for each thin-client workstation) will probably not fit
in a 3-inch-diameter tunnel. Fiber-optic cable has roughly the same dimensions as coaxial cable
and a much higher cost if you factor in the 66 pairs of optical devices that would be needed at
the ends of the cables. Even if we could run 66 wires of some medium through the tunnel, what
if management decides, a month after the installation, to add 10 more thin-client workstations
to Building B? Ten additional cables are not likely to fit through the tunnel, and if they were to
fit, pulling 10 more cables through would be time-consuming and expensive.

The main advantages of the first solution include the lower cost of using a relatively inex-
pensive conducted medium and the fact that multiple point-to-point lines eliminate the need
for additional services such as polling or multiplexing.

The second solution, transmitting the data using microwave signals, Free-Space Optics, or
WIMAX is interesting. All three technologies are very fast, and private ownership of the equip-
ment can be attractive. The following concerns, however, are worth investigating:

Is the line-of-sight between Building A and Building B obstructed by trees or other
buildings? If there is an obstruction, microwave and free space optics will not work.
What is the cost of installing a microwave, free space optic, or WiMAX system between
the two buildings? If the cost is high, there may be a more reasonable alternative.

The system would still need some kind of device that collects data from the 66 thin-
client workstations and prepares a single data stream for transmission. Will the system
handle this collection, or will we need something like a multiplexor?

Thus, microwave and free space optics are possible solutions if there is a clear line-of-sight
between the two buildings and the associated costs are not too high. WiMAX, however, is capable
of penetrating buildings and does not pose the same line-of-sight problems. Unfortunately, Wi-
MAX is too new a technology currently for XYZ Corporation to consider.
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The third solution—to install multiplexors at each end of the tunnel and connect the mul-
tiplexors with some type of high-speed medium—also requires some forethought and investiga-
tion. The following issues are worth considering:

Can one pair of multiplexors handle 66 thin-client workstations? If not, we may have
to install two pairs of multiplexors.

What does a pair of multiplexors cost? Will this cost be so high that we are forced to
consider other alternatives?

What kind of medium could we use to connect the multiplexors? How many wires
would we need to run? Fiber-optic cable or even coaxial cable would be a good choice.
Even if the system required multiple strands of fiber or coaxial cable, they would fit
within the 3-inch-diameter tunnel, because much fewer than 66 sets of cables would
be necessary.

Is the multiplexor solution scalable? Can the system expand to include additional ter-
minals in the future? In the worst-case scenario, we would have to add an additional
pair of multiplexors and another cable in the tunnel. We could plan ahead and pull
several strands of fiber or coaxial cable through the tunnel so that we are prepared for
future expansion.

Finally, the fourth solution is also worth considering. Is there someway that we can connect
all the thin-client workstations to a local area network? Then as we saw in the first chapter, we
could install the appropriate software on each thin-client that would allow the workstation to
act as a terminal responding to polls from the mainframe. Unfortunately, we have not yet cov-
ered local area networks, so examination of this solution will have to wait.

In conclusion, it appears at this time that a multiplexing scheme provides the most efficient
use of a small number of cables running through the small tunnel. If a high-quality cable such
as fiber-optic wire is used, it will minimize noise intrusion and allow for the greatest amount of
future growth. The microwave/free space optic solution is also attractive, but may cost more
than a pair of multiplexors and connecting cables. WiMAX or local area networks might be very
interesting solutions—ones we will have to keep an eye on in the near future.
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SUMMARY

For multiple signals to share a single medium, the medium must be divided into
multiple channels. The three basic techniques for dividing a medium into multiple
channels are: a division of frequencies, a division of time, and a division of transmis-
sion codes.

Frequency division multiplexing involves assigning nonoverlapping frequency
ranges to different signals. Frequency division multiplexing uses analog signals,
while time division multiplexing uses digital signals.

Time division multiplexing of a medium involves dividing the available transmission
time on a medium among the users. Time division multiplexing has two basic forms:
synchronous time division multiplexing and statistical time division multiplexing.

Synchronous time division multiplexing accepts input from a fixed number of
devices and transmits their data in an unending repetitious pattern. T-1 and
SONET/SDH telephone systems are common examples of systems that use synchro-
nous time division multiplexing. The static assignment of input devices to particular
frequencies or time slots can be wasteful if the input devices are not constantly
transmitting data.
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Statistical time division multiplexing accepts input from a set of devices that have
data to transmit, creates a frame with data and control information, and transmits
that frame. Input devices that do not have data to send are not included in the frame.

Wavelength division multiplexing involves fiber-optic systems and the transfer of
multiple streams of data over a single fiber using multiple, colored laser transmitters.
Wavelength division multiplexing systems can be dense or coarse.

Discrete multitone is a technology used in DSL systems. Multiple subchannels, each
supporting a form of quadrature amplitude modulation, are multiplexed together to
provide one data stream for a user.

Code division multiplexing allows multiple users to share the same set of frequen-
cies by assigning a unique digital code to each user.

Compression is a process that compacts data into a smaller package. When stored,
compressed data saves space; when transmitted, it results in shorter transmission times.
Two basic forms of compression exist: lossless, in which no data is lost during the
compression and decompression stages; and lossy, in which some of the original
data is lost.

Two popular forms of lossless compression include run-length encoding and the
Lempel-Ziv compression technique. A number of lossless audio compression
schemes also exist.

Lossy compression is the basis of a number of compression techniques, including
MP3 for audio, JPEG for still images, and MPEG for moving video.

KEY TERMS

channel guard band Synchronous Digital
chip spreading codes JPEG Hierarchy (SDH)
coarse wavelength division lambda Synchronous Optical

multiplexing (CWDM)
code division multiplexing

lossless compression
lossy compression

Network (SONET)
synchronous time division

(CDM) multiplexing multiplexing (Sync TDM)
compression multiplexor synchronous transport
demultiplexor MP3 signals (STS)
dense wavelength division MPEG time division

multiplexing (DWDM)
discrete multitone (DMT)
DS-1 signaling
fiber exhaust
frequency division
multiplexing (FDM)

perceptual encoding

run-length encoding

statistical time division
multiplexing (Stat TDM)

multiplexing (TDM)
T-1 multiplexing
wavelength division

multiplexing (WDM)
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REVIEW QUESTIONS

1. List three common examples of frequency division multiplexing.

2. Frequency division multiplexing is associated with what type of signals?

3. In what order does synchronous time division multiplexing sample each of the
incoming signals?

4. What would happen if a synchronous time division multiplexor sampled the
incoming signals out of order?

5. How does a synchronous time division multiplexor stay synchronized with the
demultiplexor on the receiving end?
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6. How many separate channels does a T-1 multiplexor combine into one stream?
7. How are a T-1 and SONET similar?

8. What are the main differences between statistical time division multiplexing and
synchronous time division multiplexing?

9. If a statistical multiplexor is connected to 20 devices, does it require a high-speed
output line that is equivalent to the sum of the 20 transmission streams? Defend
your response.

10. Why is addressing of the individual data streams necessary for statistical multiplexing?
11. What type of medium is required to support wavelength division multiplexing?

12. How many different wavelengths can dense wavelength division multiplexing place
onto one connection?

13. What is the difference between dense wavelength division multiplexing and coarse
wavelength division multiplexing?

14. How is discrete multitone different from the other multiplexing techniques? How is
it similar?

15. How does code division multiplexing distinguish one signal from another?

16. What are the two basic forms of compression?

17. Run-length encoding can be used to compress what kind(s) of data?

18. What are the three phases of JPEG compression?

EXERCISES

1. Compared to the other multiplexing techniques, state two advantages and two
disadvantages of each of the following:
a. frequency division multiplexing
b. synchronous time division multiplexing
c. statistical time division multiplexing
d. wavelength division multiplexing

2. A benefit of frequency division multiplexing and code division multiplexing is that
all the receivers do not have to be at the same location. Explain the consequences of
this benefit and give an example.

3. Twenty-four voice signals are to be multiplexed and transmitted over twisted pair.
What is the total bandwidth required if frequency division multiplexing is used?

4. Twenty voice signals are to be multiplexed and transmitted over twisted pair. What
is the bandwidth required (in bps) if synchronous time division multiplexing is
used, along with the standard analog-to-digital sampling rate, and each sample is
converted into an 8-bit value?

5. If only four computers are transmitting digital data over a T-1 line, what is the maxi-
mum possible data rate for each computer?

6. What is the purpose of the synchronization bit in a T-1 frame? Why is it necessary?

7. Ten computer workstations are connected to a synchronous time division multi-
plexor. Each workstation transmits at 128 Kbps. At any point in time, 40 percent of
the workstations are not transmitting. What is the minimum necessary speed of the
line leaving the multiplexor? Will the answer be different if we use a statistical
multiplexor instead? Explain your reasoning.

8. When data is transmitted using a statistical multiplexor, the individual units of data
must have some form of address that tells the receiver the identity of the intended
recipient of each piece of data. Instead of assigning absolute addresses to each piece
of data, is it possible to incorporate relative addressing? If so, explain the benefits.
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9. The telephone company has a fiber-optic line with time division multiplexing that
runs from the United States to England and lies on the ocean floor. This fiber-optic
line has reached capacity. What alternatives can the telephone company consider to
increase capacity?

10. A discrete multitone system is using a modulation technique on its subchannels,
each of which generates a 64-kbps stream. Assuming ideal conditions (no noise),
what is the maximum data rate of the discrete multitone system?

11. The cell phone company in town uses code division multiplexing to transmit signals
between its cell phones and the cell towers. You are using your cell phone while standing
next to someone using her cell phone. How does the system distinguish the two signals?

12. Mobile user A is using code division multiplexing and has been assigned a binary
code of 00001111. Mobile user B, also using code division multiplexing, has been
assigned a binary code of 01010101. Mobile user A transmits a 1, while Mobile
user B transmits a 0. Show the sum of products that results and your calculations.

13. How many frames per second does a T-1 and SONET transmit? Why this number?

14. Why is wavelength division multiplexing more like frequency division multiplexing
and less like time division multiplexing?

15. Which of the multiplexing techniques can be used on both conducted media and
wireless media, which on only conducted media, and which on only wireless media?

16. In theory, code division multiplexing can have 264 different signals in the same
area. In reality, this is not possible. Why not? Show an example.

17. Is the form of DSL that a company uses different from the form of DSL to which a
home user subscribes? Explain.

18. If data has a large number of one type of symbol, which type of compression would
be the most effective?

19. Given the following bit string, show the run-length encoding that would result:
00000001000001100000000000000000010000001110000000000
20. Can you compress a set of bank statements using JPEG compression? Explain.

21. MP3, JPEG, and MPEG all rely on what characteristic in the data in order to perform
compression?

THINKING OUTSIDE THE BOX

1 A company has two buildings that are 50 meters (roughly 50 yards) apart.
Between the buildings is private land owned by the company. A large walk-
through tunnel connects the two buildings. In one building is a collection of
30 computer workstations; in the other building is a mainframe computer. What
is the best way to connect the workstations to the mainframe computer? Explain
your reasoning and all the possible solutions you considered.

2 A company has two buildings that are 100 meters (100 yards) apart. Between the
buildings is public land with no access tunnel. In one building is a collection of
30 computer workstations; in the other building is a mainframe computer. What
is the best way to connect the workstations to the mainframe computer? Explain
your reasoning and all the possible solutions you considered.

3 What is the relationship, if one exists, between synchronous time division multiplex-
ing and the synchronous and asynchronous connections described in Chapter Four?
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4 Compare and contrast the older multiplexing techniques such as frequency divi-
sion and time division multiplexing with the newer techniques such as discrete multi-
tone and orthogonal frequency division multiplexing. What appears to be the
trend in these newer protocols?

5 You are receiving high-speed Internet access from a DSL provider. You also live
down the street from a radio station’s AM broadcast antenna. Is your DSL affected
by this antenna? Explain.

6 Consider a VGA screen that has 640 X 800 pixels per screen. Further assume that
each pixel is 24 bits (8 for red, 8 for blue, and 8 for green). If a movie video pre-
sents 30 frames (images) per second, how many bytes will a two-hour movie
require for storage? How many bytes can a standard DVD hold? What then must
be the compression ratio?

HANDS-ON PROJECTS

1. Locate advertising material that lists the maximum number of devices a frequency
or time division multiplexor can handle. Is this number consistent with what was
presented in the chapter?

2. Digital broadcast television will someday replace conventional analog television.
What form of multiplexing is used to broadcast digital television signals?

3. Broadcast radio is one of the last forms of entertainment to go digital. Find the latest
material describing the current state of digital broadcast radio, and write a two- or
three-page report that includes the type of multiplexing envisioned and the impact
digital radio will have on the current radio market.

4. The FCC created a set of frequencies for walkie-talkie radios. This set is called the
family radio service and allows two radios to transmit up to a several-mile distance.
What kind of multiplexing is used with these radios? How many concurrent chan-
nels are allowed? Is there a technology newer than family radio service? If so,
describe its characteristics.

5. The local loop of the telephone circuit that enters your house uses multiplexing so that
the people on the two ends of the connection can talk at the same time (if they wish).
What kind of multiplexing is used? State the details of the multiplexing technique.

6. Numerous forms of MPEG compression (such as MPEG-1, MPEG-2, etc.) exist. List
each of the forms with an accompanying sentence describing what type of data for
which that compression form is designed.

7. What other compression schemes exist besides those listed in this chapter? What
are the uses of each compression scheme?
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DURING THE SUMMER OF 2003, the planet Mars came
within 34,646,418 miles of Earth. This was the closest Mars
had been to Earth in 59,619 years. Even at this distance,
however, a radio signal would take 3 minutes and 6 sec-
onds to travel between the planets. Now picture a probe on
Mars that can traverse the Martian landscape and make
maneuvers such as going forward, turning right, taking a
picture, and digging a sample. The probe can either make
its own decisions about what to do next, or—more likely,
for safety reasons—send a picture back to Earth and then
await instructions from scientists. If it takes 3 minutes and
6 seconds for a signal to propagate to Earth, several min-
utes for the scientists to decide what the probe should do,
and then 3 minutes and 6 seconds for the signal to propa-
gate back to Mars, the Martian probe is not likely to com-
plete tasks very quickly. Now let us throw in one more
wrinkle. Let us suppose that during that 34.6-million-mile

Identify the different types of noise commonly found in
computer networks

Specify the different error-prevention techniques, and
be able to apply an error-prevention technique to a
type of noise

Compare the different error-detection techniques in
terms of efficiency and efficacy

Perform simple parity and longitudinal parity calculations,
and enumerate their strengths and weaknesses

data transfer, the signal becomes corrupted and the receiv-
ing side has to ask the transmitting side to resend because
it could not read the data. In this case, making the probe
perform a simple operation could take the scientists hours.
Given this, future versions of the Martian probe should
probably be designed to make their own decisions rather
than wasting so much time sending information back and
forth between Earth and Mars. In the meantime, however,
the best way to resolve such time delays might be to
improve the way the transmitted signal is sent.

Is noise this much of a problem when transmitting signals?

Isn’t there a way to send a signal such that the entire sig-
nal does not have to be re-sent in the event of an error?

Is it possible for an error to occur during transmission
and go undetected?

Cite the advantages of cyclic redundancy checksum, and
specify what types of errors cyclic redundancy checksum
will detect

Cite the advantages of arithmetic checksum, and specify
what types of applications use arithmetic checksum

Differentiate between the basic forms of error control,
and describe the circumstances under which each may
be used

Follow an example of a Hamming self-correcting code
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The process of transmitting data over a medium often works according to Mur-
phy’s Law: If something can go wrong, it probably will. Even if all possible error-
reducing measures are applied before and during data transmission, something will
invariably alter the form of the original data. If this alteration is serious enough,
the original data becomes corrupt, and the receiver does not receive the data that
was originally transmitted. Even with the highest-quality fiber-optic cable, noise
eventually creeps in and begins to disrupt data transmission. Thus, despite one’s
best efforts to control noise, some noise is inevitable. When the ratio of noise
power to signal power becomes such that the noise overwhelms the signal, errors
occur. It is at this point that error-detection techniques become valuable tools.
Given that noise is inevitable and errors happen, something needs to be done
to detect error conditions. This chapter examines some of the more common error-
detection methods and compares them in terms of efficiency and efficacy.

Before you begin to learn about error-detection techniques, it is vital that you
understand the different forms of noise that commonly occur during data transmission.
Having a better understanding of the different types of noise and what causes them to
occur will enable you to apply noise-reduction techniques to communication systems,
and thus limit the amount of noise before it reaches the threshold at which errors occur.

Once an error has been detected, what action should a receiver take? There are
three error control options: ignore the error, return an error message to the trans-
mitter, or correct the error without help from the transmitter. Although ignoring
the error seems like an irresponsible position, it has merit and is worth examining.
The second option—return an error message to the transmitter so that the trans-
mitter can resend the original data—is the most common error control action. The
third option—correcting the error without asking for additional help from the
transmitter—may sound like the ideal situation, but it is difficult to support and
requires a significant amount of overhead.

How do error detection and error control fit into the TCP/IP suite introduced in
Chapter One? Most people associate error detection with the data link/network access
layer. When the data link layer creates a frame, it usually inserts an error-checking
code after the data field. When the frame arrives at the next station, this error-check-
ing code is extracted and the frame is checked for accuracy. But the data link layer is
not the only layer that performs some type of error detection. The transport layer also
includes an error-detection scheme. When the transport packet arrives at the final
destination (and only the final destination), the receiver may extract an error-check-
ing code from the transport header and perform error detection. Also, some network
layer protocols, such as the Internet Protocol (IP), include an error-detection code in
the network layer header. In the case of IP, however, the error detection is performed
on only the IP header, and not the data field. Many applications also perform some
type of error check such as detecting lost packets from a sequence of transmitted
packets. For the moment, we will concentrate on the error-detection and error-con-
trol details covered in the data link and transport layers. Note, however, that all the
topics discussed so far in this book, with the possible exception of asynchronous, syn-
chronous, and isochronous connections, have been physical layer activities. To
understand how error detection and control fit into the many layers of a computer
network, it is important to recall the basic concept behind the TCP/IP protocol suite
and the OSI model: the activities of one layer should not be affected by the activities
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of another layer. Thus, the selection of an error-detection scheme or error-control
technique is an issue separate from the type of medium selected or the choice of mul-
tiplexing technique. Any of the error-detection and control schemes presented in this
chapter can be applied to any type of communication system.

Noise and Errors

As you might expect, a number of errors can occur during data transmission. From
a simple blip to a massive outage, transmitted data—both analog and digital—is
susceptible to many types of noise and errors. Copper-based media have tradition-
ally been plagued by many types of interference and noise. Satellite, microwave,
and radio networks are also prone to interference and crosstalk. Even the near-perfect
fiber-optic cables can introduce errors into a transmission system, although the
probability of this happening is less than with the other types of media. Let us
examine several of the major types of noise that occur in transmission systems.

White noise

White noise, which is also called thermal noise or Gaussian noise, is a relatively con-
tinuous type of noise and is much like the static you hear when a radio is being
tuned between two stations. It is always present to some degree in transmission
media and electronic devices and is dependent on the temperature of the medium.
As the temperature increases, the level of noise increases due to the increased activity
of the electrons in the medium. Because white noise is relatively continuous, it can
be reduced significantly but never completely eliminated. White noise is the type of
interference that makes an analog or digital signal become fuzzy (Figure 6-1).

Reducing white noise from a digital signal is relatively straightforward if the
signal is passed through a signal regenerator before the noise completely over-
whelms the original signal. Reducing white noise from an analog signal is also pos-
sible and involves passing the noisy analog signal through an appropriate set of
filters, which (one hopes) leaves nothing but the original signal.

Impulse noise

Impulse noise, or noise spike, is a noncontinuous noise and one of the most diffi-
cult errors to detect, because it can occur randomly. The difficulty comes in sepa-
rating the noise from the signal. Typically, the noise is an analog burst of energy. If
the impulse spike interferes with an analog signal, removing it without affecting
the original signal can be difficult. Recall the example from Chapter Two with
regard to scratched record albums. With albums, the impulse spikes correspond to
the loud pops and clicks that are produced when an album is played that can inter-
fere with some people’s enjoyment of the music For a second example of impulse
noise, consider what happens when you listen to AM radio during a thunderstorm.
The lightning strikes in the area cause severe static on the radio—so severe that you
cannot hear the normal radio transmissions.
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Figure 6-1
Whlte noise as it No Noise
interferes with a
digital signal
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If impulse noise interferes with a digital signal, often the original digital signal
can be recognized and recovered. When the noise completely obliterates the digital
signal, the original signal cannot be recovered (see Figure 6-2).
Figure 6-2
The effect of impulse

noise on a digital signal

Time

Noise is a problem for both analog and digital signals, of course, but with digi-
tal signals, transmission speed can affect whether or not noise is significant. In fact,
sometimes the influence of transmission speed is quite dramatic and can be easily
demonstrated. Figure 6-3 shows a digital signal transmission at relatively slow
speed and at relatively high speed. Notice in the figure that when transmission
speed is slower, you can still determine the value of a signal, but when transmis-
sion speed increases, you can no longer determine whether the signalisa O or a 1.
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Figure 6-3
Transmission speed
and its relationship to
noise in a digital signal
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Crosstalk

Crosstalk is an unwanted coupling between two different signal paths. This
unwanted coupling can be electrical, as might occur between two sets of twisted
pair wire (as in a phone line), or it can be electromagnetic (as when unwanted sig-
nals are picked up by microwave antennas). Telephone signal crosstalk was a more
common problem 20 to 30 years ago, before telephone companies used fiber-optic
cables and other well-shielded wires. When crosstalk occurs during a phone con-
versation, you can hear another telephone conversation in the background (Figure 6-4).
High humidity and wet weather can cause an increase in electrical crosstalk over a
telephone system. Even though crosstalk is relatively continuous, it can be reduced
with proper precautions and hardware, as you will see shortly.

Figure 6-4

Three telephone
circuits experiencing
crosstalk

s‘ Wtry,

Echo

Echo is the reflective feedback of a transmitted signal as the signal moves through
a medium. Much like the way a voice will echo in an empty room, a signal can hit
the end of a cable, bounce back through the wire, and interfere with the original
signal. This error occurs most often at junctions where wires are connected or at
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the open end of a coaxial cable. Figure 6-5 demonstrates a signal bouncing back
from the end of a cable and creating an echo. To minimize the effect of echo, a
device called an echo suppressor can be attached to a line. An echo suppressor is
essentially a filter that allows the signal to pass in one direction only. For local area
networks that use coaxial cable, a small filter is usually placed on the open end of
each wire to absorb any incoming signals.

Figure 6-5

A signal bouncing back
at the end of a cable
and causing echo

End of Cable

Coaxial Echo — Echo
Cable Experienced
by This
Device

Jitter

Jitter is the result of small timing irregularities that become magnified during the
transmission of digital signals as the signals are passed from one device to another.
To put it another way, when a digital signal is being transmitted, the rises and falls
of the signal can start to shift, or become blurry, and thus produce jitter. If
unchecked, jitter can cause video devices to flicker, audio transmissions to click
and break up, and transmitted computer data to arrive with errors. If jitter becomes
too great, correcting it can require the transmitting devices to slow down their
transmission rates, which in turn limits overall system performance. Figure 6-6
shows a simplified example of a digital signal experiencing jitter.

Figure 6-6
Original digital
signal and digital
signal with jitter

Digital Signal with No Jitter

Digital Signal with Jitter

Causes of jitter can include electromagnetic interference, crosstalk, passing the
signal through too many repeaters, and the use of lower-quality equipment. Possi-
ble solutions to the jitter problem involve installing proper shielding, which can
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reduce or eliminate electromagnetic interference and crosstalk, and limiting the
number of times a signal is repeated.

Attenuation

Attenuation is the continuous loss of a signal’s strength as it travels though a
medium. It is not necessarily a form of error, but can indirectly lead to an increase
in errors affecting the transmitted signal. As you learned in Chapter Two, attenua-
tion can be eliminated with the use of amplifiers for analog systems or repeaters for
digital systems.

Error Prevention

Because there are so many forms of noise and errors, and because the presence of one
form of noise or another in a system is virtually a given, every data transmission sys-
tem must take precautions to reduce noise and the possibility of errors. An unfortu-
nate side effect of noise during a transmission is that the transmitting station has to
slow down its transmission rate. For this reason, when a modem first makes a con-
nection with another modem, the two modems participate in fallback negotiation.
This means that if the transmitting modem sends data and the data arrives garbled,
the receiving modem may ask the transmitting modem to fall back to a slower trans-
mission speed. This slowdown creates a signal in which the bit duration of each 0
and 1 is longer, or in the case of quadrature amplitude modulation, a constellation
diagram in which there are fewer discrete levels or targets, thus giving the receiver a
better chance of distinguishing one value from the next, even in the presence of
noise. If you can reduce the possibility of noise before it happens, however, the trans-
mitting station may not have to slow down its transmission stream.

You can prevent the occurrence of many types of transmission errors by apply-
ing proper error-prevention techniques, including those listed below:

Install wiring with the proper shielding to reduce electromagnetic interfer-
ence and crosstalk.

Be aware that many different types of wireless applications share the same
wireless frequencies. Even some non-wireless devices generate signals that
can interfere with wireless applications. For example, microwave ovens
can interfere with wireless LAN signals.

Replace older equipment with more modern, digital equipment; although
initially expensive, this technique is often the most cost-effective way to
minimize transmission errors in the long run.

Use the proper number of digital repeaters and analog amplifiers to
increase signal strength, thus decreasing the probability of errors.

Observe the stated capacities of a medium, and, to reduce the possibility of
errors, avoid pushing transmission speeds beyond their recommended lim-
its. For example, recall from Chapter Two that twisted pair Category 5e/6
cable should not be longer than the recommended 100-meter (300-foot)
distance when it is transmitting at 100 Mbps.

Reducing the number of devices, decreasing the length of cable runs, and reduc-
ing the transmission speed of the data may also be effective ways to reduce the
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possibility of errors. Although choices like these are not always desirable, sometimes
they are the most reasonable alternatives available.

Table 6-1 lists the different types of errors that can arise and includes one or
more possible error-prevention techniques for each.

Table 6-1
Summary of errors and error-prevention techniques
Type of Error Error-Prevention Technique
White noise Install special filters for analog signals; implement digital signal
regeneration for digital signals
Impulse noise Install special filters for analog signals; implement digital signal
processing for digital signals
Crosstalk Install proper shielding on cables
Echo Install proper termination of cables
Jitter Use better-quality electronic circuitry, use fewer repeaters, slow the

transmission speed

Attenuation* Install device that amplifies analog signals; implement digital signal
regeneration of digital signals

* Not a type of error, but indirectly affects error

Do not be lured into thinking that simply because various error-prevention tech-
niques have been applied, errors will not happen. Appropriate error-detection methods
still need to be implemented. Let us examine the main error-detection techniques next.

Error Detection

Despite one’s best attempts at prevention, errors still occur. Because most data
transferred over a communication line is important, it is usually necessary to apply
an error-detection technique to the received data to ensure that no errors were
introduced into the data during transmission. If an error is detected, a typical
response is to perform some type of request for transmission.

Error detection can be performed in several places within a communications
model. One of the most common places is the data link layer. When a device cre-
ates a frame of data at the data link layer, it inserts some type of error-detection
code. When the frame arrives at the next device in the transmission sequence, the
receiver extracts the error-detection code and applies it to the data frame. Then the
data frame is reconstructed and sent to the next device in the transmission
sequence. Some protocols perform an error detection routine at the final destina-
tion. As we saw in Chapter One, TCP performs error detection at the end points of
the connection.
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Regardless of where the error detection is applied, all systems still recognize the
importance of checking for transmission errors. The error-detection techniques
themselves can be relatively simple or relatively elaborate. As you might expect,
simple techniques do not provide the same degree of error checking as the more
elaborate schemes. For example, the simplest error-detection technique is simple
parity, which adds a single bit to a character of data, but catches the fewest number
of errors. At the other end of the spectrum is the most elaborate and most effective
technique available today—cyclic redundancy checksum. Not only is cyclic redun-
dancy checksum more complex than simple parity, typically adding 8 to 32 check
bits of error-detection code to a block of data, it is the most effective error-detection
technique ever devised. Let us examine four error-detection techniques and evalu-
ate the strengths and weaknesses of each.

Parity checks

The most basic error-detection techniques are parity checks, which are commonly
used with asynchronous connections. Although there are various forms of single-
character parity checking, one fact remains constant: Parity checks let too many
errors slip through undetected. For this reason alone, parity checks are rarely, if
ever, used on any kind of serious data transmissions. Despite this, two forms of par-
ity checks—simple parity and longitudinal parity—do still exist and are worth
examining.

Simple Parity

Simple parity (occasionally known as vertical redundancy check) is the easiest
error-detection method to incorporate into a transmission system; it comes in two
basic forms: even parity and odd parity. The basic concept of parity checking is that
a bit is added to a string of bits to create either even parity or odd parity. With even
parity, the O or 1 added to the string produces an even number of binary 1s. With
odd parity, the 0 or 1 added to the string produces an odd number of binary 1s. If
the 7-bit ASCII character set is used, a parity bit is added as the eighth bit. Suppose,
for example, that the character “k”—which is 1101011 in binary—is transmitted
and even parity is being applied. In this case, a parity bit of 1 would be added to
the end of the bit stream, as follows: 11010111. There is now an even number (5ix)
of 1s. (If odd parity were used, a 0 would be added at the end, resulting in
11010110.)

Now, if a transmission error causes one of the bits to be flipped (the value is
erroneously interpreted as a O instead of a 1, or vice versa), the error can be
detected if the receiver understands that it needs to check for even parity. Return-
ing to the example of the character “k” sent with even parity, if you send 11010111
but 01010111 is received, the receiver will count the 1s, see that there is an odd
number, and know there is an error.

What happens if 11010111 with even parity is sent and two bits are corrupted?
For example, 00010111 is received. Will an error be detected? The answer is no, an
error will not be detected, because the number of 1s is still even. Simple parity can
detect only an odd number of erroneous bits per character. Is it possible for more
than one bit in a character to be altered as a result of transmission error? Yes. Iso-
lated single-bit errors occur 50 to 60 percent of the time. Error bursts, in which two
erroneous bits are separated by fewer than 10 uncorrupted bits, occur 10 to 20 per-
cent of the time.
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Note that when the 7-bit ASCII character set is used, a parity bit is added for
every 7 bits of data, resulting in a 1:7 ratio of parity bits to data bits. Thus, simple
parity produces relatively high ratios of check bits to data bits, while achieving
only mediocre (50 percent) error-detection results.

Longitudinal Parity

Longitudinal parity, sometimes called longitudinal redundancy check or horizon-
tal parity, tries to solve the main weakness of simple parity—that all even numbers
of errors are not detected. To provide this extra level of protection, longitudinal
parity needs to use additional parity check bits, as you will see shortly. The first
step of this parity scheme involves grouping individual characters together in a
block, as shown in Table 6-2. Each character (also called a row) in the block has its
own parity bit. In addition, after a certain number of characters are sent, a row of
parity bits, or a block character check, is also sent. Each parity bit in this last row is
a parity check for all the bits in the column above it. If one bit is altered in Row 1,
the parity bit at the end of Row 1 signals an error. In addition, the parity bit for the
corresponding column also signals an error. If two bits in Row 1 are flipped, the
Row 1 parity check will not signal an error, but two column parity checks will sig-
nal errors. This is how longitudinal parity is able to detect more errors than simple
parity. Note, however, that if two bits are flipped in Row 1 and two bits are flipped
in Row 2, and the errors occur in the same column, no errors will be detected. This
scenario, which is shown in Table 6-3, is a limitation of longitudinal parity.

Table 6-2
Simple example of longitudinal parity
Data Parity
Row 1 1 1 0 1 0 1 1 1
Row 2 1 1 1 1 1 1 1
Row 3 0 1 0 1 0 1 0 1
Row 4 0 0 1 1 0 0 1 1
Parity Row 0 1 0 0 1 1 1 0
Table 6-3
The second and third bits in Rows 1 and 2 have errors, but longitudinal parity does not detect the errors
Data Parity
Row 1 1 +0 o1 1 0 1 1 1
Row 2 1 +0 20 1 1 1 1 1
Row 3 0 1 0 1 0 1 0 1
Row 4 0 0 1 0 0 1 1
Parity Row 0O 0 0 1 1 1 0

Although longitudinal parity provides an extra level of protection by using a
double parity check, this method, like simple parity, also introduces a high number
of check bits relative to data bits, with only slightly better than mediocre error-
detection results. If n characters in a block are transmitted, the ratio of check bits to
data bits is n+8:7n. In other words, to transmit a 20-character block of data, for
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example, a simple parity bit needs to be added to each of the 20 characters, plus a
full 8-bit block character check is added at the end, producing a ratio of check bits
to data bits that is 28:140, or 1:5.

Arithmetic checksum

Many higher-level protocols used on the Internet (such as TCP and IP) use a form of
error detection in which the characters to be transmitted are “summed” together.
This sum is then added to the end of the message and the message is transmitted to
the receiving end. The receiver accepts the transmitted message and performs the
same summing operation and essentially compares its sum with the sum that was
generated by the transmitter. If the two sums agree, then no error occurred during
the transmission. If the two sums do not agree, the receiver informs the transmitter
that an error has occurred. Since the sum is generated by performing relatively sim-
ple arithmetic, this technique is often called arithmetic checksum.

More precisely, let us consider the following example. Suppose we want to
transmit the message “This is cool.” In ASCII (from Chapter Two), that message
would appear in binary as: 1010100 1101000 1101001 1110011 0100000 1101001
1110011 0100000 1100011 1101111 1101111 1101100 0101110. (Do not forget
the blanks between the words and the period at the end of the sentence.)

TCP and IP actually add these values in binary to create a binary sum. But binary
addition of so many operands is pretty messy. So that we do not have to add all these
binary values, let us convert the binary values to their decimal form. In case you do
not know binary, we will do it for you. The first binary value—1010100—is the
value 84 in decimal. 1101000 equals 104. The next binary value 1101001 equals 105;
1110011 equals 115; 0100000 equals 32; 1101001 equals 105; 1110011 equals 115;
0100000 equals 32; 1100011 equals 99; 1101111 equals 111; 1101111 again is 111;
1101100 equals 108; and 0101110 equals 46. If we add this column of values, we will
get the following:

84
104
105
115

32
105
115

32

99
111
108

+ 46
1056

The sum 1056 is then added to the outgoing message and sent to the receiver.
The receiver will ta