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Abstract

In business intelligence (BI) and big data analytics, computational intelligence (CI) 
paradigms have been adopted as an intelligent decision support system for predic-
tion and optimization in a variety of applications. The traditional data analysis 
approaches are lacking in efficiency, have a limited computational capability, and 
have an inadequate and imprecise nature of handling unstructured data. However, CI 
methodologies have a high computational efficiency to integrate, explore, and share 
a high volume of unstructured data in real time, using diverse analytical techniques 
for enhanced decision making.  Further, CI has the capability to implement complex 
data via sophisticated mathematical models and analytical techniques. This chapter 
illustrates a short overview of CI approaches and its noteworthy character in BI and 
data analytics. The focus of this chapter is to study and analyze the effect of CI for the 
overall advancement of emerging intelligent decision support systems.

1.1  Introduction
This chapter provides a brief overview of computational intelligence paradigms and their significant 
role in the application of business intelligence and Big Data analytics. Humans are intelligent—that 
is, they have the ability to acquire and apply knowledge and skills during the decision-making pro-
cess of any application. In the same way as humans, machines are also intelligent, but the intelli-
gence is artificial and hence known as artificial intelligence (AI). Artificial intelligence is exhibited 
by machines to complete their assigned tasks and emulate human behavior. Machines apply AI 
by using cutting-edge technologies to perform cognitive functions, such as learning and problem 
solving that are associated with humans. Moreover, a human mind constitutes a set of cogni-
tive faculties, such as consciousness, perception, thinking, judgment, and memory. In addition, 
humans have brains and nervous systems that act according to these facilities. Unlike humans, 
machines don’t constitute any biological organs to apply the intelligence. The machines can under-
stand only binary language, which is the basis for AI. Until the past few years, this was a limitation 
for AI, which is based on hard computing techniques that work with binary logic (0 and 1)—that 
is, it can solve only simple and some complex problems with a traditional process by translating 
it into binary language. So AI is incapable of solving some complex real-world problems, which 
cannot be translated into binary language and have some uncertainties during the process. This 
incapability gives rise to the evolution of a new approach called computational intelligence (CI, a 
subset of AI) to diminish those limitations. Further, CI is the successor of AI and is considered the 
future of computing. CI techniques and their applications in business intelligence and analytics 
are addressed in this chapter and are also the focus of this edited book.

1.2  Computational Intelligence
CI paradigms have the ability to gain knowledge about a specific task from given data. A system 
is called computationally intelligent if it deals with low-level data, such as numerical data during 
the decision-making process of any application. In general, CI is similar to AI in terms of seeking 
goals. It is designed to solve complex real-world problems for which AI or traditional modeling 
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is inadequate because of the uncertainty or stochastic nature of the problem and the difficulty in 
translating to binary language.

CI approaches have been used to handle nonexact and subjective vagueness of knowledge to 
take control of actions in an adaptive fashion similar to the human reasoning process. CI consists 
of various branches that are not limited to granular computing: neurocomputing, evolutionary 
computing, and the artificial immune system as shown in Figure 1.1. In addition, CI mainly 
constitutes the combination of the following five techniques: fuzzy logic, artificial neural net-
works, evolutionary computation, learning theory, and probabilistic methods. All these methods 
in combination with one another help the computer to solve a problem in the following way: 
(a) fuzzy logic—understanding natural language, (b) artificial neural networks—learning from 
experiential data by operating similar to biological ones, (c) evolutionary computing—the process 
of selection, (d) learning theory—reasoning, and (e) probabilistic methods—dealing with uncer-
tainty imprecision.

In addition to these main principles, there are some other approaches that include genetic 
algorithms; biologically inspired algorithms, such as swarm intelligence; and artificial immune 
systems. Recently, there has been an interest in fusing CI approaches with data mining, natural 
language processing, and AI techniques. As stated earlier, CI and AI methodologies seek similar 
goals; however, there is a unique distinction between the approaches.

CI is a subset of AI as machine intelligence can be distinguished among two types of comput-
ing: AI is based on hard computing techniques, and CI is based on soft computing methods, and 
it can be adapted according to the situation. Hard computing techniques are mainly based on 
binary logic, which consists of two values, only 0 and 1, and the computation takes place using 
this binary logic. This is also the basis for the modern computer. This binary logic gives rise to the 
problem that natural language cannot always be converted easily into absolute terms of 0 and 1. 
Although the soft computing techniques are based on fuzzy logic, they usually differ from binary 
logic. Fuzzy logic works by aggregating data to partial truths, which is similar to the human brain, 
and this logic is one of the main principles of CI. Both AI and CI approaches move forward with 
a similar goal to accomplish general intelligence—that is, the intelligence of a machine that may 
perhaps achieve a particular intellectual task that a human being can carry out.

1.3  Big Data Analytics
Big Data can be described in simple terms as a data set of large size that contains both structured 
and unstructured data from different sources. In general terms, Big Data is a data set that is large 
or complex and to which traditional data processing applications, such as analysis, capture, data 
duration, search, sharing, storage, transfer, visualization, querying, data mining, updating, and 
privacy are applied to extract value from the data. In Big Data, extraction of more accurate values 
of relevant parameters may lead to efficient decision making, which results in superior operational 
efficiency, cost reduction, and reduced risk. Big Data within an organization involves terabytes of 
data flowing into the organization both internally and externally as well as from other sources of 
data using technology resources.

The increase in numerous information-gathering sources, such as information-sensing mobile 
devices, computers, cloud devices, software logs, cameras, microphones, and wireless sensor net-
works has led to rapid growth in the size of these data sets. The “3Vs,” namely, volume, variety, and 
velocity, became the basis for defining or describing Big Data in the past few years. These 3Vs are 
the key management challenges for any business organization. Big Data analytics is the analysis 
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of large data sets that helps in finding new information that will be useful to the organization, 
for example, to be able to spot business trends, prevent diseases, combat crime, etc. People and 
organizations may regularly face difficulties with analyzing these large data sets in areas including 
finance and business informatics, Internet search, etc. It is not easy for relational database man-
agement systems, data warehouses, visualization software, and data marts to handle Big Data. 
Analyzing Big Data requires a lot of tools running on parallel systems, which help to aggregate, 
transform, and analyze the data to find the hidden patterns. Big Data diverges, depending on the 
capabilities and tools of the users, and expanding capabilities make Big Data a moving target.

1.4  Business Intelligence
Business intelligence (BI) covers a variety of tools and methods that can aid organizations in mak-
ing effective decisions by analyzing “their” data. Thus, data analytics is a big part of BI. Of late, 
Big Data is also being used for the purpose of analytics, which falls under BI. Business intelligence 
and analytics (BI&A), in the context of Big Data, is increasingly being applied in critical and high 
impact application domains, such as e-commerce, market intelligence, e-government, health care, 
and security. Further, recent reports point out that advanced analytics for Big Data with BI marks 
a significant step in research, which has a great impact for organizations and facilitates increased 
return on investment (ROI). The increasing demand for CI applications in different fields entails 
a serious challenge for developing BI&A applications in order to deal with imprecision and uncer-
tainty in information. Hence, there is a significant need for research and sharing of recent devel-
opments in BI and Big Data analytics in conjunction with CI approaches. The synergy between 
the four different streams of research shown in Figure 1.2 has the potential to deliver significant 
results as discussed in the following:

Computational
intelligence

Data
analytics

Applications, models,
algorithms, data, 

and approach

Business
intelligence

Figure 1.2 Research streams contributing to business intelligence and Big Data analytics.
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a. BI&A covers a variety of techniques, technologies, systems, practices, methods, and applica-
tions that can explore business “data on store” to support an organization in understanding 
its business and making effective decisions toward market. However, Big Data, being part of 
analytics with research and support from CI, falls under BI as shown in Figure 1.2.

 b. Exploration of business data with an emphasis on statistical and/or CI is referred to as busi-
ness analytics (BA). BA utilizes the predictive power of CI approaches to explore data to 
find new patterns, create relationships, evaluate results, and test previous decisions. CI can 
greatly support this process and facilitate the predictive and descriptive analysis of outcomes.

The primary aim of this book is to help practitioners, researchers, designers, and developers under-
stand the power of CI approaches and build appropriate BA systems that support computational 
models (fuzzy sets, artificial neural networks, and genetic algorithms) with different real-world 
case studies and applications.

1.5  Importance of Topic
CI approaches and optimization algorithms have paved the way for effective design, and imple-
mentation of business applications and successful integration of business disciplines. The CI para-
digms applied to Big Data analytics and BI systems have been receiving much attention recently. 
In addition, hybridization of CI techniques, such as neurofuzzy approaches, artificial neural 
networks, evolutionary computation, swarm intelligence, and rough sets can be incorporated to 
handle uncertainty and subjectivity in the decision-making process. However, the fusion of CI 
approaches and optimization techniques has not been adequately investigated from the perspec-
tive of Big Data analytics and BI. Hence, there is an opportunity for implementing an enterprise-
wide BI&A process to gain a competitive advantage and meet the business challenges in the 
marketplace by harnessing the power of CI.

This book attempts to explore the application of CI in various domains and answer the fol-
lowing questions:

 1. Which types of learning and knowledge-based approaches can be adapted to support the 
various aspects of the BI&A process?

 2. What are the general principles to be adopted when we attempt to employ a specific CI 
approach in implementing a business process?

 3. What are the different types of state-of-the-art methods that are followed in business data 
analytics & CI?

 4. How do we apply CI techniques for predictive analysis of venturing into new business mod-
els and improvement of data analytics in business applications?

 5. What types of CI approaches would be beneficial for common business problems, such as 
forecasting next year’s profit or turnover?

1.6  Need for a Book on the Proposed Topic
a. CI techniques are more suitable for handling uncertainty and the complexity of enterprise 

business processes compared with the traditional statistical approaches and tools presently 
being utilized.
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b. Research in the field of CI and BA as part of design, analysis, and development modeling has 
gained rapid momentum among industry members, but a book with an in-depth coverage 
of all the functional components still remains to be published. Hence, this book and its top-
ics may command a broad audience because of its practical value and variety of application 
domains.

 c. Recently, CI approaches have been applied to a wide variety of complex problems, including 
engineering, science, and business. However, because of the complexity and uncertainty in 
these problems, it becomes difficult to find the optimal solution. Hence, there is a great need 
to explore in depth the various CI techniques in conjunction with data analytics to support 
BI and adaptive computational models for solving real-world problems.

 d. The main objective is to explore novel contributions that bridge the gap between applying 
CI to BI, data analytics processes, and the overall business success of the organization.

 e. The major outcome of this book, namely, hybridization of CI techniques and advances in the 
design of computational models, algorithms, and case studies, may help in proposing novel 
solutions to contemporary engineering problems.

1.7  Future Research Directions
From the analysis of open research problems related to CI in BI&A, several future research direc-
tions can be identified. Among them, we have highlighted a few in the following paragraphs.

Earlier researchers (Chen et al., 2012; Lim et al., 2013; Minelli et al., 2012) have classified 
BI&A activities into three broad research directions: (a) Big Data analytics, (b) text analytics, and 
(c) network analytics. Also, a number of studies (Anandarajan et al., 2012; Rouhani et al., 2012) 
have handled the BI&A complexity and uncertainty via various CI approaches (artificial neural 
networks, genetic algorithms, and fuzzy systems). Earlier studies (Gao et al., 2016; Sangaiah & 
Thangavelu, 2013, 2014; Sangaiah et al., 2015a,b,c) investigated the various CI approaches for 
organizational decision-making problems. However, there is a great need for constructing effec-
tive prediction and classification models for large business applications that don’t rely on statistics. 
Also, a number of studies (Azar and Hassanien, 2015; Cheng et al., 2013; Jin and Hammer, 2014; 
Zhou et al., 2014) have identified the significance and research direction of CI in Big Data:

 ◾ Data size and feature space adaption
 ◾ Uncertainty modeling in learning from Big Data
 ◾ Distributed learning techniques in uncertain environments
 ◾ Feature selection or extraction in Big Data
 ◾ Sample selection based on uncertainty
 ◾ Uncertainty techniques in Big Data classification and clustering
 ◾ Active learning on Big Data
 ◾ Random weight network on Big Data

The research on the development and application of evolutionary computational algorithms 
and other metaheuristic approaches can provide effective solutions for optimization problems, 
specifically, dealing with incomplete or inconsistent information and limited computational capa-
bility. The future research directions for data-driven decision making (notion of Big Data) and 
optimization problems using CI are briefly mentioned here. Future CI-based applications would 
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focus more on real-world problems that need a paradigm shift of paying attention to improv-
ing computational efficiency; understudying theoretical foundations and frameworks; and most 
essentially, supporting real decision making in complex, uncertain application contexts. Moreover, 
conventional data analysis approaches and computational models concentrating on small or large 
data and executing on a single processor are insufficient to handle data repositories of massive size. 
As a result, novel approaches and technologies are needed for analyzing and handling Big Data.

Many theories and methodologies have been created to deal with a variety of uncertainties 
as shown in Table 1.1. Further, quantified uncertainties would assist while constructing a high-
performance learning system. At this point, focusing on learning from Big Data, one of the sig-
nificant challenges is how to adapt CI approaches and paradigms for massive data. As a result, 
further research on CI application in business and Big Data analytics is needed in order to face 
these challenges and develop potential new applications that can deal with uncertainty in learning 
from Big Data.

Recently, hybrid metaheuristic systems have been becoming attractive because of their predic-
tions and their decision capabilities in exploring and handling complex problem environments. 
Studies on hybrid systems are focusing on extending hybrid intelligent systems and the synthesis 
of computing tools, such as knowledge-based certainty theory, Bayesian, neural network, fuzzy 
logic, genetic algorithms, particle swarm optimization, etc. Consequently, there is evidence from 
recent studies (Bahrammirzaee et al., 2011; Lin et al., 2012; Tkáč & Verner, 2016; Yeh et al., 2010; 
Zhiqiang et al., 2013) that hybrid intelligent systems can play a significant role in many important 
practical applications in science, technology, BI systems, etc. Based on the above elucidation, it 
can be concluded that CI paradigms have a powerful ability to be applied effectively in BI and Big 
Data analytics.

Big Data could be the source of future data-driven, decision-making approaches. Big Data is 
a core research area, which has received more attention among researchers and companies around 
the globe. The appropriate management of a high volume of structured and unstructured data is 
the major challenge for future research. Decision makers could utilize CI paradigms for Big Data 
analytics, which can lead to effective and optimized solutions or decisions with respect to a spe-
cific application domain. The integration of CI approaches and models in handling Big Data will 
have major benefits to an organization. Future research should address novel approaches, theories, 
techniques, and tools that adopt the application of CI in BI&A. Some of these topics that need 
further exploration are the following:

 ◾ Machine learning algorithms for Big Data analytics
 ◾ Intelligent decision support systems for Big Data

Table 1.1 Underlying Principles of Evolutionary Computational Approaches

Methodologies Underlying Principle

Fuzzy set theory Imprecise or uncertain information

Probability theory Randomness

Rough set theory Approximation of concepts

Classification entropy Impurity of a set

Conventional artificial intelligence 
(knowledge-based systems)

Generate patterns or rules from large 
data sets
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 ◾ Classification and regression techniques for Big Data
 ◾ Supervised or unsupervised learning approaches over Big Data
 ◾ Learning or prediction methods for Big Data applications
 ◾ Handling real-time, distributed, large-scale data sets
 ◾ Evolutionary computing over Big Data
 ◾ Swarm intelligence and handling uncertainty in Big Data
 ◾ Applications of fuzzy set theory in Big Data

Recent trends in machine learning and evolutionary computational approaches focus on more 
complex problems that involve high dimensionality. Previously, machine learning techniques have 
been challenged by the inadequacy of data to infer predictive models or classification labels. In con-
trast, nowadays, there is a huge volume of data accumulating from various sources. Hence, we need 
to improve the computational capability of CI tools and techniques, particularly to be able to handle 
the large-scale problems with very high dimensions. Taking ideas from evolutionary computing that 
relate to BI and Big Data analytics and bringing them into computational models can help research-
ers in this field to develop novel approaches and establish new research avenues to pursue.

1.8  Organization of Book
This book is divided into four parts. The first part contains this introductory chapter by the book 
editors. The second part, titled “Computational Intelligence in Business Intelligence and Analytics,” 
covers the fundamentals of CI approaches, metaheuristic approaches, and related research in Big 
Data analytics. “Data Analytics and Prediction Models” is the third part dedicated to the issues and 
tools related to data analytics of various applications and some methodologies and processes used 
during organizational decision making. It also covers several tools for data analytics, such as Hadoop, 
NoSQL, MongoDB, etc., for BI and its applications. The fourth and final part, “Applications of 
Computational Intelligence,” highlights the use of CI paradigms in several applications and the 
employment of heuristic approaches and other data analysis technologies in various domains. 
Examples of real-life applications of data analytics in areas such as video surveillance, medical infor-
matics, smart home environments, business process intelligence, and decision making are included. 
The following section is a brief summary of the salient aspects and contributions of each chapter.

1.8.1  Part I: Introduction

Part I contains this single introductory chapter. We briefly outline the significance of CI para-
digms in BI, data analytics, and the state-of-the-art in the application of CI in various domains.

1.8.2  Part II: Computational Intelligence 
in Business Intelligence and Analytics

Part II contains four chapters. In Chapter 2, Jhuma Ray and Siddhartha Bhattacharyya illus-
trate the three different soft computing-based metaheuristic approaches to risk minimization with 
respect to portfolio optimization of an organization using particle swarm optimization (PSO), 
ant colony optimization (ACO), and differential evolution (DE) techniques centering on optimiz-
ing the conditional value at risk (CVaR) measure in different market conditions based on several 
objectives and constraints. In addition to comparative application of the proposed approach, the 



12 ◾ Computational Intelligence Applications in BI and Big Data Analytics

value-at-risk approach is demonstrated on a collection of several financial instruments. A distribu-
tional assumption for employing a particular type of financial assets for developing a much more 
generalized framework is reported in this chapter.

Chapter 3 by Zheng Xu et al. presents three aspects, including (a) the intelligent analysis 
of video surveillance systems, (b) the Big Data analysis of the video surveillance system, and 
(c) the application of the video surveillance system. The semantic-based model named video struc-
tural description (VSD) for representing and organizing the content in videos has been proposed. 
Moreover, visual information or content knowledge distilled by a VSD system can be shared 
conveniently in the mobile computing framework, so more general information mining and social 
trend forecasting could be further addressed.

In Chapter 4, Deepthi P.S. and Sabu Thampi give an overview of how structured and unstruc-
tured data in the form of electronic health records (EHRs), patient reports, clinical images, genomic 
data, etc., are managed and analyzed. In addition, the general architecture of Big Data in health 
care has been outlined. Consequently, with the increase in opportunities for Big Data analytics in 
health care, security and privacy concerns have also loomed. This chapter also discusses the state-
of-the-art Big Data analytics and data mining in health informatics and the related privacy and 
security issues. Finally, this chapter provides an outline of health care and biological Big Data, 
conceptual architecture of Big Data analytics, and case studies that showcase the capabilities and 
applications of data mining in health informatics and issues such as threats to privacy and security.

In Chapter 5, William Rivera and Amit Goel address the computational challenges in group 
membership prediction of highly imbalanced Big Data sets. In addition, this chapter presents a for-
mal definition of imbalance along with an understanding of what levels researchers should consider 
alternative approaches for when faced with large imbalanced data. The authors have proposed the 
parallel noise reduction a priori oversampling (PNRAP) method to combat these issues and highlight 
the performance of this technique compared with competing approaches. Consequently, using neural 
network classifiers, the PNRAP method has statistically significant improvement compared with pop-
ular oversampling methods SMOTE, local neighborhood SMOTE, borderline SMOTE, safe level 
SMOTE, safe level OUPS, and OUPS. Similar results were seen when using support vector machine 
classifiers, although in some cases it was not statistically significant over the SMOTE method.

1.8.3  Part III: Data Analytics and Prediction Models

Part III consists of four chapters. Chapter 6 by Goran Klepac et al. proposes a new paradigm in 
fraud detection modeling using predictive models. Moreover, the proposed approach integrates 
predictive models, fuzzy expert systems, social network analysis, and unstructured data, taking into 
account structured data from databases and data warehouses, social network data, and unstruc-
tured data from Internet resources within one solution. This chapter illustrates fraud detection on 
the basis of various case studies. Further, the presented case study results show the importance of 
the proposed methodology efficiency and integration of different analysis concepts based on tradi-
tional data sources and big data sources for successful fraud detection solutions.

Chapter 7 by R. Sasikala presents speedy data analytics through automatic balancing of Big 
Data in MongoDB sharded clusters. This chapter illustrates the NoSQL database, MongoDB, 
for three different sharding techniques: range-based sharding, hashed sharding, and tag-aware 
sharding techniques with case studies, implementation commands, and detailed result analy-
sis. Moreover, the step-by-step practical implementation of sharding with different shard key 
algorithms gives great insight into Big Data research in a distributed environment. The results 
concluded that although identifying the sharding algorithm for specific application is difficult, 
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tag-aware sharding and predicting the right tag for the database is a standard technique for 
any type of application. Further, this chapter assists the readers to extend this work on differ-
ent data mining, data analytics, and machine learning algorithms on Big Data with distributed 
environments.

In Chapter 8, Ankur Dumka describes smart metering as a service using Hadoop aimed at analy-
sis of past and present electricity use based on data received from smart meters and thus help for pre-
dicting the future analysis of electricity consumption and taking adequate steps for management of 
electricity. Hadoop can be used for determining real-time analysis of electricity consumption based on 
customer-based segmentation, area-based segmentation, usage-based segmentation, or purpose-based 
segmentation, all based on the type of parameter analysis that needs to be done. Thus, using a data 
analytics platform for the smart grid is capable of analyzing slowly and rapidly changing data using a 
combination of batch and real-time data processing techniques and is therefore useful in calculating 
data on a real-time basis on various parameters and can be used for efficient power management.

Chapter 9 by Muthu Ramachandran provides a systematic approach to service-oriented 
architecture (SOA) design strategies and business processes for Big Data analytics. The proposed 
approach is based on the SOA reference architecture and service component model for Big Data 
applications known as SoftBD. In addition, a large-scale, real-world case study demonstrating 
their approach to SOA for Big Data analytics is discussed. SOA Big Data architecture is scalable, 
generic, and customizable for a variety of data applications. The main contributions of this chapter 
include a unique, innovative, and generic softBD framework, a service component model, and a 
generic SOA architecture for large-scale Big Data applications. This chapter has also contributed 
to Big Data metrics, which allows measuring and evaluating when analyzing the data.

1.8.4  Part IV: Applications of Computational Intelligence

Part IV contains four chapters. Chapter 10 by B. K. Tripathy discusses rough sets and neighborhood 
systems on knowledge acquisition from Big Data analysis on the basis of two approaches. The first one 
uses the basic rough sets, and the other one uses neighborhood rough sets for the purpose. Moreover, 
the concept of neighborhood covering reduction has led to a decrease in processing time as the num-
ber of rules has come down, which becomes quite significant especially in a big data set. However, 
this reduction in the number of rules generated comes at the cost of accuracy and coverage computed.

In Chapter 11, Deepthi Hudedagaddi and B. K. Tripathy discuss some of the fuzzy tech-
niques of clustering in Big Data. Clustering is a technique to handle a massive amount of data. 
Using fuzzy clustering algorithms makes the data analysis more realistic. The authors address 
the future research directions of several uncertainty-based clustering algorithms, such as IFCM, 
rough C-means, and hybrid family of these clustering algorithms to be implemented on Big Data.

Chapter 12 by M. Sivarathinabala et al. presents the learning models with respect to human 
behavior analysis for large-scale surveillance videos. The objective of this chapter is to recognize 
human behavior analysis (HBA) in the context of Big Data. HBA plays a major role in the video 
surveillance system. The aim of human activity recognition is to automatically analyze the ongo-
ing activity from an unknown video. In this chapter, the problem with respect to the learning 
method in large data sets from big video data is discussed. Mainly, this chapter focuses on different 
learning approaches that can handle big video data synchronously.

In Chapter 13, Anass El Haddadi et al. explore a new analytical model of big unstructured 
data for the competitive intelligence system. Moreover, this chapter provides a study on the state-
of-the-art methods concerning mining unstructured data and large graph visualization. In addi-
tion, this chapter also introduces a case study representing the performance of XEW. In this case 
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study, we present the ability of XEW to extract up-to-date data from the Bio-Space online data-
base, analyze its contents, and then display the current strategic alliances between biotechnology 
companies as a 3-D graph.
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Abstract

Of late, the field of portfolio optimization (the process of selecting the proportions of 
diverse assets existing within a portfolio and building the portfolio to be the best in rela-
tion to some criterion) in the modern capital market has assumed paramount impor-
tance as a field in business intelligence thanks to the evolution of the multiobjective 
optimization of the market risk–return paradigm. The downside risk can be ascer-
tained with a very common method within a portfolio known as value at risk (VaR), 
which, in turn, can be explicated as the pth percentile of return of a defined portfolio 
during the termination of the planning skyline. The conditional value at risk (CVaR) 
is a more robust expedient for determining the defined unit of risk of a portfolio in 
volatile market conditions. The soft computing paradigm is efficient in handling real-
life uncertainties. It entails several tools and techniques, namely, neural networks, the 
concept of fuzzy logic, and evolutionary computation measures. Applications of three 
different soft computing-based metaheuristic approaches to risk minimization leading 
to portfolio optimization using particle swarm optimization (PSO), ant colony optimi-
zation (ACO), and differential evolution (DE) techniques centering on optimizing the 
CVaR measure under different market conditions based on several objectives and con-
straints are reported in this chapter. The proposed approaches are proven to be reliable on 
a collection of several financial instruments as compared to their VaR counterparts. The 
results obtained show encouraging avenues in determining optimal portfolio returns.

2.1  Introduction
With the existence of excitability (volatility) in the present day’s real work-a-day world financial 
transactions, an impartial balance between risks and returns has to be controlled by any inves-
tor to deduce a conclusion at the best standpoint (Brown, 2004; McNeil et al., 2005). In spite 
of the current excitability, the advantage lies in the correlation of the combination of financial 
instruments or assets in a financial portfolio under specific market conditions. Lately, portfolio 
management has been employed because of the requirement to reach a resolution in investment 
opportunities in a sequence of events involving high risk, thus showing that current scenario risks 
and returns are inevitably interlinked, culminating in significance in the decision-making system 
in the investment opportunities accordingly. The risk–reward trade-off in distribution of invest-
ments requires a wide variety of assets, in turn, maximizing returns or minimizing risks within 
a given investment period. According to Markowitz (1952), an asset should not be chosen by 
counting its features only, but also by considering its comovement with other assets. Estimation 
of risk as a standard deviation of returns by Markowitz along with its diversification into different 
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investment factors was done, which, in turn, have limited or negative correlations in terms of their 
movements with a reduction in the overall risk structure. This can be measured by a correlation 
coefficient varying between +1 and −1 according to Markowitz.

Several models for portfolio selection have been promoted over the years, which comprise the 
early mean variance models in addition to Markowitz’s (1952) work. Once again, moderation of 
stochastic optimization methods based on the market scenario has counterfeited the significance 
(Bhattacharya et al., 2010; Ray & Bhattacharyya, 2015). It doesn’t matter to which model one 
resorts; the underlying principle or notion lies in the denigration of some measures of market risks 
coupled with focusing on increasing the portfolio return. It has been claimed that the risk metric 
is simulated to be a performance of the likely portfolio returns in almost every model.

The most extensively used method for gauging downside risk (financial risk correlated to 
losses, which is the risk of the actual return being under the expected return or else considered to 
be the uncertainty of the extent of that very difference) in a portfolio is the value at risk (VaR), 
which is labeled as the pth percentile of portfolio return at the edge of the planning perspective. 
Incidentally, for low values of p (as low as 1, 5, or 10), it analyzes the “unconditional” fallout of 
portfolio returns. VaR is said to be (a) a terminology for risk, (b) giving space to efficient and 
coherent risk management, (c) administering an enterprise-wide approach for market regulation, 
and (d) delegated for risk evaluation.

On account of the existing literature concerning the diverse approaches for the computation or 
estimation of a portfolio’s VaR, one of the appealing perspectives of VaR derivation is to determine 
how it can be practiced for appropriation of portfolios in a multifinancial instruments situation. 
Based on VaR, if business organizations are to accomplish their various financial transactions, 
then it is a vital issue in designing the plan of action for proper investment selection. Furthermore, 
if organizations make decisions in a VaR context, then the implications of the organization’s risks 
are to be taken into account. Because VaR is rather discrete in nature and is strenuous to assimilate 
in conventional stochastic models, very few efforts have been outlined in the literature as regards 
the optimization attempts. Rockafellar and Uryasev (2002) suggest looking into a scenario-based 
model for portfolio optimization. They have adopted the conditional value at risk (CVaR) for this 
purpose. CVaR serves as an example of the anticipated value of losses outstripping VaR. Their 
model lessens CVaR in the course of scheming VaR. It was observed that the minimum CVaR is 
tantamount to the minimum VaR in the case of normally distributed portfolio returns.

Thus, for weighing the financial worth of an asset or of a portfolio of assets in a specified 
market structure, declining over a specific time period (usually considered to be more than one 
day or 10 days) subservient to typical market situations, VaR (Jorion, 2001; Holton, 2003; Dowd, 
2005) is shown to be an impressive mechanism. This, in turn, is also exceptionally valued for being 
assimilated within industry regulations (Jorion, 2001) regardless of the fact that it suffers from 
instability as well as the problem of working with numerical values in the case of normal distribu-
tion of losses because loss distribution often tends to display “fat tails” (a statistical phenomenon 
showcasing large leptokurtosis, representing a higher probability of the ultimate occurring identi-
cally to the financial crisis) or factual discreteness.

VaR (Jorion, 2001) at a confidence level is thus treated as the maximum loss not surpassing 
a given probability over a stipulated time period. VaR is regularly determined by the framework 
of the three parameters, which include (a) the time horizon (typically 1 day, 10 days, or 1 year), 
which is determined by the time period over which any organization should hold its portfolio or 
the time period needed for liquidating its assets; (b) the confidence level (common values are 99% 
and 95%), which is the evaluation of the interval in which the VaR would not likely exceed the 
unit of VaR in currency; and (c) the maximum probable loss structure.
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In contrast to VaR, CVaR is positioned to be a risk-weighing approach in cases in which risk 
involves cogent advantages for the derivation of loss distribution in financial structures involving 
discreteness (Rockafellar & Uryasev, 2002). Due to the commonness of different structures that 
have been proposed, which are found in varied scenarios and finite sampling, the applications of 
such distributions, in turn, have become an important property in the financial markets.

CVaR can be defined as the weighted average of VaR along with CVaR+ (the values themselves 
are contingent on the decision along with the weights), with which no value of VaR and CVaR+

stands to be coherent. The specific technique of estimating CVaR in terms of probability of VaR 
brings out the value of weights in the existence of the other.

Computational advantages of CVaR over VaR have become the major impetus in the CVaR 
methodology development procedure in spite of substantial efforts toward finding the efficient algo-
rithms for the process of optimization of VaR in high-dimensional environments, which are still 
unavailable. CVaR stands to be a new coherent risk-measuring structure having distinct advantages 
when compared with VaR (Rockafellar & Uryasev, 2002), quantifying risks beyond VaR, consis-
tent at different levels of confidence α (smooth with respect to α), and also being a static statistical 
estimate with integral characteristics. CVaR has thus been entrenched as an excellent tool in the risk 
management procedure and optimization of portfolios accompanied by linear programming, which 
has huge dimensions in the company of substantial numerical implementations. At various time 
periods with different levels of confidence, distributions are also shaped for multiple risk constraints 
along with the previously mentioned tasks, which, in turn, stand as fast algorithms for online usage. 
Rockafellar and Uryasev (2002) have considered CVaR methodology to be a consistent one, having a 
mean variance method taken to be under the minimal portfolio (with return constraint), which can 
also be considered to be a variance minimal in case of normal loss distribution.

2.2  Contribution
In this chapter, algorithms exercising particle swarm optimization (PSO), ant colony optimization 
(ACO), and differential evolution (DE) have been used for evolving optimized portfolio asset allo-
cations in a volatile market condition. The proposed approach is centered on optimizing the CVaR 
(Rockafellar & Uryasev, 2002) measure in different market conditions based on several objectives 
and constraints. Other than achieving the general definition of CVaR and its associated minimi-
zation formulas, the authors have concentrated here on dealing with fully discrete distributions, 
enhancing the usefulness and properties of CVaR in the case of furnishing the elementary way of 
calculating CVaR directly. The results are compared with those obtained with the optimization of 
the VaR measure of the portfolios under consideration. A comparative application of the proposed 
approach along with the VaR approach is demonstrated on a collection of several financial instru-
ments, enabling a distributional assumption for employing the particular type of financial assets 
for developing a much more generalized framework.

2.3  Motivation
A novel approach by the authors for the accomplishment of an optimized solution to the portfo-
lio asset allocation problem is presented, centering the optimization of the CVaR measures of a 
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portfolio being composed of numerous financial instruments within various market situations, 
which, in turn, are established on several objectives and constraints. The results are, in turn, set 
side by side with those obtained with the optimization of the VaR measure of the portfolios under 
consideration. Application of PSO, ACO, and DE for CVaR optimization is embellished, relating 
to the minimization of the risks convoluted in the portfolios under consideration, thereby mini-
mizing the portfolio losses incurred. Although PSO, ACO, and DE provide superior performance, 
there are some drawbacks, such as dropping into regional optimum, that need to be rectified. We 
intended to find out the structure of the algorithm against different functions, comparing the 
determined values in accordance with them.

2.4  Background
Contemporary management methods have been broadly committed to the management of 
portfolio asset allocations in disparate spheres of operations. Financial portfolios, information 
technology portfolios, human resource allocations, and acceptance and investment strategy 
management are included among the common examples. Analysis of a financial portfolio asso-
ciates a comprehensive treatment of the interrelation between time, money, risk, and return. 
This can often be characterized in terms of the correlation between the compatible assets exist-
ing within a specific market condition. Thus, preferring an appropriate portfolio is therefore 
contingent with respect to the risk–reward trade-off (the trade-off experienced by an investor 
between risk and return considering investment decisions in turn) in the distribution of invest-
ments to a divergent group of assets. The aim of such a selection procedure through manage-
ment of the underlying assets is to maximize the returns of investment or to minimize the 
risks in a stipulated time period. Numerous efforts have been devoted to accomplishing one of 
the aforementioned goals in a volatile market condition (Markowitz, 1952; Zenios, 1996; Boyle 
et al., 1997; Crouhy et al., 2001).

2.5  Related Literature
Jacobs et al. (2005) describe some actual short sale arrangements, which vary from time to time. 
The usage of a general mean variance problem and solution to the general problem is stated along 
with critical line algorithm tracing out a linear set of efficient portfolios subject to any finite 
system of linear equality or inequality constraints meant for any covariance matrix and expected 
return vector.

Within his work, Filho (2006) provides an investor with a portfolio that is optimal for the 
worst case scenario and guarantees performance improvement if there are no worst cases. It 
also protects the investor from errors that arise from uncertainties in the expected return values 
for assets. There is the usage of a mean variance approach. VaR is depicted by the parametric 
method, historical simulation method, and Monte Carlo method. Coherent risk measures along 
with the genetic algorithm (GA) are also applied.

Lim et al. (2011) use the mean variance optimization along with mean CVaR optimization, 
and the coherent measures of risk are reported within the literature.
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Krokhmal et al. (2001) extend the approach to the optimization problems with CVaR con-
straints with which maximization of the expected returns is done under CVaR. Multiple 
CVaR constraints with various levels of confidence are utilized for shaping the distribution of 
profit and loss. Any of the optimization formulations can be used for the purpose. The work is 
able to handle instruments and scenarios large in number, which can be used in applications 
under various conditions for binding the percentiles of loss distribution.

Deng et al. (2011) depict the problems of VaR taken under consideration while being applied. 
A covariance matrix with the GARCH model is also calculated. The modified version of the 
memetic algorithm is then applied in order to deal with the computational problems. This results 
in a much better approximation of the conditional volatility structure rather than a simple histori-
cal estimate. The mean CVaR model, pair Copuk-GARCH-EVT model, is used along with a pair 

Table 2.1 Literature Surveyed

Sl. 
No. Works Done Authors Source

1 Portfolio optimization with 
factor, scenarios and realistic 

short positions

Bruce I. Jacobs, 
Kenneth N. Levy, & 

Harry M. Markowitz

Operations Research, 
Vol. 53, No. 4, pp. 586–599, 

2005

2 Portfolio optimization with 
conditional value at risk 

objective and constraints

Parlo Krokhmal, 
Jonas Palquist, & 
Stanislav Uryasev

Journal of Risk, Vol. 4, 
No. 2, pp. 43–68, 2001

3 Portfolio optimization via pair 
Copula-GARCH-EVT-CVaR model

Ling Deng, Chaoqun 
Ma, & Wenyu Yang

Systems Engineering 
Procedia, 2011

4 Conditional value at risk in 
portfolio optimization: 

coherent but fragile

Andrew E. B. Lim, 
J. George, Shanthi 
Kumar, & Gah-Yi 

Vahn

Journal of Operations 
Research, Vol. 39, No. 3, 

pp. 163–171, 2011

5 Portfolio management using 
value at risk: a comparison 

between genetic algorithms and 
particle swarm optimization

Valdemar Antonio 
Dallagnol Filho

Master Thesis, Informatics 
& Economics, July, 2006

6 Portfolio optimization under 
VaR constraints based on 
dynamic estimates of the 

variance–covariance matrix

Katja Specht, & Peter 
Winker

Computational Method in 
Financial Engineering, 

2008

7 Risk measures and portfolio 
optimization

Priscilla Serwaa 
Nkyira Gambrah, & 
Traian Adrian Pirvu

Journal of Risk and 
Financial Management, 

Vol. 7, No. 3, pp. 113–129, 
2014

8 Ant colony optimization 
approach to portfolio 
optimization—A lingo 

companion

Kambiz Forqandoost 
Haqiqi, & Tohid 

Kazemi

International Journal of 
Trade, Economics and 
Finance, Vol. 3, No. 2, 

pp. 148–153, 2012
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copula decomposition of multivariate distribution and parameter estimation. However, adjusting 
the portfolio to the dynamic approximation of a conditional volatility structure also results in 
some overconfidence with regards to risk constraints.

Specht and Winker (2008) show VaR-based estimates of the conditional covariance matrix 
along with the “principal components GARCH model.” The recent advances in heuristic optimi-
zation, which, in turn, is a modified version of the memetic algorithm, are also applied. The article 
also depicts the PC GARCH model. All the related works are listed in Table 2.1.

Haqiqi and Kazemi (2012) use the ACO approach to portfolio optimization, which we have 
also used in our study along with the DE and PSO approaches.

Gambrah and Pirvu (2014), in their research work, have shown portfolio optimization under 
VaR, average VaR, and limited expected loss constraints during a continuous time framework, in 
which stocks follow a geometric Brownian motion. The analytic expression for VaR along with the 
derivation of average VaR and limited expected loss is also done.

2.5.1  Objectives

This chapter is devoted to an understanding of the concepts and practices of the applications of 
three different soft computing-based metaheuristic approaches to risk minimization leading to 
portfolio optimization using PSO, ACO, and DE techniques centering on optimizing the CVaR 
measure in different market conditions based on several objectives and constraints. The applica-
tion perspectives of these algorithms are also discussed with reference to a case study on portfolio 
optimization as it applies to the emerging field of industrial informatics (knowledge-based factory 
mechanization for enhancing industrial fabrication).

2.6  Metaheuristics: Concepts and Principles
Metaheuristic approaches are considered to be a higher level of operation or heuristic constructed 
to create, develop, or elicit a heuristic (a partial search algorithm), which may present an adequately 
satisfactory answer to an optimization issue, chiefly with inadequate or flawed data or restricted com-
puting scope in the field of computer science and mathematical optimization (Bianchi et al., 2009). 
Metaheuristics pattern a definite number of results enormously huge in nature to be entirely frag-
mented or patterned. Metaheuristics may create hardly any hypothesis about the optimization prob-
lem being resolved, and so they may be subject to an array of complications (Blum & Roli, 2003).

Metaheuristics do not ensure that a universally optimal justification is constructed on a 
few categories of issues if compared to optimization algorithms and iterative methods (Blum & 
Roli, 2003). Abundant metaheuristics enforce the shaping of stochastic optimization in order to 
find the answer, which, in turn, is contingent on the spawned set of random variables (Bianchi 
et al., 2009). Metaheuristics are often helpful in finding good solutions with less computational 
effort than optimization algorithms, iterative methods, or simple heuristics by probing a huge 
set of feasible solutions proving to be beneficial for optimization problems (Bianchi et al., 2009). 
Most of the research work on metaheuristics remains unproved in terms of its attributes, along 
with breakthroughs except for a few explicit philosophical outcomes, which are ready to use and 
often result in finding the global optimum (Blum & Roli, 2003). For developing a local search 
heuristic, many metaheuristic ideas are projected in order to achieve excellent results. Such 
metaheuristics include simulated annealing (SA), tabu search (TS), iterated local search (ILS), 
variable neighborhood search (VNS), and GRASP (Blum & Roli, 2003). These metaheuristics 
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are not at all restricted to local search bases or global search metaheuristics but are considered 
to be both at the same time. Within the other global search metaheuristics, those are not at 
all barred from the local search base and are usually population-based metaheuristics, which 
incorporate ACO, evolutionary computation (EC), PSO, DE, and genetic algorithms (GAs) 
(Blum & Roli, 2003).

Single solution approaches aim attention at altering and reconstructing a single candidate solu-
tion as has already been stated in SA, ILS, VNS, and guided local search (Talbi, 2009). Population-
based avenues help in controlling and improving multiple candidate solutions, generally with the 
usage of population characteristics mentoring the search, in turn, as previously mentioned in EC, 
GAs, and PSO (Talbi, 2009). Swarm intelligence is that very class of metaheuristics that is based 
on a unified attitude of a dispersed, self-confessed operator within a population or swarm. ACO 
(Dorigo, 1992), PSO (Talbi, 2009), social cognitive optimization, penguins search optimization 
algorithm (PeSOA), and artificial bee colony (Karaboga, 2010) algorithms are set as examples of 
this class of optimization theories. DE algorithms are used quite often as metaheuristics for opti-
mization globally along with limited analysis based on the generation of their initial population, 
which stands to be an important factor because of their influence on the search for various itera-
tions, and it generally has an impact on the ultimate result. The initial population gets randomly 
selected in the case of no prior information about the optima, and is ready to use with the help of 
pseudorandom numbers.

Real-time financial transactions include the correlation between the perception of the ideas 
of time, money, and risk. This interrelation in terms of the correlation between the assets existing 
within a specific market situation can be described by a financial portfolio. According to Markowitz 
(1952), an investor needs to consider the comovement of one asset with all other assets at hand 
without choosing the assets only by their characteristic features. Risk was quantified by Markowitz 
and was also defined as the standard deviation of returns, showing how diversification occurs in the 
field of investments having limited or no positive correlation in their movements reducing overall 
risk. In the view of Markowitz, risk is thus measured by a correlation coefficient varying between 
+1 and −1. As stated by him, two investments with a correlation of +1 thus will move in lockstep 
with one another, and at the same time, those having a correlation of −1 will move in exactly the 
opposite direction. Because of the correlation coefficient that is used for estimating the variance of 
a portfolio, any coefficient less than +1 will ultimately lessen the overall variance of that portfolio.

According to Elton and Gruber (1997), an investor can create a portfolio showing a lesser risk 
structure by considering the above comovements rather than a portfolio constructed without pay-
ing any heed to the interaction between securities at the same expected yield or return. This model 
was modified by Black et al. (1972) for allowing the short selling of assets or negative weights of 
assets for constituting a closed-form resolution to the problem.

Measuring the value of an asset in the market or the value of a portfolio of assets can be done 
by calculating VaR (Jorion, 2001; Holton, 2003; Dowd, 2005), which is likely to decrease over 
a certain period of time (usually over 1 or 10 days) under typical market conditions. VaR is used 
by banks, broker dealers, and investment banks for calculating the market risk for their propri-
etary owned assets. Depending on the various market conditions, class of assets, factual accom-
plishment of the assets, volatility or standard deviation obtained by downside risk, and expected 
shortfall, the value of VaR varies widely. In the field of risk management, the VaR approach aims 
to fortify, in a rational manner, at the organization or entity level, the risks connotated in a port-
folio of various classes of financial instruments. The outcome is articulated as the VaR, which 
is obtained in terms of the maximum expected loss, the confidence interval of the loss, and the 
number of days in the risk period.



Conditional Value at Risk ◾ 25

2.6.1  Particle Swarm Optimization

One among the two well-known swarm-encouraged approaches in the computational intelligence 
field is PSO, which has been popularized as a simulation of a simplified social system. The initial 
motivation was to graphically simulate the choreography of a flock of birds or a school of fish. Yet 
it was identified that the particle swarm model could be used as an optimizer. PSO (Eberhart & 
Kennedy, 1995) is a population-based stochastic optimization approach that encounters a multi-
tude of affinities when related to the ways of evolutionary computation, such as GAs. The system 
is booted up with a population of random solutions and seeks out optima along with the updating 
of generations with no evolution operators, such as crossover and mutation. In PSO, the potential 
solutions are known as particles, which usually fly through the problem space by following the 
current optimum particles.

Thus, PSO is a biologically exhilarated evolutionary computing pattern, which is a population-
based stochastic optimization procedure stimulated by the sociocognitive behavior of birds in a 
flock or fish in a school (Holland, 1975; Glover, 1977; Yang, 2011) with an intention to graphically 
simulate the choreography of a flock of birds or school of fish starting with random solutions and 
searching for the most favorable by repeating through generations. However, in contradiction to 
other evolutionary findings, PSO is not able to apply any evolution operators, such as crossover 
and mutation, through which possible elucidations known as particles fly over the disputed space 
pursuing the prevailing optimum particles.

All along the process, each and every particle carries a record of its match correlated by the out-
standing solution (fitness) that has been accomplished hitherto in the problem area. The reserved 
fitness worth attributes to the p best. Additional “best” values obtained hitherto by any particle 
within the surrounding community of the particle are also traced with the help of the PSO. Such 
condition is indicated as the l best (Yang, 2011). Although a particle assimilates the whole popula-
tion as its topological neighbors, the supreme value is a global best and is termed as the g best. The 
regional interpretation of PSO constitutes, at every time step, developing the impetus of (acceler-
ating) every particle toward its p best and l best locations. Acceleration is rated by a random term 
along different random numbers being produced for furtherance against p best and l best locations 
(Yang, 2011).

The efficiency of every particle in a PSO is ascertained by its closeness arising out of the global 
optimum. The cadent is usually utilized for the previously stated intention, which is the readi-
ness role of the optimization issue. Each particle within the swarm retains the present position of 
the particle along with the present velocity of the particle and the personal best situation of the 
particle.

PSO has a favorable application in numerous application fields because of its competence in 
procuring improved outcomes in a quicker and more reasonable manner if compared with other 
methods.

2.6.2  Procedure

PSO simulates the behavior of a flock of birds, where it is presumed that a group of birds are ran-
domly searching for food within an area having only a single piece of food. The birds are unaware 
of the presence of the food in that particular area. But they are aware of how far the food is in 
each iteration. Now the question arises for finding the best strategy to find the food, and the 
best answer would be to follow the bird that is nearest to the food. PSO studied these sequences 
of events and utilized them to solve the optimization problem. In PSO, each single solution is a 
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“bird” within the search space, and is called a “particle.” Each of these particles has fitness values, 
which are estimated by the fitness function, which is optimized, having velocities that, in turn, 
supervise the flying of the particles. By following the current optimum particles, the particles fly 
through the problem space. PSO is initialized along with a group of random particles (solutions) 
and then afterward starts searching the optima by updating generations. In each and every itera-
tion, each particle is updated by following the two “best” values.

PSO Pseudocode

Step 1: For every particle
 Initialize particle
END
Do
Step 2: For every particle
 Calculate fitness value
 Whenever the fitness value is found to be superior to the best fitness value (p best) in history, 

then the new p best has to be set for the current value.
End
Choose the particle with the best fitness value of all the particles as the g best
Step 3: For each particle
 Compute particle velocity as stated in the equation (a)
 Reconditioning particle position in conformity to equation (b)
End
Although maximum iterations or minimum error criteria are not attained.

The first value is the best solution (fitness) that has been achieved so far. (The fitness value 
is also stored.) This value is known as p best. The other “best” value that is traced with the help 
of the PSO is the best value, which is acquired hitherto by any particle in the population. This 
supreme value is a global best and is known as g best. When a particle becomes the component 
of the population as its topological neighbors, the best value is a local best and is known as l best.

After calculating the two best values, the particle updates its velocity and positions with the 
help of the following equations (a) and (b).

 v v c p c() () () ( ()) (= + × × − + ×1 2rand best() present rand )) ( ())× −g best() present (a)

 present present ()() ()= + v  (b)

where v() stands for the particle velocity, present() stands for the current particle (solution), p 
best() and g best() are defined in a similar way as stated earlier, rand() is a random number 
between (0, 1), and c1, c2 are learning factors. Usually, c1 = c2 = 2.

The pseudocode of the PSO procedure is shown in Figure 2.1.
The velocities of particles in each dimension are fastened to a maximum velocity Vmax. If the 

sum of accelerations would induce the velocity on that aspect to surpass Vmax, which is identified 
as a parameter specified by the user, then the velocity on that aspect is restricted to Vmax.
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2.6.3  PSO Algorithm

In PSO, the swarm is composed of a set of particles P = p1, p2, … pk, and an objective function f 
is represented by a candidate solution of the optimization problem at hand. This is referred to as 
the situation of a particle in which at a time period t, pi has a position xi

t  and a velocity vi
t  cor-

related to it. The personal best position particle pi (concerning f ) has visited anytime until time 
step t is characterized by vector bi

t . In addition, pi has been received with the instruction from its 
surroundings Ni ⊆ P. Within the standard PSO algorithm, the topology of the population of the 
swarm is thus stated with the help of a graph G = {V, E}, in which every vertex in V is a comple-
ment to a particle within the swarm, and every edge in E points out a connection between a set 
of particles.

An initialization area within the PSO process, θ′ ⊂ θ, is selected for generation of the random 
situations for the particles. Velocities normally get initialized within θ′. Still velocities can also be 
initialized to zero or to small random values to prevent the particles, in turn, from escaping from 
the search area during the phases of initial iterations.

Within the process, the acceleration and situations of the particles get updated iteratively up 
until and unless a stopping criterion is obtained (Holland, 1975).

The updating regulations are
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where w stands for the parameter known as the inertia weight, ϕ1 and ϕ2 stand for the other two 
parameters known as the acceleration coefficients, and Ui

t  and U 2
t  are two n × n diagonal matrices 

in which the entries in the main diagonal are random numbers that, in turn, get evenly dispersed 
in the interval (0, 1). The stated matrices get reestablished during every iteration. The vector l i

t  is 
stated as the surrounding best and is the best situation ever established by any particle within the 
surrounding of particle pi, that is, f ( l i

t ) = f( bj
t ) ∀pj ∈ Ni.

For values that are chosen properly for w, ϕ1, and ϕ2, the particles’ velocities do not evolve any 
infinite situation (Glover, 1986). Within the l best (Yang, 2011) miniature, a swarm gets split into 
coinciding surroundings of particles, and the most excellent particle is indicated as the surround-
ing’s best particle. Various neighborhood configurations can exist (Robbins & Monro, 1951) in 
PSO relying on particle indices or topological composition. The g best thus is an exceptional situ-
ation of l best with l = s, where s is denoted as the swarm size. The l best accesses a greater diversity 
even if it is in a more reluctant manner than the g best avenue.

The velocity update rule is affected by the local behaviors in the three terms of the particles. 
The first term is stated as the inertia or momentum (Barricelli, 1954) term, serving as memories 
of the earlier direction for flying and, in turn, preventing the particle alternating the way in the 
immediate. The next term is known as the cognitive component term, which portrays the aspira-
tion of the particles returning back to their formerly found best positions. The third term, known 
as the social component (Rastrigin, 1963; Matyas, 1965) term, helps in quantifying the accom-
plishment of a particle corresponding to its neighbors, thereby depicting an approved level that 
should be procured.
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Through observations, it has been found that, in some circumstances, particles get captivated 
to regions outside the feasible search space θ. Nelder and Mead (1965) devised mechanisms for the 
preservation of the solution feasibility and proper swarm operations in this context. One of the 
enticing systems for conserving practicability is the one in which the particles going outside θ are 
barred from improving their personal finest situation. In such situations, they are drawn back to 
the achievable space in consequent iterations.

2.6.4  Advantages and Disadvantages

A PSO is believed to be a robust technique for determining the nonsmooth global optimiza-
tion problem and is considered to be a derivative-free approach like different heuristic optimi-
zation techniques. It is an easier concept and also has easier coding application in comparison 
to other heuristic optimization approaches. Being less nature-sensitive and having a restricted 
number of specifications, the effect of specifications to the solution is supposed to be less sensi-
tive in comparison to other heuristic algorithms (Eberhart & Shi, 1998). The PSO technique is 
able to create high-quality results within a short period of calculation and is considered to be a 
more substantial concurrence attribute than other stochastic approaches (Gaing, 2003). Like the 
other heuristic optimization approaches, the greatest drawback of PSO is that it lacks a rather 
solid mathematical foundation along with other limitations for real-life applications. Also, the 
PSO-based approach is believed to have a lesser negative impact on the solutions than other 
heuristic-based approaches. Moreover, issues lie within the dependency on the initial point and 
limitations, and complication in analyzing the optimal design limitations along with the stochas-
tic features of the ultimate results.

2.7  Ant Colony Optimization
ACO algorithms (Dorigo & Stützle, 2004; Camp et al., 2005) are typically used in solving mini-
mum cost problems usually in situations involving numerous nodes (considered to be N ) and 
some undirected arcs (considered to be A many). The sole target behind this lies in establishing a 
minimum cost path from the source (i.e., the nest of the ant) to the destination (the food source 
of the ant).

The ants within the process of building a solution have the possibility of generating loops along 
with pheromone updating; these loops tend to become more attractive. Because of the problems 
created with forward updating, it appears to give the impression that the algorithm should be 
limited to only backward updating, but the algorithm is to remain inactive in this case. In fact, 
the artificial ants must retain properties of real ants, which will help them to solve the minimum 
cost problem. They are provided with a limited form of memory, with which they are able to store 
the partial paths that they have followed as well as the cost of the links that they have traversed. 
By using this memory, the ants can build solutions to the minimum cost path problem. These 
behaviors include the following:

 1. Construction of a probabilistic solution biased by pheromone trails without forward updating.
 2. Determining the backward path with loop elimination and pheromone updating.
 3. Evaluation of the quality of the pheromones that get deposited, and it is known that the 

pheromones will evaporate with time.
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There are two working modes for the ants:

 a. Forward
 b. Backward

The forward mode proves its effect when ants are moving from the nest toward food, and they 
are in backward mode while moving away from the food toward the nest. Once the ant reaches its 
destination where the food is available, it will immediately go into backward mode. The ant moves 
forward by probabilistically selecting the next node to move to among the nearest neighbors. The 
probabilistic choice is based on pheromone trails on which pheromones are only deposited in 
backward mode, which, in turn, helps in avoiding loops.

The memory of the ants allows them to repeat the path that they have already followed while 
searching the destination node while improving the system by loop elimination. Before moving 
backward on their memorized path, they eliminate any loops from it. While moving backward, 
the ants leave pheromones on the arcs they have traversed.

The ants are able to evaluate the cost of the paths they have traversed in terms of the modulated 
and the deposited pheromones. The shorter paths receive a greater deposit of pheromones, and the 
rule of evaporation gets tied with the pheromones, which, in turn, reduces the chance for poor-
quality solutions.

2.7.1  Steps Involved in Solving the Problem by Usage of ACO

1. Representing the problem in the design of sets of components and transitions or by the usage 
of a set of weighted graphs on which solutions can be built by the ants

2. Defining the significance of the pheromone trails
3. Delineating the heuristic preference for the ant within the process of construction of a 

solution
4. Implementing an efficient local search algorithm for the problem to be solved if possible

 5. Selecting a particular ACO algorithm and applying it to a problem that is to be solved
 6. Tuning the framework of the ACO algorithm

It has already been proved that R1, R2, …, Rn are stochastic return rates of assets 1, 2, …, n, 
where we presume that E[|Ri|<∞] for all i = 1, 2, …, n for investing the capital in these assets in 
order to earn some charming attribute of the total return rate on the investment. Denoting by x1, 
x2, …, xn the fraction of the original capital invested in assets 1, 2, …, n, the formula for the whole 
return rate is

 R x R x R x R x1 1 1 1 1 1+ + + n n  (2.3)

Apparently, the set of feasible asset allocations can be determined as follows:

 X x R x x x x n= ∈ + + + = ≥ ={ }n
n i: i1 2 1 0 1 2 , , , ,  (2.4)

The two important criteria for portfolio optimization are expected return and risk at the time 
of setting the target by an investor for maximizing the first one and minimizing the second one. 
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As has already been explained, the ACO algorithm starts by initialization of pheromone values 
followed by solution of the problem of the probabilistic method and finally with the updating of 
pheromones. Further details bring in the different steps of ACO algorithms for financial use.

Initially, where the ant colony gets generated is when implementing Equation 2.5 for  selecting 
fragment I from K possible choices. τk is the amount of pheromone related with fragment k.
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(2.5)

Evaluation is done through an evaporation phase (where the evaporation rate is denoted by γ) and 
a pheromone deposit phase.

 ( ) ( )( )t t+ = − +1 1τ γ δi i (2.6)

While in the process of updating the quantities of pheromone that get deposited on each solu-
tion and that, in turn, have a direct relationship to the operation of the algorithm, during the step 
of ant distribution, ants get distributed with respect to their distance and finally stop the itera-
tion. Finally, repetitions of the last process come to an end until the maximum number of ants is 
obtained or there is a lack of optimal solutions.

2.7.2  Advantages and Disadvantages

Application of ACO can be done in areas with dynamic characteristics, where changes in the path 
distance, etc., are required to be incorporated within the solution. The complication with ant-
based control arises whenever there is a significant topology change within the network involving 
a little time before the ants discover and mark the new routes with pheromones. The drawback lies 
in the theoretical analysis, which is difficult due to the usage of a sequence of random decisions 
of the algorithm and which are not independent, and the probability distribution might change 
over the iterations. Overall, the application of ACO is done multiple times, including assignment 
problems, scheduling problems, and dynamic network routing. ACO has been proven to be a good 
choice for constrained, discrete problems.

2.8  Differential Evolution
DE algorithms are usually put into use as metaheuristics for global optimization purposes with 
very little exploration carried out on their original population. Within a population-based heuris-
tic optimization strategy, the choice of the original population is valuable due to its effects on the 
exploration for several iterations and repeatedly has an impact on the resulting solution. Without 
having a prior indication regarding the optima, the original population then gets chosen randomly 
with the usage of pseudorandom numbers. DE is a relatively modern extension to the collection 
of population-oriented search heuristics. However, it cropped up as a procedure most preferred by 
engineers to resolve endless optimization issues. DE involves numerous attractive characteristics 
in addition to being a noticeably simple evolutionary technique that is extremely fast and increas-
ingly popular in the solution of algebraic optimization issues and is likely to achieve the function’s 
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valid global optimum. DE bears the characteristic of a compact structure involving a small com-
puter code having a smaller number of control restrictions when compared with the other evolu-
tionary algorithms. A single strategy for DE originally was proposed by Price et al. (2005), which 
was later extended by them to 10 different strategies. Regardless of having numerous extraordinary 
characteristics and favorable applications in numerous fields, DE at intervals is criticized for hav-
ing a sluggish convergence rate for computationally expensive functions. If the control parameters 
are varied along with the convergence rate, DE may get increased without affecting the quality of 
solutions at times. Usually in population-based search techniques such as DE, an acceptable trade-
off is to be sustained between convergence and type of solution, which, even if it is not a global 
optimal solution, should be satisfactory rather than converging to a suboptimal solution, which 
may not even be a local solution.

For an objective function f: X ⊆ RD → R, where the feasible region X 6 = ∅, the minimization 
problem is to find x*∈ X such that f(x*) ≤ f(x) ∀x ∈ X, where: f(x*) 6 = −∞.

Global optimization is necessary in the fields of engineering, statistics, and finance involving 
many practical problems that have objective functions that are nondifferentiable, noncontinu-
ous, nonlinear, noisy, flat, and multidimensional, or involve many local minima, constraints, or 
stochasticity. In a similar manner, problems are considered to be complicated if not futile to solve 
analytically. Thus, DE is utilized to acquire approximate solutions to such issues.

A mutation operator remains the elite driver of DE, which exercises this process that makes 
DE distinct from the rest of the evolutionary processes. The mutation operation of DE puts 
into use the vector differentials between the existing population members for deciding both 
the degree and direction of perturbation correlated to the individual subject of the mutation 
operation. The technique of mutation at each generation starts by selecting three individuals 
randomly within the population. Listed below are the predominantly used mutation strategies 
implemented in DE codes:

DE/rand/1:

  

V X F X Xi g r g r g r g, , , ,= + −* ( )
1 2 3

(a)

DE/rand/2:

  

V X F X X F X Xi g r g r g r g r g r g, , , , , ,= + − + −* ( ) * ( )
1 2 3 4 5

(b)

DE/best/1:

  

V X F X Xi g g r g r g, best, , ,= + −* ( )
1 2

(c)

DE/best/2:

  

V X F X X F X Xi g g r g r g r g r g, best, , , , ,= + − + −* ( ) * ( )
1 2 3 4

(d)

DE/rand-to-best/1:

  

V X F X X F X Xi g r g g r g r g r g, , best, , , ,= + − + −* ( ) * ( )
1 2 3 4

(e)

At which point, i = 1, ..., NP, r1, r2, r3∈ {1, ..., NP} are randomly selected and satisfied. r1 ≠ r2 ≠ 
r3 ≠ i, F ∈ [0, 1], where F is the control parameter.
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After the completion of the mutation phase, the crossover process gets activated.

 The troubled individual, , , , ,V v vi G i G n+ +=1 1 1( , , ii G, +1)  (2.7)

 The prevailing population member, , , ,Xi G i Gx= ( ,1 , )xn i G, ,  (2.8)

These are accountable to the crossover operation that ultimately engenders the population of the 
candidates or “trial” vectors:

Ui,G+1 = (u1,i,G+1,..., un,i,G+1), as follows:
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At which point, j = 1, ..., n, k ∈ {1, ..., n} are considered to be a random parameter’s index, 
selected once for each i, and the crossover rate, Cr ∈ [0, 1], the other control parameter of DE, is 
set by the user.

The selection scheme of DE is different when the population for the next generation is selected 
from the individual in the current population and its corresponding trial vector according to the 
following rule:
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Thus, every individual of the temporary (trial) population becomes distinguished from its 
counterpart within the prevailing population. The one having the inferior objective function value 
will survive from the tournament culling to the population of the next generation. As a result, all 
the individuals of the next generation are as good as or better than their match within the prevail-
ing generation. The vector is not compared against all the individuals in the current generation in 
a DE trial, but it can be done only against one individual, its counterpart, within the prevailing 
generation.

DE Pseudocode

Step 1: Random initialization of the parent population by generation of the population ran-
domly, (say) NP vectors, each having n dimensions: xi,j = xmin,j + rand(0, 1)(xmax,j − xmin,j), 
where xmin,j and xmax are lower and upper bounds for the jth component respectively, and 
rand(0,1) is a uniform random number between 0 and 1.

Step 2: Calculation of the objective function value f (Xi) for all Xi.
Step 3: Selection of the three points from the population and generation of the perturbed indi-

vidual Vi by the usage of Equation 2.7.
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Step 4: Recombination of the target vector xi with the perturbed individual generated in Step 3 
for generating a trial vector Ui by the usage of Equation 2.8.

Step 5: Checking whether each variable of the trial vector is within the range. If yes, then move 
to the next step or else make it within range with the usage of ui,j = 2 * xmin,j − ui,j, if ui,=j < 
xmin,j and ui,j = 2 * xmax,j − ui,j, if ui,j > xmax,j, and go to the next step.

Step 6: Calculation of the objective function value for vector Ui.
Step 7: Selecting the better of the two (function value at target and trial point) using Equation 2.3 

for the next generation.
Step 8: Checking whether convergence criterion is met and, if yes, then stop or else go back to 

Step 3.

2.8.1  Advantages and Disadvantages

DE is a technique for optimizing an issue by iterative trial to ameliorate a candidate solution under 
consideration to a given measure of quality, although DE is not helpful in assuring that an optimal 
solution is ever developed. DE thus is able to keep the multiplicity of the population involving 
unstable convergence, which is easier to drop into p best.

2.9  Portfolio Optimization: Case Study
The field of portfolio management can be cited as one of the most interesting applications of 
the evolutionary algorithms. To the extent to which industrial informatics is concerned, port-
folio management refers to the fruitful utilization of the industrial resources at hand (portfolio) 
focusing on either harvesting the returns or mitigating the associated risks. Resources may be 
either in the form of raw materials (material management), human resources (human resource 
management), information (information management), intelligence (intelligence management), 
or finance instruments (financial management). The risk–return paradigm immanent in any port-
folio management technique makes it amenable to the evolutionary algorithm-based optimization 
techniques. This section throws light on the aspects of industrial portfolio management with 
reference to proper selection of financial instruments in a financial portfolio management sce-
nario. Applications of the standard PSO, ACO, and DE algorithms as well as their multiobjective 
versions of the problem of a financial portfolio selection mechanism (Bhattacharya et al., 2010; 
Bhattacharyya & Maulik, 2013) are presented with examples. The following subsections illustrate 
the common measures used for the evaluation of risks and returns of portfolios in real-life situa-
tions. The optimization techniques aim at handling these measures in achieving the desired objec-
tive of balance in the risk–return paradigm.

In this chapter, a PSO, an ACO, and a DE algorithm have been used to evolve optimized 
portfolio asset allocations in volatile market conditions. The proposed approach is pivoted on 
optimizing the CVaR (Engle & Ng, 1982; Rockafellar & Uryasev, 2000) measure within market 
conditions that are based on several objectives and constraints. The authors have concentrated 
here on dealing with fully discrete distributions, enhancing the usefulness and properties of CVaR 
in the case of furnishing the elementary way of direct calculation of CVaR. The results are com-
pared with those obtained with the optimized VaR values of the portfolios under consideration. 
A comparative application of the proposed approach along with the VaR (Ying, 2001) approach 
is demonstrated on a collection of several financial instruments with a real-life data set of Tata 
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Steel during the months of August and early September 2015, enabling a distributional supposi-
tion, employing the particular series of �nancial assets for developing a much more generalized 
framework.

2.9.1  Conditional Value at Risk

�e return risk management framework that was introduced by Markowitz (1952) has come a long 
way in the process of portfolio optimization. Of late, the alternative coherent technique is being 
used for the reduction of the probability of incurring a large amount of losses by a portfolio. �is 
can be done by the assessment of the speci�c loss that will exceed the value at risk. �e outcome 
risk measure is termed the CVaR (Rockafellar & Uryasev, 2002), thanks to the evolving �elds 
of data intelligence management and archival techniques in industrial portfolio management. 
Simulation by two basic requirements, in turn, has developed in the portfolio optimization proce-
dure by (a) risks, constraints, and adequate modeling of utility functions and (b) e�cient handling 
of huge numbers of scenarios and instruments. In terms of mathematics, the derivation of CVaR is 
done by considering the values of the weighted average at the intervals of the VaRs and the losses 
exceeding the VaRs. Compared to VaR, CVaR not only traces several di�erent loss distributions 
but can also be easily expressed in a minimization formula.

Measures of risk play a vital role, notably in grappling with losses that might have been incurred 
in �nance under the cover of uncertain conditions. Loss, being derived as a function z = f(x, y) of a 
decision vector x ∈ X, purports to depict the values of a number of variables, such as interest rates 
or weather data in terms of future values. If y is assumed to be random with an accepted prob-
ability distribution z, then it produces a random variable having its dependent distribution on the 
superior x. If any optimization problem shows the involvement of z in turn of the superior x, then 
it can be accounted not just as expectations but also as “riskless” x.

If percentiles of loss or reward can be measured by f(x, y), which is taken to be the loss function 
relying upon the decision vector x = (x1, …, xn) and the random vector y = (y1, …, ym), then VaR 
can be calculated as α percentile, representing the loss distribution, which is considered to be the 
smallest value at which the probability that loss exceeds or is equal to the value is greater than or 
equal to α. In such a case, CVaR+, which is also known to be the “upper CVaR,” is the expected 
loss that strictly exceeds VaR (in turn known as mean excess loss) and expected shortfall. CVaR−, 
in turn known as “lower CVaR,” is the expected loss weakly exceeding VaR, which is the expected 
loss equal to or exceeding VaR. It is also known as tail VaR.

�us, CVaR is the weighted average of VaR and CVaR+ (Rockafellar & Uryasev, 2002). It can 
be derived from the following formulation:

 CVaR VaR CVaR= + − ≤ ≤+λ λ λ( ) ,1 0 1 (2.9)

where λ is the Lagrange multiplier.
Because CVaR is convex as shown in Figure 2.1, VaR, CVaR+, and CVaR− can also be noncon-

vex. �is shows credible inequalities as the following:

 VaR CVaR CVaR CVaR≤ ≤ ≤− +  (Rockafellar & Uryasev, 2002)

�e features of CVaR represent the risks that are simple and convenient in nature, hence measur-
ing the downside risks, and are applicable to nonsymmetric distribution of losses. Stable statistical 
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estimates of CVaR appear to be its integral characteristics in comparison to VaR, which can get 
influenced by any scenario. CVaR yields values in a continuous process in terms of confidence 
level α, steady at different levels of confidence in comparison with VaR (VaR, CVaR−, and CVaR+

may not be continuous to α). CVaR portfolios coincide in the case of normal distribution of loss 
in optimal variance to the level of consistency in the mean variance approach. CVaR is variously 
acceptable due to its ease of control and optimization process for non-normal distributions, and 
even loss distribution is shaped using CVaR constraints for the first online procedures.

2.9.2  Value at Risk

In economics and finance, VaR is defined as the maximum loss that is not exceeded with a given 
probability (the confidence level) over a given period of time or horizon. VaR is most commonly 
used by security firms or investment banks to measure the market risk of their asset portfolios 
(market value at risk). It is widely applied in finance for quantitative risk management for many 
types of risk. However, it might be noted at this point that VaR does not give any information 
about the severity of loss by which it is exceeded.

Estimation of three parameters is required for the determination of VaR. The time horizon 
(period) to be analyzed relates to the time period over which a financial institution is committed 
to holding its portfolio or to the time required to liquidate assets. Typical time horizons are 1 day, 
10 days, or 1 year along with the confidence level, which is the interval estimate in which the VaR 
would not be expected to exceed the maximum loss. Commonly used confidence levels are 99% 
and 95%. However, confidence levels are not indications of probabilities, and the unit of VaR, 
which is in currency, is taken under consideration.

Given a probability p and K days, where p and K must be predetermined by the risk manager, 
VaR is delineated as a number such that there is a probability p of exhibiting a worse return over 
the next K days. VaR is thus simply a quantile of the return distribution and thus does not reflect 
anything about the risk distribution. More important, it does not indicate how large the likely 
magnitude of losses is on those days when the return is worse than the VaR. On the other hand, 
expected shortfall (ES), which is defined as the expected return conditional on the return being 
worse than the VaR, has been suggested as an alternative to VaR. Needless to state, in spite of all 
these limitations, VaR still remains the most common risk metric used in practice.

A VaR-enabled given portfolio asset allocation model should possess the following 
characteristics:

1. The asset allocation model should be a fully specified data-generating and data-intensive one 
that can be estimated and implemented on daily returns for portfolios with a large number 
of varied assets.

2. It should allow the computation of VaR for any prespecified level of confidence (p) and for 
any horizon of interest (K  ) subject to the current market conditions.

 3. It should also be flexible enough to allow for calculation of risk measures other than VaR. 
The model should reflect the following itemized facts of daily asset returns in order to deliver 
accurate risk predictions.
– Daily returns should have little or no exploitable conditional mean predictability. The 

variance of daily returns should be predictable and should greatly exceed the mean 
return.

– Daily returns are not normally distributed. Even after standardizing daily returns by a 
dynamic variance model, the standardized daily returns are not normally distributed. 
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Positive and negative returns of the same magnitude may have different impacts on the 
variance.

 4. The correlations between assets should appear to be time varying.
 5. As the investment horizon increases, the return data distribution should approach the nor-

mal distribution.

Thus, given these salient features of daily asset returns, a portfolio optimization technique involv-
ing the VaR reduces to building a dynamic market risk management model that contains only a 
few parameters to be estimated and that is easily implemented on a large set of assets.

2.9.3  Mathematical Formulation

As already stated, VaR is an important measure of the exposure of a given portfolio to different 
kinds of risks inherent in financial environments, which can be used for portfolio optimization 
purposes.

Given a portfolio P composed of k assets S = {S1, S2, …, Sk} and W = {W1, W2, …, Wk}, the rela-
tive weights or portions of the assets in the portfolio, the price of the portfolio at time t is given by

 
P t S t Wi i

i

k

( ) ( )=
=
∑

1

 (2.10)

where Si(t) and Wi are the value and importance level of the portfolio at time t, respectively.
The VaR of the portfolio P, which is the maximum expected loss over a holding period at a 

given level of confidence (α), can then be defined as the smallest number l such that the probability 
that the loss L exceeds l is not larger than (1 − α), that is,

 VaRα α α= ∈ > ≤ − = ∈ ≥inf{ : ( ) } inf{ : ( ) }l R P L l l R F lL1  (2.11)

2.9.4  Common VaR Calculation Models

All of the techniques and models for calculating VaR rely on a set of assumptions of their own. 
However, the most common assumption is that the best estimator for future changes in market 
conditions is the historical trace of market data. Some of the well-known models for estimating 
VaR include the following:

The variance–covariance (VCV) model assumes that the risk factor returns are always 
mutually and ordinarily distributed and that the portfolio return is also normally 
distributed, assuming the value changes within a defined portfolio are always con-
ditioned linearly above the returns of all risk factors. JPMorgan presented the delta 
normal model in an understandable form in the early 1990s. The assumption that the 
portfolio return is normally distributed implies that there is a composition of assets 
within the portfolio having a linear delta, which delineates the change in the portfolio 
value, which, in turn, is dependent directly on every alteration in the asset’s value, 
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further signifying the direct dependency of the portfolio return on the entire asset 
returns and that the asset returns are jointly normally distributed. Further assuming 
that the value of the portfolio itself is just the risk factor associated with a portfolio, at 
95% confidence level, VaR for N assets over a holding period is given by

VaR = − −Vp p p( . )µ σ1 645 (2.12)

where the mean μp is given as

 
µ ϖ µp i i

i

N

=
=
∑

1
 (2.13)

and the standard deviation σp is given as

 σp = ∑Ω ΩT (2.14a)
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ΩT

N= 



ϖ ϖ ϖ ϖ1 2 3 . .  (2.14c)

Here, i refers to the return on assets i, and p refers to the return on the portfolio for 
standard deviation (σp) and means (μp). Vp is the initial value of the portfolio (in cur-
rency units). ϖi is the ratio of Vi and Vp. ∑ is the covariance matrix between all the N 
asset returns.

The VCV model thus uses a more compact and maintainable data set, which, in 
turn, can often be purchased from third parties having the speed of computation by 
the usage of optimized linear algebra libraries. The assumption of the portfolio hav-
ing a composition of assets with linear-based delta along with normal distribution of 
market price returns or asset returns is the major deficiency within the model.

The historical simulation (HistSim) model has emerged as the industry standard 
for computing VaR. This model is based on the assumption of having an equal distri-
bution of the return on assets in the past records to be repeated in the future. HistSim, 
being uncomplicated and the most transparent calculation approach, associates the 
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prevailing portfolio over an assortment of historical changes in the price structure for 
cropping out the changes in the worth of the portfolio along with the estimation of a 
percentile (VaR). Simplicity of implementation stands to be one of its benefits. Added 
to this, it does not assume a normal distribution of asset returns like the VCV model. 
The main drawbacks are the requirement for a large market database and the compu-
tationally intensive calculation.

In HistSim, VaR is evaluated as

 VaR = 2 33 10. M pσ (2.15)

where M is considered to be the worth of the portfolio in the market, and σp is con-
sidered to be the factual excitability of the portfolio. The constant 2.33 stands for the 
unit of the mathematical system of σp required for a certainty level of 99%, and the 
constant √10 assigns the number of days in the holding period.

Basically, the HistSim method computes VaR in two simple steps. First, a series of 
pseudohistorical portfolio returns are constructed, using today’s portfolio weights and 
historical asset returns. Second, the quantile of the pseudohistorical portfolio returns 
is computed to yield VaR and the current asset returns.

The Monte Carlo simulation randomly simulates future asset returns. For compu-
tation of VaR for portfolios holding securities or bonds with returns that, in turn, are 
nonlinear in nature, the method of Monte Carlo simulation is applied because of the 
nontrivial requirement of the computational effort. Having a conceptually elemen-
tary characteristic, Monte Carlo simulation proves rather to be computationally more 
comprehensive and demanding than both the VCV and HistSim models. The generic 
Monte Carlo VaR calculation comprises the following steps.

 1. Predefine N, denoting the frequency of the performance of the iterations.
 2. For every iteration in N,

– Create an arbitrary sequence of movement events within the market by the 
usage of some existing market structure.

– Reevaluate the portfolio based on the imitated market volatility situations.
 3. Estimate the profit or loss (PnL) in the portfolio structure under the imitated 

scenario. For doing so, the prevailing worth within the market of the portfolio is 
to be deducted from the portfolio’s market worth, which has been estimated in 
the previous step.

 4. Allocate the PnL obtained henceforth to obtain the imitated PnL dissemination 
for the portfolio.

 5. Finally, at a specific level of confidence, compute VaR with the usage of the per-
centile function.

2.10  Proposed Methodology
The proposed approach is centered around the optimization of the CVaR measures of a portfolio 
composed of several financial instruments within a market condition based on several objectives 
and constraints. Application of PSO, ACO, and DE for CVaR optimization is demonstrated with 
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reference to the minimization of the risks involved in the portfolios under consideration, thereby 
minimizing the portfolio losses incurred. The flow diagram of the proposed methodology is shown 
in Figure 2.1.

The procedure of portfolio asset allocation optimization is demonstrated on a collection of 
portfolios with several asset variations. Here, in this process of optimization, the PSO, ACO, and 
DE algorithms have been run with two different numbers of generation—that is, 500 and 1000 
with the constants specified in Table 2.2.

The optimization of the portfolio asset allocation is achieved with PSO (Chatfield, 2001; 
Ying et al., 2006). In order to faithfully allocate assets at a given level of confidence, the CVaR 
of the portfolio is minimized using the following function as the fitness function.

CVaR
e

π

VaR

=
−






2

2

2a
 (2.16)

where a = 0.01 considering a confidence level of 99%, and VaR is the VaR measures of the port-
folios under consideration.

Tables 2.3, 2.4, and 2.5 list the different archived average optimized portfolios over two differ-
ent numbers of generations along with their costs for a confidence level of 99%.

In addition, as a comparative study, the HistSim model has been used for computing VaR of 
the portfolios under consideration. The PSO, ACO, and DE algorithms are then used to obtain 

Start

Compute VaR, CVaR at different market volatility
conditions  

Optimizing CVaR using PSO,
ACO, and DE

Stop

Figure 2.1 Flow diagram of the proposed methodology.

Table 2.2 Optimization Parameters Employed

Sl. No. PSO, ACO, & DE Parameters Values Used

1 Number of generations (500, 1000)

2 Inertia weight 0.8

3 Acceleration coeffient (ϕ1) 1.5

4 Acceleration coeffient (ϕ2) 1.5
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Table 2.3 Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs at a Confidence Level 
of 99% by the Usage of PSO

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

2/9/15 TATA
STEEL

218.9 225.9 210.3 220.9 219.5 8909770 19476.16 3.200000 0.070347 0.199387

1/9/15 TATA
STEEL

222 226.25 213.05 216.4 216.3 6475249 14253.2 −9.100000 0.061473 0.200462

31/8/15 TATA
STEEL

225.3 228.7 223.65 225.3 225.4 5782337 13047.13 −3.550000 0.053436 0.205600

30/8/15 TATA
STEEL

232.6 234.6 223.2 229.5 228.95 9387248 21607.97 2.550000 0.061694 0.205542

29/8/15 TATA
STEEL

220 229.8 215.1 227.2 226.4 14227129 31569.67 10.750000 0.054159 0.204653

28/8/15 TATA
STEEL

213 219.7 208.95 214.8 215.65 8336683 17819.13 2.200000 0.077069 0.194805

27/8/15 TATA
STEEL

210 217.9 200.1 215 213.45 14206932 29799.94 7.350000 0.054156 0.203642

26/8/15 TATA
STEEL

229.3 229.3 202.65 204.45 206.1 11711489 25572.86 −31.150000 0.068291 0.201481

(Continued)
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Table 2.3 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of PSO

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

25/8/15 TATA
STEEL

238.5 238.5 231.5 236.3 237.25 5247042 12325.35 −4.300000 0.060858 0.203103

23/8/15 TATA
STEEL

247.7 248.4 240.5 242 241.55 4626334 11255.37 −8.250000 0.068447 0.200799

22/8/15 TATA
STEEL

250.1 253.35 246.75 249.55 249.8 4304085 10772.08 −2.550000 0.052530 0.205786

21/8/15 TATA
STEEL

248.1 254.9 246.6 252.4 252.35 9805064 24641.63 5.600000 0.061528 0.200201

20/8/15 TATA
STEEL

238.5 248.5 234.2 247.5 246.75 8524452 20665.62 9.150000 0.073113 0.200397

19/8/15 TATA
STEEL

234.25 239.2 229 237.5 237.6 9065329 21282.27 4.000000 0.060508 0.200104

18/8/15 TATA
STEEL

253.35 253.9 232.3 234 233.6 13764560 32979.36 −15.450000 0.050674 0.201994

(Continued)



42 
◾ 

C
o

m
p

u
tatio

n
al In

telligen
ce A

p
p

licatio
n

s in
 B

I an
d

 B
ig D

ata A
n

alytics

Table 2.3 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of PSO

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

17/8/15 TATA
STEEL

254.4 257.9 246.1 249.45 249.05 15172684 38227.01 2.250000 0.066088 0.199147

16/8/15 TATA
STEEL

259.95 260 245.7 247.3 246.8 8827248 22200.72 −14.350000 0.067079 0.201798

15/8/15 TATA
STEEL

262.9 265 260 260.25 261.15 3401136 8929.59 −0.900000 0.061850 0.201672

14/8/15 TATA
STEEL

261 264.55 260.15 262.05 262.05 3791638 9948.04 1.050000 0.069911 0.199146

13/8/15 TATA
STEEL

262.35 265.4 256.25 260.25 261 6376740 16691.22 −1.300000 0.051213 0.206873

12/8/15 TATA
STEEL

260 268.5 259.95 262.3 262.3 7979075 21145.9 6.000000 0.067111 0.199241

11/8/15 TATA
STEEL

249.7 259.75 246.05 258.8 256.3 9723318 24527.2 – – –
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Table 2.4 Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs at a Confidence Level 
of 99% by the Usage of ACO

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

2/9/15 TATA
STEEL

218.9 225.9 210.3 220.9 219.5 8909770 19476.16 3.200000 0.063405 0.200530

1/9/15 TATA
STEEL

222 226.25 213.05 216.4 216.3 6475249 14253.2 −9.100000 0.055507 0.202098

31/8/15 TATA
STEEL

225.3 228.7 223.65 225.3 225.4 5782337 13047.13 −3.550000 0.063312 0.200600

30/8/15 TATA
STEEL

232.6 234.6 223.2 229.5 228.95 9387248 21607.97 2.550000 0.057788 0.201397

29/8/15 TATA
STEEL

220 229.8 215.1 227.2 226.4 14227129 31569.67 10.750000 0.059370 0.201831

28/8/15 TATA
STEEL

213 219.7 208.95 214.8 215.65 8336683 17819.13 2.200000 0.051036 0.201310

27/8/15 TATA
STEEL

210 217.9 200.1 215 213.45 14206932 29799.94 7.350000 0.056202 0.207461

(Continued)
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Table 2.4 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of ACO

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

26/8/15 TATA
STEEL

229.3 229.3 202.65 204.45 206.1 11711489 25572.86 −31.150000 0.061982 0.199182

25/8/15 TATA
STEEL

238.5 238.5 231.5 236.3 237.25 5247042 12325.35 −4.300000 0.053047 0.207824

23/8/15 TATA
STEEL

247.7 248.4 240.5 242 241.55 4626334 11255.37 −8.250000 0.068857 0.200007

22/8/15 TATA
STEEL

250.1 253.35 246.75 249.55 249.8 4304085 10772.08 −2.550000 0.056428 0.201295

21/8/15 TATA
STEEL

248.1 254.9 246.6 252.4 252.35 9805064 24641.63 5.600000 0.053580 0.205028

20/8/15 TATA
STEEL

238.5 248.5 234.2 247.5 246.75 8524452 20665.62 9.150000 0.064736 0.202478

19/8/15 TATA
STEEL

234.25 239.2 229 237.5 237.6 9065329 21282.27 4.000000 0.061239 0.202971

(Continued)
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Table 2.4 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of ACO

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

18/8/15 TATA
STEEL

253.35 253.9 232.3 234 233.6 13764560 32979.36 −15.450000 0.052852 0.206802

17/8/15 TATA
STEEL

254.4 257.9 246.1 249.45 249.05 15172684 38227.01 2.250000 0.054439 0.204902

16/8/15 TATA
STEEL

259.95 260 245.7 247.3 246.8 8827248 22200.72 −14.350000 0.048024 0.204045

15/8/15 TATA
STEEL

262.9 265 260 260.25 261.15 3401136 8929.59 −0.900000 0.059495 0.200862

14/8/15 TATA
STEEL

261 264.55 260.15 262.05 262.05 3791638 9948.04 1.050000 0.074268 0.201326

13/8/15 TATA
STEEL

262.35 265.4 256.25 260.25 261 6376740 16691.22 −1.300000 0.054476 0.205098

12/8/15 TATA
STEEL

260 268.5 259.95 262.3 262.3 7979075 21145.9 6.000000 0.057288 0.202807

11/8/15 TATA
STEEL

249.7 259.75 246.05 258.8 256.3 9723318 24527.2 – – –
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Table 2.5 Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs at a Confidence Level 
of 99% by the Usage of DE

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

2/9/15 TATA
STEEL

218.9 225.9 210.3 220.9 219.5 8909770 19476.16 3.200000 0.059405 0.20221

1/9/15 TATA
STEEL

222 226.25 213.05 216.4 216.3 6475249 14253.2 −9.100000 0.06121 0.204386

31/8/15 TATA
STEEL

225.3 228.7 223.65 225.3 225.4 5782337 13047.13 −3.550000 0.066086 0.202631

30/8/15 TATA
STEEL

232.6 234.6 223.2 229.5 228.95 9387248 21607.97 2.550000 0.073732 0.19691

29/8/15 TATA
STEEL

220 229.8 215.1 227.2 226.4 14227129 31569.67 10.750000 0.062086 0.200904

28/8/15 TATA
STEEL

213 219.7 208.95 214.8 215.65 8336683 17819.13 2.200000 0.052013 0.205983

27/8/15 TATA
STEEL

210 217.9 200.1 215 213.45 14206932 29799.94 7.350000 0.0577 0.200203

(Continued)
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Table 2.5 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of DE

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

26/8/15 TATA
STEEL

229.3 229.3 202.65 204.45 206.1 11711489 25572.86 −31.150000 0.065303 0.200147

25/8/15 TATA
STEEL

238.5 238.5 231.5 236.3 237.25 5247042 12325.35 −4.300000 0.065598 0.200207

23/8/15 TATA
STEEL

247.7 248.4 240.5 242 241.55 4626334 11255.37 −8.250000 0.069523 0.200375

22/8/15 TATA
STEEL

250.1 253.35 246.75 249.55 249.8 4304085 10772.08 −2.550000 0.054056 0.203308

21/8/15 TATA
STEEL

248.1 254.9 246.6 252.4 252.35 9805064 24641.63 5.600000 0.05474 0.199868

20/8/15 TATA
STEEL

238.5 248.5 234.2 247.5 246.75 8524452 20665.62 9.150000 0.045669 0.205911

19/8/15 TATA
STEEL

234.25 239.2 229 237.5 237.6 9065329 21282.27 4.000000 0.057716 0.201346

18/8/15 TATA
STEEL

253.35 253.9 232.3 234 233.6 13764560 32979.36 −15.450000 0.055091 0.201501

(Continued)
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Table 2.5 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of DE

Date Symbol
Opening 

Price
High 
Price

Low 
Price

Last 
Traded 
Price

Closing 
Price

Total 
Traded 

Quantity
Turnover 
(in Lakhs)

Difference in 
Closing Prices 

on Consecutive 
Days CVaR VaR

17/8/15 TATA
STEEL

254.4 257.9 246.1 249.45 249.05 15172684 38227.01 2.250000 0.056603 0.201435

16/8/15 TATA
STEEL

259.95 260 245.7 247.3 246.8 8827248 22200.72 −14.350000 0.082274 0.199765

15/8/15 TATA
STEEL

262.9 265 260 260.25 261.15 3401136 8929.59 −0.900000 0.056725 0.204559

14/8/15 TATA
STEEL

261 264.55 260.15 262.05 262.05 3791638 9948.04 1.050000 0.052125 0.199422

13/8/15 TATA
STEEL

262.35 265.4 256.25 260.25 261 6376740 16691.22 −1.300000 0.069921 0.20092

12/8/15 TATA
STEEL

260 268.5 259.95 262.3 262.3 7979075 21145.9 6.000000 0.07692 0.197919

11/8/15 TATA
STEEL

249.7 259.75 246.05 258.8 256.3 9723318 24527.2 – – –
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Table 2.6 Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs at a Confidence Level 
of 99% by the Usage of PSO, ACO, and DE

Values Obtained DE ACO PSO

Date Symbol
Opening 

Price
Closing 

Price CVaR VaR CVaR VaR CVaR VaR

2/9/15 TATA
STEEL

218.9 219.5 0.059405 0.20221 0.063405 0.200530 0.070347 0.199387

1/9/15 TATA
STEEL

222 216.3 0.06121 0.204386 0.055507 0.202098 0.061473 0.200462

31/8/15 TATA
STEEL

225.3 225.4 0.066086 0.202631 0.063312 0.200600 0.053436 0.205600

30/8/15 TATA
STEEL

232.6 228.95 0.073732 0.19691 0.057788 0.201397 0.061694 0.205542

29/8/15 TATA
STEEL

220 226.4 0.062086 0.200904 0.059370 0.201831 0.054159 0.204653

28/8/15 TATA
STEEL

213 215.65 0.052013 0.205983 0.051036 0.201310 0.077069 0.194805

27/8/15 TATA
STEEL

210 213.45 0.0577 0.200203 0.056202 0.207461 0.054156 0.203642

26/8/15 TATA
STEEL

229.3 206.1 0.065303 0.200147 0.061982 0.199182 0.068291 0.201481

(Continued)
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Table 2.6 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of PSO, ACO, and DE

Values Obtained DE ACO PSO

Date Symbol
Opening 

Price
Closing 

Price CVaR VaR CVaR VaR CVaR VaR

25/8/15 TATA
STEEL

238.5 237.25 0.065598 0.200207 0.053047 0.207824 0.060858 0.203103

23/8/15 TATA
STEEL

247.7 241.55 0.069523 0.200375 0.068857 0.200007 0.068447 0.200799

22/8/15 TATA
STEEL

250.1 249.8 0.054056 0.203308 0.056428 0.201295 0.052530 0.205786

21/8/15 TATA
STEEL

248.1 252.35 0.05474 0.199868 0.053580 0.205028 0.061528 0.200201

20/8/15 TATA
STEEL

238.5 246.75 0.045669 0.205911 0.064736 0.202478 0.073113 0.200397

19/8/15 TATA
STEEL

234.25 237.6 0.057716 0.201346 0.061239 0.202971 0.060508 0.200104

18/8/15 TATA
STEEL

253.35 233.6 0.055091 0.201501 0.052852 0.206802 0.050674 0.201994

17/8/15 TATA
STEEL

254.4 249.05 0.056603 0.201435 0.054439 0.204902 0.066088 0.199147

(Continued)
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Table 2.6 (Continued) Comparative Results of Optimized Portfolios of Tata Steel Ltd. with Their Costs, CVaRs, and VaRs 
at a Confidence Level of 99% by the Usage of PSO, ACO, and DE

Values Obtained DE ACO PSO

Date Symbol
Opening 

Price
Closing 

Price CVaR VaR CVaR VaR CVaR VaR

16/8/15 TATA
STEEL

259.95 246.8 0.082274 0.199765 0.048024 0.204045 0.067079 0.201798

15/8/15 TATA
STEEL

262.9 261.15 0.056725 0.204559 0.059495 0.200862 0.061850 0.201672

14/8/15 TATA
STEEL

261 262.05 0.052125 0.199422 0.074268 0.201326 0.069911 0.199146

13/8/15 TATA
STEEL

262.35 261 0.069921 0.20092 0.054476 0.205098 0.051213 0.206873

12/8/15 TATA
STEEL

260 262.3 0.07692 0.197919 0.057288 0.202807 0.067111 0.199241

11/8/15 TATA
STEEL

249.7 256.3 – – – – – –
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optimum VaR measures of the portfolios using Equation 2.15 as the fitness function. The opti-
mized VaR values obtained using the PSO, ACO, and DE algorithms are listed in Tables 2.3, 
2.4, and 2.5 for the sake of comparison, along with a comparative result statement of optimized 
portfolios in Table 2.6.

Graphical representations of the comparative results of VaR and CVaR that are depicted by the 
convergence curves of VaR and CVaR are presented in Figures 2.2 and 2.3. The number of gen-
erations is stated as n, and the fitness values V-VaR and V-CVaR are the values of VaR and CVaR 
accordingly within the graphical representation for the convergence curve for VaR, although PSO 
provides better fitness value but DE proves to be converging earlier than the other techniques. 
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Figure 2.3 Convergence curve for CVaR.
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However, in the graphical representation for the convergence curve for CVaR, DE proves to be 
fastest in converging as well as showing the best fitness value.

2.11  Discussion and Conclusions
The implications of portfolio management, as it is applicable to larger organizations, are presented 
in this chapter focusing on the selection and allocation of portfolios under volatile market condi-
tions by means of the optimization of the CVaR measures of the portfolios under consideration. 
The PSO, ACO, and DE algorithms-based optimization procedures are adopted on the portfolio 
of Tata Steel Ltd. for this purpose, centering on optimizing the CVaR (Rockafellar & Uryasev, 
2002) measure under different market conditions based on several objectives and constraints, in 
turn, comparing the results with those obtained with the optimization of VaR measures of the 
portfolios under consideration. A comparative application of the proposed approach along with 
the VaR approach is demonstrated on a collection of several financial instruments enabling a dis-
tributional assumption for employing the particular type of financial assets for developing a much 
more generalized framework.

It may be noted that the proposed approach is aimed at minimizing the CVaR measures of the 
portfolios under consideration, and the methods, however, remain to be investigated to incorpo-
rate the aspect of return maximization in the presented scenarios through heuristic optimization 
approaches.

Moreover, the limitations of CVaR in quantifying market risks in non-normal loss distri-
butions and heuristic optimization approach-based optimization techniques used to evolve an 
optimum portfolio selection strategy are reported. The strategy is applied to minimize the CVaR 
measures of a portfolio collection for a given portfolio return.

Methods, however, remain to be investigated for evolving optimum portfolio selection strate-
gies, which would lead to maximization of portfolio returns along with minimization of portfolio 
risks simultaneously. The authors are currently engaged toward this direction.
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Abstract

Video surveillance is an integrated system with strong prevention capabilities, and it 
is widely used by the military, customs, police, �re�ghting, airports, railways, urban 
transport, and many other public places. It is an important part of any security system 
because of its visualized, accurate, timely, and rich information content. With the 
high-speed development of accessing and producing data, a new research area named 
Big Data is emerging. �e existing computing infrastructure, software systems design, 
and application cases cannot manage and process Big Data. With the pervasiveness 
of the de�nition of the smart city, the public security surveillance system composed 
of a huge number of video surveillance devices, such as surveillance cameras (some 
statistics suggest that the number of public security surveillance cameras in Shanghai* 
is 500,000), boomed rapidly and produced a huge amount of data. �e data volume 
of all video surveillance devices in Shanghai is up to the TB scale every day. In this 
chapter, three aspects are introduced, including (a) the intelligent analysis of video 
surveillance systems, (b) Big Data analysis of video surveillance systems, and (c) the 
application of video surveillance systems.

3.1  Intelligent Analysis of Video Surveillance Systems
3.1.1  Video Surveillance Systems in the Big Data Era

Big Data is an emerging paradigm applied to data sets whose size is beyond the ability of com-
monly used software tools to capture, manage, and process within a tolerable elapsed time [1]. 
Such data sets are often from various sources (variety), yet they may be unstructured, such as social 
media, sensors, scienti�c applications, surveillance, video and image archives, Internet texts and 
documents, Internet search indexing, medical records, business transactions, and web logs, and 
they are of large size (volume) with fast data in or out (velocity). More importantly, Big Data has 
to be of high value (value). Various technologies are being discussed to support the handling of Big 
Data, such as massive parallel processing databases [2], scalable storage systems [3], cloud com-
puting platforms [4], and MapReduce [5]. Distributed systems is a classical research discipline 

* �e largest city in China with about 23 million people.
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investigating various distributed computing technologies and applications, such as cloud comput-
ing and MapReduce. With new paradigms and technologies, distributed systems research keeps 
going with new innovative outcomes from both industry and academy.

Recent research shows that videos “in the wild” are growing at a staggering rate [6,7]—for 
example, with the rapid growth of video resources on the World Wide Web. On YouTube* alone, 
35 h of video are uploaded every minute, and more than 700 billion videos were watched in 2010. 
Vast amount of videos with no metadata have emerged. �us, automatically understanding raw 
videos solely based on their visual appearance becomes an important yet challenging problem. �e 
rapid increase in the number of video resources has brought an urgent need to develop intelligent 
methods to represent and annotate the video events. Typical applications requiring representing 
and annotating video events include criminal investigation systems [8], video surveillance [9], 
intrusion detection systems [10], video resources browsing and indexing systems [11], sport events 
detection [12], and many others. �ese urgent needs have posed challenges for video resources 
management and have attracted research in multimedia analysis and understanding. Overall, the 
goal is to enable users to search the related events from the huge number of video resources. �e 
ultimate goal of extracting video events brings the challenge to build an intelligent method to 
automatically detect and retrieve video events.

In fact, the huge number of new emerging video surveillance data becomes a new application 
�eld of Big Data. �e processing and analyzing of video surveillance data follow the 4V feature 
of Big Data:

 1. Variety. Video surveillance data come from di�erent devices, such as tra�c cameras, hotel 
cameras, and so on. In addition to the di�erent surveillance devices, these devices also come 
from di�erent regions. �e distributed feature of video surveillance data augments the vari-
ety of the resources. For example, in criminal investigation systems, di�erent video surveil-
lance data from di�erent surveillance devices are processed and analyzed to detect related 
people, cars, or things. �e variety of video surveillance devices brings big challenges for the 
storage and management of distributed video surveillance data.

 2. Volume. With the rapid development of surveillance devices, for example, the number of 
surveillance devices in Shanghai is up to 200,000, the volume of video surveillance data 
becomes Big Data. �e data volume of all video surveillance data in Shanghai is up to 1 TB 
every day. �e whole volume of all video surveillance data in Shanghai Pudong is up to 
25 PB. �e huge volume of video surveillance data brings big challenges for processing and 
analyzing distributed video surveillance data.

 3. Velocity. Video surveillance devices have fast data in or out. �ey usually work 24 h per day 
and collect real-time videos. �e real-time collected videos usually upload to a storage server 
or data center. �e velocity of collecting video surveillance data is faster than that of process-
ing and analyzing them. �e high velocity of video surveillance devices brings big challenges 
for processing and analyzing video surveillance data because of this.

 4. Value. Video surveillance data usually have high value. For example, in criminal investiga-
tion systems, video surveillance can help the police to �nd a suspect. In tra�c surveillance 
systems, the video data can detect illegal vehicles or people. On the other hand, the huge 
volume brings challenges for mining the value from the video surveillance data. �e phe-
nomenon of “high volume, low value” also exists with video surveillance Big Data.

* www.youtube.com

http://www.youtube.com
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3.1.2  Overview of Video Structural Description

Surveillance video data have grown tremendously in recent years, but tra�c violations still cause 
a lot of accidents and personal injury every year. �e increasing need for video-based applications 
raises the importance of parsing and organizing the content in videos. However, the accurate 
understanding and managing of video content at the semantic level is still insu�cient. �ese 
features are at a higher-level description of the video content, but because of the lack of means of 
uni�ed representation and modeling of human eye domain knowledge, a gap is formed between 
low-level grammar features and high-level semantic features, which is a di�cult problem of 
semantic understanding faced in surveillance video analysis. �e semantic gap between low-level 
features and high-level semantics cannot be bridged by manual or semiautomatic methods.

Video structural description (VSD) aims at parsing video content into text information, which 
uses spatiotemporal segmentation, feature selection, object recognition, and semantic web tech-
nology. �e parsed text information preserves the semantics of the video content, which can be 
understood by humans and machines. Generally speaking, the de�nition of VSD includes two 
aspects. First, VSD aims at extracting the semantic content from the video. Relying on the stan-
dard video content description mechanism, the objects and their features in the video are recog-
nized and expressed in the form of text. Second, VSD aims at organizing the video resources with 
their semantic relationships. With the semantic links across multiple cameras, it is possible to use 
data-mining methods for e�ective analysis and semantic retrieval of videos. Moreover, the seman-
tic linking between the video resources and other information systems becomes possible. VSD is 
the foundation of building the next generation of intelligent and semantic video surveillance net-
works. It also makes the systematic, interconnected, and diverse applications of video surveillance 
systems possible. With the help of VSD, the simple data acquisition mode of video surveillance 
systems can be transferred to the integration mode of data acquisition, content processing, and 
semantic information services. �e key issue and main innovation of VSD is the integration of 
video understanding and semantic web technologies. �e semantic web technologies are used for 
representing and organizing the huge number of video resources.

3.1.3  Supporting Technologies of VSD

In this section, the supporting technologies of VSD are introduced. �ese technologies are used in 
the di�erent layers of VSD, which can achieve the ultimate goal of VSD. �e supporting technolo-
gies are listed as follows:

 1. Computer vision. Computer vision is a �eld that includes methods for acquiring, processing, 
analyzing, and understanding images. A theme in the development of this �eld has been to 
duplicate the abilities of human vision by electronically perceiving and understanding an 
image. �is image understanding can be seen as the disentangling of symbolic information 
from image data using models constructed with the aid of geometry, physics, statistics, and 
learning theory. Computer vision technologies can be used in the pattern recognition layer. 
For example, the car and people in a tra�c video can be detected by the object detection 
technologies from the computer vision �eld.

 2. Semantic web. �e semantic web [13–15] is a collaborative movement led by the interna-
tional standards body, the World Wide Web Consortium (W3C). �e standard promotes 
common data formats on the World Wide Web. By encouraging the inclusion of semantic 
content in web pages, the semantic web aims at converting the current web dominated by 
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unstructured and semistructured documents into a “web of data.” �e semantic web tech-
nology can be used in the pattern recognition layer. For example, with the help of speci�c 
domain ontologies, the objects and relationships of videos can be detected accurately.

 3. Semantic link network. A semantic link network (SLN) is a relational network consisting of 
the following main parts: a set of semantic nodes, a set of semantic links between the nodes, 
and a semantic space. Semantic nodes can be anything. �e semantic link between nodes 
is regulated by the attributes of the nodes or generated by interactions between nodes. �e 
semantic space includes a classi�cation hierarchy of concepts and a set of rules for reasoning 
and inferring semantic links for in�uence nodes and links, for networking, and for evolv-
ing the network. �e semantic link network can be used in the video resources layer. For 
example, with the help of the semantic link network model, the videos can be organized 
with their semantic relationships.

 4. Cloud computing. Cloud computing is a colloquial expression used to describe a variety of 
di�erent computing concepts that involve a large number of computers that are connected 
through a real-time communication network. In science, cloud computing is a synonym 
for distributed computing over a network and means the ability to run a program on many 
connected computers at the same time. �e cloud computing technologies can be used in 
the video application layer. For example, with the help of cloud computing technologies, the 
huge number of videos can be managed and indexed e�ciently and robustly.

3.1.4  Framework of VSD

�e basic framework of VSD is given. �e starting point of the VSD is a set of videos. �e output 
of the VSD is a set of organized videos based on their semantics.

1. Semantic content extraction module. �e input data of this module is a single video. �e input 
video is parsed in this module. �e parsing procedure is done with the help of the de�ned 
domain ontology. For example, the domain ontology about tra�c rules can be used for 
parsing the tra�c videos. �e output of this module are objects, spatial and temporal rela-
tionships between objects, and events with the related objects and relationships. �e output 
results of this module are conversed as the resources description framework (RDF). �is 
conversion process facilitates the semantic representation of parsed videos. �us, the parsing 
result of this module is represented as a graph. �e nodes of the graph are the parsed objects; 
the links between the nodes are their spatial and temporal relationships.

 2. Semantic linking module. �e input data of this module are a set of parsed videos from the 
semantic content extraction module. �e videos are linked in this module with the help of 
the semantic link network framework. For example, one video is about a car crossing a red 
tra�c light, and another video is about the same car crashing into a pedestrian. �ese two 
videos can be linked because the same car appears. �e output of this module is a network. 
�e nodes of this network are the single videos, and the links of this network are the exist-
ing semantic relationships between videos. Because the parsed videos are represented as an 
RDF, the parsed videos can be enriched with other open sources with the same semantic 
web-based format. For example, one video is about the concept “Big Ben.” With the help of 
an open GIS source, such as Open Street Map, the geolocation of the object in this video 
can be found.

 3. Video resources storage module. �is module aims at managing the video resources and builds 
the related index of these video resources. In particular, the number of video resources 
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has  become a Big Data feature. For example, the data volume of all video surveillance 
devices in Shanghai is up to 1 TB every day. �us, it is impossible to store these videos in 
a database. In this module, the Hadoop distributed �le system (HDFS) is used to store the 
video resources. Meanwhile, the cloud computing-based infrastructure is used for uploading 
and downloading video resources.

 4. Video resources application module. �is module aims at using the organized video 
resources in real applications. For example, the related videos of the same car or person 
can be used for trajectory tracking. �e organized videos can support a content-based 
image search (CBIR) with their extracted semantic contents. In simple terms, the content 
of the videos can be described by a set of regulated semantic keywords using the VSD 
resolving technique and produce the corresponding logic link. As a result, we can utilize 
these semantic keywords to retrieve the set of related video clips directly or locate the 
relevant frames.

3.2  Big Data Analysis of Video Surveillance Systems
3.2.1  Hierarchical Structure of VSD

VSD is set as a hierarchical semantic data model including three di�erent layers. �e di�erent 
layers of VSD are illustrated in Figure 3.1.
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1. Pattern recognition layer. In this layer, VSD technology wants to extract and represent the 
content of the videos. For example, the people, vehicles, and tra�c signs of the tra�c video 
are extracted in this layer. Di�erent from the existing video content extraction and repre-
sentation method, VSD uses domain ontology, including basic objects, events, and relation-
ships. �ese domain ontologies can be used by users for annotating and representing video 
events unambiguously. In addition, the spatial and temporal relationships are de�ned, which 
can be used by users for annotating and representing the semantic relationships between 
objects in video events.

 2. Video resources layer. In the pattern recognition layer, VSD extracts and represents the con-
tent of a single video. In the video resources layer, VSD technology aims at linking the video 
resources with their semantic relationships. Similar to the World Wide Web, which uses hyper-
links to link resources, VSD uses semantic links instead of hyperlinks to link video resources.

 3. Video application layer. �e pattern recognition layer and video resources layer focus on pro-
cessing video resources using their semantics. �e video application layer focuses on using 
the organized video resources in real application tasks.

From Figure 3.1, the bottom layer consists of di�erent objects. �ese objects, recognized from 
related pattern recognition methods, are composed of single videos. �e middle layer consists of 
di�erent videos. �ese videos consist of the di�erent objects from the bottom layer. �e semantic 
relationships also exist between video resources. In the top layer, users can search, annotate, and 
browse the related video resources. For example, if a user wants to know which vehicles cross the 
red tra�c light in a video, the video resources layer can return the related videos.

3.2.2  Basic Procedures of the Pattern Recognition Layer

In this section, the bottom layer of the VSD is introduced. Because the computer vision and 
semantic web are the supporting technologies of this layer, the method for building domain ontol-
ogy is given in this section. In this section, the basic procedures in the pattern recognition layer 
are given. �e basic procedures of this layer are as follows:

Figure 3.2 Object detection results for traffic surveillance devices.
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1. Object detection. Taking an unannotated video as input, related object detection methods 
[16–18] are employed. �ese methods use mixtures of deformable part models to represent 
objects and localize objects in images. �ese models are trained using a discriminative 
method that only requires bounding boxes for the objects in an image. In the surveil-
lance video, we usually pay more attention to people and cars. For example, if the input 
videos are from tra�c surveillance devices, the related detectors, such as person detection 
and car detection, are used. In Figure 3.2, detection results, including people, cars, and a 
motorbike are localized by red boxes. In this procedure, the domain ontology provides use-
ful background knowledge and gives the hierarchies and constraints related to the object 
detectors.

 2. Object relation mining. In this procedure, the relationships between the detected objects 
are mined. �e spatial, temporal, and semantic relationships are detected through the object 
relation network [19], contextual information [20,21], etc. For example, if the detected 
objects from a video are a car and a person, the relationship of these two objects is mined. 
Similar to the above procedure, the domain ontology gives the relationship constraints 
related to the objects.

 3. RDF generation. In this procedure, the detected objects and their relationships are trans-
ferred into RDF format. For example, if the detected objects are a car and a person and the 
detected relationship is a crash, then the generated RDF format can be seen as subject: car, 
object: person, predicate: crash.

3.2.3  VSD Pattern Recognition Layer

�e ontology provides standard and accurate concepts and relationships for representing and anno-
tating the content in videos. However, the existing ontology-based representation and annotation 
methods rely on the domain ontology. In other words, di�erent domains study di�erent ontol-
ogy, and the di�erent videos are limited to the use of their speci�c domain. For example, sports 
videos use a sport-based domain ontology, and tra�c videos use a tra�c-based domain ontology. 
In the VSD model, a wide-domain applicable video representation and annotation framework is 
proposed in order to model the semantic content. �e proposed framework is a de�ned model for 
building domain ontology. It is an alternative to the rule-based and domain-dependent extraction 
methods. Building rules for extraction is a tedious task and is not scalable. Without any standard 
on rule construction, di�erent domains can have di�erent rules with di�erent syntax. In addi-
tion to the complexity of handling such di�erences, each rule structure can have weaknesses. In 
addition, the proposed framework provides a standard rule construction ability with the help of 
its ontology. It eases the rule construction process and makes its use on larger video data possible. 
�e rules that can be constructed via domain ontology can cover most of the event de�nitions for 
a wide variety of domains.

�e proposed framework consists of three layers. �e root layer contains three general classes, 
Object, Relation, and Attribute. Object means the class of the extracted objects from the video. 
Relation means the class of relations between the extracted objects from the video. Attribute 
means the visual feature such as shape and color of the extracted objects from the video. �e 
visual layer contains the objects that can be extracted by the existing object extracting method. 
For example, a person detector and a ball detector use Hough Circle Transform in OpenCV. Of 
course, the extracted object is a subclass of Object. �e semantic layer contains domain knowledge 
about the semantic hierarchies of object and relation classes. Obviously, ontology with hierarchical 
information is preferred since it carries more semantic information.
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3.2.4  Semantic-Enhanced Intermediate Layer of the Cloud Environment

Recently, cloud computing has been proposed as one of the promising next-generation computing 
paradigms because it promises consumers they will be able to access applications and data from a 
“cloud” anywhere on demand. �e de�nition of cloud computing can be considered as a type of 
parallel and distributed system consisting of a collection of interconnected and virtualized com-
puters that are dynamically provisioned and presented as one datum or more uni�ed computing 
data. �e feature of cloud computing depends on the large-scale aggregation of homogeneous and 
orderly resources.

In this section, in addition to the semantic-based representation of distributed video data, a 
semantic-enhanced intermediate layer, which has a global view of data with di�erent classi�ca-
tions, is proposed. �e proposed semantic layer clusters the video data with similar or associated 
relationships. �e technologies from the SLN are used to organize data and form semantic clouds, 
that is, similarity-enhanced clouds and associated enhanced clouds. �e SLN is the bridge over 
di�erent kinds of data, which can link cross-domain data.

�e current cloud computing layer is shown in the left part of Figure 3.3. At the bottom of 
the cloud computing layer, the cloud provider provides the related computing or storage service. 
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Figure 3.3 Basic components of a semantic-enhanced cloud.
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At the middle of the cloud computing layer, through utility computing, the cloud user or SaaS 
provider can provide a web-based application. At the top of the cloud layer, the SaaS user can use 
the related web-based service. Di�erent from the users, cloud providers have their own powerful 
computing capability, which can provide high-speed computing ability or large volume storage 
space. Direct exposure to the cloud’s user or service provider may lead to the problem that the 
�nal services to users are also uniform. �e absence of connections between cloud providers is not 
helpful to improve that case either.

�us, we add an additional semantic layer for cloud computing shown in the right part of 
Figure 3.3. �e added semantic-enhanced layer builds a global virtual semantic structure, which 
clusters the related data into the same class. �is new vision for the cloud users or service providers 
can make them o�er much better service to end users. Unlike the classical technique of the seman-
tic web, our method is based on computation, which makes it much easier to build the semantic 
layer and, at the same time, hold as much semantic information as possible.

3.2.5  SLN-Based Intermediate Layer

�e main concerning issues of a cloud environment include hardware systems, software systems, 
data centers, and quality of services. �e SLN model concerns the two latter factors. As a data 
management model, an SLN can be a semantic-enhanced data center model, which organizes the 
data with their semantic relationships. Because the video data are represented as de�ned objects 
and their relationships, the SLN model can be easily applied. For the quality of services, the SLN 
model is easily provided to users just in the form of services. When a large amount of data are 
gathered together in the SLN model, similarity-enhanced clouds and association-enhanced clouds 
are naturally formed.

Similarity-enhanced clouds (S-clouds) and associated-enhanced clouds (A-clouds) organize 
the video data based on their similarity and associated relationships. Because each video is rep-
resented by de�ned objects, the similarity and associated relationships between these objects can 
be mined easily. S-clouds and A-clouds o�er the foundation of a semantic-enhanced cloud. Apart 
from them, to make the cloud scalable and to be able to identify the global optimal resource clus-
ters to users, hierarchical resource clusters and an interactive process are needed.

 1. Hierarchical resource clusters. In order to improve the robustness and link as much data as 
possible, S-clouds and A-clouds are constructed as illustrated in Figure 3.3. �e components 
of S-clouds and A-clouds have two di�erent grains. Because the number of clouds is small, 
the number of this kind of S-clouds and A-clouds is fewer also. �eir role is also important 
because their range is much wider than the �ne-grained S-clouds and A-clouds.

 2. Interactive process. S-clouds and A-clouds should meet the di�erent needs of each indi-
vidual user. Traditional search engines just return the result of the query and do not provide 
an interactive process for users to make deeper and wider browses or searches. Hierarchical 
resource clusters rely on interactive processing to identify a user’s search objectively, which 
continuously corrects returned data with the feedback from users.

�e basic components of a semantic-enhanced cloud are shown in Figure 3.3.

 1. �e resource cluster allocator performs as the interactive interface between the cloud and 
users. When a user submits a search or browse request, the resource cluster allocator analyzes 
the pro�le of the user and returns the related video data.
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2. �e user interactive component is started by a user’s requirements upon the data allocated 
by the resource cluster allocator. When a user’s feedback shows his or her interests, the inter-
active process chooses the next potential datum dynamically according to the long-term or 
short-term pro�le.

 3. S-clouds and A-clouds are created o�ine and would be incremented with the increase in 
data. S-clouds and A-clouds could evolve and be reorganized with the change of the content 
of data. �at is also the “�oating” of clouds.

When di�erent parts of a recourse �ow-oriented cloud are combined as a complete architec-
ture, the resource �ow-oriented clouds have their own characteristics:

 1. Scalability. �e creation of a semantic cloud is e�cient, and the update of SLN clouds and 
ALN clouds has low cost. �is would pave the way for the �oating and evolving of clouds.

 2. Global optimization. Although lower SLN clouds provide locally optimized results, the 
upper ALN clouds link data from di�erent organizations, domains, and �elds that have 
global vision.

 3. Robustness. Our architecture owns the robustness in two ways. In SLN clouds, data abun-
dance can be obtained easily by gathering data with the same kind of ability. Second, in 
ALN clouds, robustness is supported by the structure of the networks. ALN clouds can keep 
working if the core parts of the ALN are not broken.

3.3  Application of Video Surveillance Systems
3.3.1  VSD Technology of Mobile Terminal Systems

In this section, we introduce the application of a mobile device to video data acquisition and 
intelligent content-wise analysis. To be speci�c, aiming at the solution of deepening video appli-
cation to intelligent transportation and public security, the VSD technique on the Android 
platform is utilized to execute the scene description task and implement the recognition tasks, 
such as face recognition and vehicle recognition. �e schema of VSD on mobile computing 
architecture is �gured out, and the synthesis searching framework is introduced by utilizing 
the semantic web search engine. As our experiments show, the OpenCV for Android-based 
video analysis and event detection is eligible for the present ARM-based hardware con�gura-
tion. Furthermore, the o�ine training and online recognition mechanism can adequately utilize 
the advantage of the mobile computing environment in the WLAN and can guarantee real-time 
VSD on the Android platform. �e extensive application in video portals shows the inspiring 
prospect of the proposed video analysis technology. �e present de�ciency of the lightweight 
VSD is also discussed.

3.3.2  Introduction to VSD

VSD [22] is widely utilized in many �elds of city management. As a powerful anticrime tool, it 
has gained popularity in public security since 9/11. Nowadays, video surveillance systems play an 
irreplaceable role in city management and city safety.

In a city video surveillance system, due to the large number of cameras and the enormity of 
storing video records, it is a tedious and painful task to search for a speci�c object or person in the 
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surveillance system. In most cases, it is an almost impossible mission to �nd and track a criminal 
across multiple cameras in vast video records, not to mention real-time �nding and tracking.

VSD was �rst proposed for a visual surveillance system by the �ird Research Institute of the 
Ministry of Public Security (TRIMPS) in 2009 in China.

�e radical de�ciency of the traditional surveillance system lies in that it was designed as a 
data collecting center rather than an information processing system. Di�erent from other content-
based intelligent video analysis techniques, by mining the prior �eld knowledge and scenario 
characteristics, according to the prede�ned rules for speci�c events, the VSD technique can use 
the standard metadata to describe the occurrence; the related people, vehicles, and objects; and the 
corresponding scenario overview. In other words, the VSD can translate the video information to 
structured text information composed of the elements related to the event itself. By utilizing the 
VSD technique, the surveillance video information can be extracted and processed automatically 
online, and a prompt warning message can be produced shown in Figure 3.4.

We have built several VSD systems on general servers for practical applications in transporta-
tion management, jail management, and service area surveillance on the highway. �e built VSD 
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systems have greatly improved management e�ciency and enhanced the ability of information 
acquisition.

Now we give an exact and comprehensive speci�cation about the VSD as follows: VSD is 
a technique that extracts and re�nes information from video data and structures it into both 
human- and machine-readable text according to the information’s intrinsic semantic relationships.

To extract knowledge from video, typical methods could be employed, such as spatial–temporal 
segmentation, feature extraction, object recognition, and so on. �e basic idea of VSD is illus-
trated in Figure 3.5. Before the original video data are pushed to a storage unit, they are inputted 
into a processor for analysis. We call this processor the structured description unit. Information on 
video contents is extracted here and organized for storage with the assistance of a certain semantic 
model. �ere are two outputs of the description unit: video and its knowledge description. �e 
text channel is parallel to the transportation channel of the duplicated video.

�at is to say, the VSD bypasses the existing video analysis system, and we can keep the system 
compatibility to the farthest extent. Correspondence between video and description data is also 
kept by the system for further applications. Video system users could use a description to locate 
the wanted clips e�ciently and to retrieve the exact content without tedious video review. �en, 
the exact video clips could be delivered by the Internet or business network once they are located 
by a search engine. At this time, video transportation is purposeful, and bandwidth consumption 
is highly reduced by removing irrelevant video data. It makes video data sharing operable between 
di�erent networks, and on-site data acquisition could be replaced by the popular network sharing. 
Furthermore, a content-related storage policy could be used, and content information could be 
kept as much as possible.

Real-world information that video recorded can be classi�ed into three levels: visual features, 
objects, and concepts. Visual features include low-level information including color, shape, tex-
ture, and spatial relationships. Object information is at the middle level; they are people, vehicles, 
characters, etc., in surveillance scenarios. �e top-level information is semantic concept; this is the 
rational understanding or explanation of the video by di�erent people, such as “whether a control 
point in a railway station was running soundly.” VSD was designed for surveillance systems to 
achieve video knowledge extraction, representation, and sharing over a wide range of networks.

As an application-oriented surveillance solution, there are three fundamental techniques that 
are involved in the VSD framework: (a) visual knowledge modeling, (b) feature extraction and 
video understanding, and (c) video knowledge representation.
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Duplicated video
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Figure 3.5 Schematic diagram of VSD technique.
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Now we discuss the role and hierarchy of the component techniques in VSD.

 1. Visual knowledge modeling: Visual knowledge modeling de�nes which kind of information 
should be used to describe and re�ne both low-level features and semantic information. 
Moreover, it de�nes the structure of this knowledge and the logical relationships between 
di�erent parts of a certain structure. �e most important of all is the visual knowledge 
model we argued must be a semantic one, which could be supported by domain knowledge 
modeling.

 2. Feature extraction and video understanding: Low-level features were well-researched infor-
mation and various extracting methods proposed by di�erent researchers. Video under-
standing aims to extract middle- and high-level semantic information. In recent decades, 
di�erent researchers have focused their interests on image understanding, and some impor-
tant theories were proposed [23]. Identifying objects from a scenario image and understand-
ing the scenario are two main tasks of image understanding [24]. Object identi�cation is the 
preparatory step that aims to describe the scenario–scenario understanding, and description 
supplies prior knowledge for object identi�cation. Traditional object identi�cations are face 
detection, face recognition, human detection, and so on. In VSD, we stress that video under-
standing is relevant to a speci�c surveillance task and constrained by a semantic knowledge 
model.

 3. Video knowledge representation: �ere are two missions of representation. �e �rst one is 
how to instance a video knowledge model, which is composed of metadata sets and syntax. 
Metadata is the basic elements of visual knowledge, and metadata syntax re�ects the struc-
tures of visual knowledge. Once metadata and its corresponding syntax are determined, a 
de�nition language, such as XML, RDF(S), or OWL, must be chosen. Considering the 
computation consumption and feasibility on the Android platform, RDF is adopted as the 
description language. Ontology is a powerful knowledge modeling technique and widely 
uses information or knowledge cataloguing and representation. It was recommended for 
semantic web by W3C [25]. For VSD, ontology and OWL were highly recommended. �e 
other mission is to organize video information distilled from video clips. It needs to opti-
mize and trim a full-function model for a special description task.

Moreover, the semantic search engine is an intrinsic component of the VSD. With the help of 
the semantic analysis tool, we can execute an e�cient and e�ective search on the online and o�ine 
video data. For example, we can use keywords such as “red,” “small vehicle,” “Volkswagen,” etc., to 
locate the exactly wanted images and video clips. In addition to this kind of text-to-video search, 
we also can implement an image-to-image search by measuring the similarity of the image and the 
video frame.

3.3.3  Data Acquisition by Android Terminals

Mobile computing [26] involves mobile communication, mobile hardware, and mobile software. 
Mobile computing is able to use a computing device even when being mobile and therefore chang-
ing location. Portability is one aspect of mobile computing.

Communication issues include ad hoc and infrastructure networks as well as communication 
properties, protocols, data formats, and concrete technologies. Hardware includes mobile devices 
or device components, such as tablet PCs and powerful smartphones. Following the development 
of Android OS and ARM CPU, the prevalent smartphones all have large screens and powerful 
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computation ability; the boundary between the tablet PC and mobile handheld device becomes 
blurry. Mobile software deals with the characteristics and requirements of mobile applications.

�e Android-based terminal can be competent for mobile data acquisition and the mobile 
computing node [27]. As for the data acquisition, we can use the built-in camera to capture the 
spot evidence, such as photos of related people, voices, the number plate of a speci�c vehicle, the 
vehicle logo, the video on the spot, etc. Furthermore, with the near �eld communication (NFC) 
technique, the handheld terminal can read the ID card information and the correlation across the 
various pieces of information can be acquired in terms of the uniqueness of the ID card number.

As Figure 3.6 shows, the Android handset can not only act as a portable data acquisition cen-
ter to acquire the spot video, voice data, and the related vehicle information, but can also be the 
mobile computing node to process the information in the wireless environment, such as WLAN 
or 3G.

As Figure 3.6 shows, through the built-in image sensor and NFC unit, the Android handset 
can execute prompt data acquisition, such as image, video, voice, and RFID card information. To 
some extent, with the imbedded camera and mobility, the Android terminal can be regarded as an 
e�ective supplement to the �xed surveillance cameras.

�rough the �exible deployment of Android terminals, the dead zone of the existing video can 
be compensated for rapidly and cheaply.

3.3.4  Realization of VSD on the Android Platform

As mentioned, Android terminals can be used for data acquisition on the spot, but their more 
meaningful role is their mobile computing performance. As the portable data acquisition center 

Vehicle
plate

Vehicle
logo

ID card

Voice

Spot
video

Face

Figure 3.6 Data acquisition illustration of Android terminal.
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to acquire the spot video, voice data, and the related vehicle information is just the traditional 
data collecting function of the Android terminals, their major importance lies in their mobile 
computing node role, processing the spot information in the wireless environment, such as 
WLAN or 3G.

In other words, mobile computing is the ability to use computing capability without a pre-
de�ned location and/or connection to a network to publish and/or subscribe to information. As 
to the Android terminal in the movable operation manner, if the OS version is 4.0 or above, the 
direct WiFi connection is very convenient to execute the B/S, C/S server and other lightweight 
distributed computing tasks within a limited range.

In Figure 3.7, we can not only observe the data acquisition function but also �gure out the 
mobile computing function. With the help of speci�c �eld knowledge and a rule database, the 
VSD technique on the Android platform (we call it Android VSD) can deal not only with the sur-
veillance but also the network video and local private entertainment video. For example, to those 
video portal websites, such as YouTube, the video maker can tag his or her video products by VSD 
and upload the corresponding text description document while uploading the local video �les. To 
those subscribers to the video portal website, before they browse the downloaded video on their 
Android terminals, the VSD on Android will automatically analyze the video content and give out 
the coarse brief introduction in a text �le.

�e example of an extensive application of Android VSD shows the inspiring prospect in 
many �elds. Figure 3.8 shows the detailed implementation of lightweight realization of VSD on 
Android. �is block diagram illustrates two important aspects of Android VSD: One is object 
recognition, and the other is event detection. As to the object recognition, the classic application 
case is face recognition and vehicle plate recognition. Considering the relatively weak computa-
tion performance and the time consumption during the training phase, we adopt the o�ine 
training and online recognition mechanism. �at is to say, we transport the extracted fea-
tures to the PC for training, and the PC returns the coe�cients of the classi�er after �nishing 
the training. �en, the classi�cation algorithm running on the Android platform executes the 
object recognition task. �rough this strategy, we can avoid the tedious and time-consuming 
training phase. �is mode can guarantee the real-time object recognition with the present hard-
ware con�guration.

In addition, the design of the lightweight algorithm on object recognition plays an important 
role in the realization of Android VSD. For example, as far as the face recognition is concerned, it 
is a time-consuming task in the Android environment if we adopt those mature algorithms on the 
desktop computer platform, such as the PCA and neural network.

Experimental results from physiology and psychophysics have shown that the edges of an 
object contain important information about its shape and structure and can be used in face recog-
nition. It is suggested that the edge maps of faces are useful and e�cient in face identi�cation in 
terms of light computation. In another aspect, the edge map contains less data and is convenient 
to process and store.

Moreover, comparing with the classi�ers, the template-matching method is more rapid and 
has been shown to have better performance than the feature-based techniques. As an image 
feature, edges have the advantages of simplicity of presentation and robustness to illumination 
change.

In our experiment, we acquire the edge maps of the training set o�ine and store them 
to the Android terminal. Relatively, online computing the edge map of the object face is a 
light computation load. �en, the template-matching method using Hausdor� distance is 
also a less time-consuming task. �is strategy on face recognition in a simple scenario is a 
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kind of e�ective and e�cient algorithm, which can enable the real-time face recognition on 
the Android platform. �e proposed lightweight algorithm of online face recognition is just 
one kind of suitable real application. �ere is still a lot of work to be done considering the 
tremendous di�erences of algorithms implemented between the X86 family and ARM family 
architecture.

Similar to the abovementioned depiction, the algorithms for the vehicle number plate also 
should be lightweight and adjusted to run on the Android platform.

As for the event detection, we adopt the mature development package OpenCV for 
Android. For those simple scenarios, we can use the less time-consuming background seg-
mentation algorithm, such as the background subtraction algorithm. For complicated scenar-
ios, the Gause mixed modeling (GMM) is a prevalent algorithm. By utilizing the OpenCV for 
Android development package, we can exploit di�erent event detection programs for various 
scenarios.

In summary, the lightweight algorithm scheme involves two kinds of methodology for reduc-
ing the computational load. One is about the reduction of feature set and the e�ort of exploiting 
the e�ective and e�cient task-dependent classi�er. �e other is about the training strategy, such 
as the o�ine training and online recognition.

3.3.5  Application Instance

Figure 3.9 shows the Android VSD execution process under tra�c surveillance circumstances. 
In the video, a car is across the intersection. By analyzing the characteristics, such as car color, 
number plate, car logo, and other additional spot information, the Android VSD produces the 
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Figure 3.9 Lightweight VSD in transportation surveillance video.
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text description �le about the related events the car is involved in. �en, through the information 
collision in the appropriate time span and location, we can get more correlation about this vehicle 
such as the owner and the records of tra�c o�ences.

3.4  Vehicle and Pedestrian Detection and Description
After the histograms of oriented gradients (HoG) feature was proposed, a lot of detectors were 
developed based on the feature. �e HoG feature has its defects, such high dimensional data lead-
ing to ine�ciency, complex scenes leading to poor performances, and so on. In this chapter, we 
propose a vehicle detector based on the deformable part model (DPM). �is detector uses a DPM 
to classify the front and the rear of the vehicles.

3.4.1  Introduction

Object detection, such as vehicle detection, pedestrian detection, and so on, is one of the most 
popular research �elds in computer vision. Normally, the common detecting solutions are using 
HoG, Sift, or Haar to extract features and using SVM or Adaboost as classi�ers. In this sec-
tion, we propose a solution by using DPM to detect vehicles. In consideration of the variety 
of appearances of vehicles, they are a�ected by many factors, such as changes in illumina-
tion or angle of view. �e traditional detecting algorithms have di�culty overcoming the rigid 
deformations. DPM uses a mixture of multiscale deformable part models to describe an object 
detection system, which represents highly variable objects [28] and which has better robustness 
against deformation.

DPM, as one of the most successful detection algorithms, was proposed by Pedro Felzenswalb 
in 2008 and he was awarded the PASCAL VOC Lifetime Achievement Prize in 2010. Due to 
Felzenswalb’s paper, the resulting system is both e�cient and accurate, achieving state-of-the-art 
results on PASCAL VOC benchmarks and the INRIA Person data set in 2007 [29]. �e strong, 
low-level features of DPM are based on the HoG features. So the DPM can be considered to be an 
upgrade of HoG in some ways [30].

As shown in Figure 3.10, the upgraded HoG feature in DPM kept the “cell” concept of the 
HoG feature but altered the normalization process. �e result shared similarity with the result 
of the HoG feature as the upgraded HoG feature normalized the region that consisted of the 
target cell and the four surrounding cells. In order to reduce the feature dimension, Felzenswalb 
used principal component analysis (PCA) [31] to analyze the unsigned gradients. As illustrated in 
Figure 3.10, there are 31 dimensional features.

In his work, Felzenswalb showed a pedestrian detection model, as shown in Figure 3.11. Panel 
a of the �gure shows the pedestrian, panel b is a root �lter, panel c shows several part models with 
high resolution, and panel d shows the spatial relationships of the part �lters.

DPM uses a root �lter, several part �lters, and the corresponding deformable model; the construc-
tion of the whole model is based on the pictorial structures. Normally, the part models use higher 
resolution than the root �lter—about two times. Figure 3.11b and c illustrates the visual structure 
of the root and part models, and shows the weighted sum of SVM coe�cients, oriented in the gradi-
ent direction, and the brightness is proportional to the value. In order to reduce the complexity of 
the whole model, the part models are symmetric. Figure 3.11d shows the deviation cost of the part 
model. �e cost is zero in the ideal case; the further the part model deviates, the greater the cost is. 
�en the target object can be represented by a collection of parts and the relative deformable position 
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of the parts; the parts are connected in certain ways. Each part describes local properties, and the 
spring-like connections are used to represent the relationship between the deformable models. As a 
single deformable model is not capable of describing an object, usually multiple deformable models 
are in accordance with the request. In this chapter, the variations among di�erent vehicle types are 
quite signi�cant, so the mixture of deformable models is required.
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Figure 3.10 Upgraded HoG feature in DPM.
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Figure 3.11 DPM pedestrian detection model.
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3.4.2  DPM Detection Model

In the detection process, a scale pyramid is constructed, and a scan window approach is used to 
scan di�erent layers of the pyramid. Figure 3.12 shows the detection process of DPM. In Figure 
3.12, the score of layer l0 coordinates (x0, y0) can be calculated as follows:
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Figure 3.12 DPM detection process [1].
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set that is used to align the components; (x0, y0) is the coordinate of the root �lter’s left top in the 
root feature map; and (2(x0, y0) + vi) is the coordinate of the ith part �lter in the root feature map.

�e score of part �lters can be calculated as follows [7]:
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where Di,l(x, y) is the optimal solution of the part �lter; namely, it searches the anchor position and 
within a certain range for a proper location that has combined matching and optimal deformation; 
(x, y) is the ideal position of the ith part �lter in layer l; (dx, dy) illustrates the relative o�set from 
(x, y); Ri,l(x + dx, y + dy) is the matching score in coordinate (x + dx, y + dy); di · Φd(dx, dy) expresses 
the o�set loss caused by the o�set (dx, dy); Φd(dx, dy) = (dx, dy, dx2, dy2); and di is the coe�cient of 
o�set loss; it is to be calculated in the training process. To initialize the model, di = (0, 0, 1, 1) is the 
Euclidean distance between o�set location and ideal location, namely, the o�set loss.

3.4.3  Experiment and Conclusion

�e original image data are captured from a tra�c surveillance system somewhere in JiangSu 
province. �e training data that are used in DPM are illustrated as in Figure 3.13.

In the training process, positive samples must be labeled with bounding boxes, which are 
illustrated in Figure 3.13. In this experiment, 1700 images of vehicle fronts and 1900 images of 
vehicle rears are positive samples, which are labeled with bounding boxes, and the property �les 
are generated.

�e training procedure is completed by initializing the structure of a mixture model and learn-
ing parameters. �e parameters are learned by training a latent support vector machine (LSVM). 
�e LSVM is trained by a gradient descent algorithm and the data-mining approach with a cache 
of feature vectors.

Figure 3.13 DPM training data: vehicle front.
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In this experiment, three models are designed by DPM: the vehicle front model is used to 
recognize the frontal side of a vehicle, the vehicle rear model is used to recognize the back side 
of a vehicle, and the vehicle mixture model is used to capture either the frontal or back side of a 
vehicle. �ere are two testing sets in this experiment: 100 vehicle front images and 100 vehi-
cle rear images. �e testing results of the vehicle front model are illustrated in Tables  3.1 
through 3.4. In Table 3.1, the number of correctly recognized objects is 96—this means in 
some sample images, there exist several vehicles. In other words, there are 96 vehicles in the 
93 sample images.

�e testing results of the vehicle rear model are illustrated in Table 3.2. �is case is the same 
as the abovementioned case. �ere are 112 vehicles in the 96 sample images.

Table 3.1 Performance of the Front Model on Front Testing Samples

DPM Vehicle Front Model Recognizing Testing Images of Vehicle Front

Total Image Samples
Correctly Recognized 

Samples Accuracy
Correctly 

Recognized Objects

100 93 93% 96

Table 3.2 Performance of the Rear Model on Front Testing Samples

DPM Vehicle Rear Model Recognizing Testing Images of Vehicle Front

Total Image Samples
Correctly Recognized 

Samples Accuracy
Correctly 

Recognized Objects

100 96 96% 112

Table 3.3 Comparison Experiment

DPM Vehicle Front and Rear Models Recognizing Testing Images of Vehicle Front

DPM Vehicle Front Model DPM Vehicle Rear Model

Total Image 
Samples

Correctly 
Recognized 

Samples Accuracy
Total Image 

Samples

Correctly 
Recognized 

Samples Accuracy

100 39 39% 100 69 69%

DPM Vehicle Front and Rear Models Recognizing Testing Images of Vehicle Rear

DPM Vehicle Front Model DPM Vehicle Rear Model

Total Image 
Samples

Correctly 
Recognized 

Samples Accuracy
Total Image 

Samples

Correctly 
Recognized 

Samples Accuracy

100 47 47% 100 76 76%
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It sounds odd that the rear model surpasses the front model on the front testing samples. In order 
to know which model performs better under the same conditions, we used the two models to recognize 
the same image objects and then outputted the results with the higher con�dence degree in Table 3.3.

As the front and rear sides of the same vehicle always share certain similarities, we conjecture the 
probability of using one model to recognize the two sides of a vehicle. So we used DPM to design a 
mixture model to capture the vehicles in two-way lanes. �e testing results are shown in Table 3.4.

By comparing the results from three DPM vehicle models, the non-mixed models acquired 
higher accuracy. But they did not perform satisfactorily in the mixture test. In order to capture the 
vehicles in a two-way lane, we proposed the third mixture DPM vehicle model. It is more e�cient 
to capture vehicle vision and shows high versatility.

3.5  Face Detection and Description
Most face recognition and tracking techniques employed in surveillance and human–computer 
interaction (HCI) systems rely on the assumption of a frontal view of the human face. In alterna-
tive approaches, knowledge of the orientation angle of the face in captured images can improve 
the performance of techniques based on nonfrontal face views.

Facial orientation detection plays an important role in city surveillance video for speci�c appli-
cations, such as face identi�cation, face recognition, and screening face snapshot images for saving 
the storage volume. In this section, we propose a kind of method of facial orientation by combin-
ing Haar-feature and LVQ technique. First, we execute the eye location based on the Haar-like 
feature. �en, we divide the face image into several subimages and statistical information of the 
binary subimage at the eye location. After acquiring the statistical pixel distribution, we exploit 
the LVQ classi�er to execute the classi�cation on facial orientation. According to the result, the 
algorithm we propose can achieve a 95% correct detection rate. By executing the facial orienta-
tion classi�cation, we can get the upright frontal face image with the best recognizable and most 
distinctive quality for further application.

3.5.1 Introduction

In the past two decades, automatic human face image analysis and recognition has become one 
of the most important research topics in computer vision and pattern recognition. Because of the 

Table 3.4 Performance of the Mixed Model

DPM Mixture Model Recognizing Testing Images of Vehicle Front

Total Image Samples
Correctly 

Recognized Samples Accuracy
Correctly 

Recognized Objects

100 70 70% 70

DPM Mixture Model Recognizing Testing Images of Vehicle Rear

Total Image Samples
Correctly 

Recognized Samples Accuracy
Correctly 

Recognized Objects

100 90 90% 203
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tremendous potential application, topics such as face detection, face identi�cation and recogni-
tion, and facial expression analysis have attracted more and more attention. Among these research 
topics, one fundamental but very important problem to be solved is face orientation detection. 
Face orientation detection is the premise of face recognition.

Face detection refers to determining the presence and location of faces in an image. Human 
face detection is very important in a face recognition system and quite useful in multimedia 
retrieval [32]. Numerous face detection methods have been proposed for frontal face detection, 
such as region-based face detection [33], the triangle-based approach [34], the feature-based 
method [35], and the template matching method [36]. �e aforementioned methods limit them-
selves to dealing with human faces in frontal view. So knowing how to detect the facial orienta-
tion and store the upright frontal face image for further face recognition is of signi�cance in civil 
video surveillance.

Orientation is one of the basic characteristics in image understanding and pattern analysis. 
Many approaches have been proposed to solve the above problem. Jie Zhou [37] proposed an ori-
entation histogram for orientation analysis. Chia-Feng Juang found that a self-organizing fuzzy 
network with SVM [38] worked well in color image detection. R. Brunelli [39] developed a good 
method to estimate the pose of a face, limited to in-depth rotations.

However, these novel approaches are limited to special situations. Rotated faces can only 
be detected within the image plane when using the orientation histogram; the self-organizing 
fuzzy network with SVM method uses color as an eigenvalue, so it’s hard to work with in gray 
images; the algorithm in [39] needs an appropriate template because the algorithm he presented 
requires the location of one of the eyes be approximately known, together with the direction of the 
axis; the stimuli that is used in Martini’s experiments is hard to obtain.

Facial detection and recognition is based on the operation of eye localization. To some extent, 
the performance is determined by the correctness of the eye detection. Much research has been 
conducted on human eye detection, and several algorithms have been proposed, such as region 
segmentation, template matching, the AdaBoost algorithm, and so on.

Region segmentation is a simple but rewarding algorithm, which has attracted numerous 
researchers. �e threshold is not easy to decide appropriately, although it is the key to correct 
eye detection. �e template matching method costs expensive computation when normaliz-
ing the scale and orientation of a face image. Inho Choi used the AdaBoost algorithm in eye 
detection and eye blink detection almost successfully, but the size of the subregions is hard 
to predict when dividing them to build an image pyramid. As far as eye localization is con-
cerned, making use of the distinct characteristic of the eyeball is the key step no matter what 
method is used. Document developed a fast eye localization method based on a new Haar-like 
(ref ) feature, which proved impressive in eye detection. However, it still needs further research 
to �nd a more adequate threshold segmentation method in order to make the algorithm more 
robust.

Most face recognition and tracking techniques employed in surveillance and HCI systems rely 
on the assumption of a frontal view of the human face. In alternative approaches, knowledge of 
the orientation angle of the face in captured images can improve the performance of techniques 
based on nonfrontal face views.

Our approach is partly motivated by the work of Chen and Liu [40] and Kasinski and Schmidt 
[41], in which they use the Haar-like feature and the boosting classi�cation strategy to locate the 
eyes. On the basis of their achievement, we go a step further by using the learning vector quantiza-
tion (LVQ) classi�er to detect the face orientation.
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3.5.2  Face Detection Methods

Haar-like features are digital image features used in object recognition. �ey owe their name to 
their intuitive similarity with Haar wavelets and were used in the �rst real-time face detector.

Historically, working with only image intensities (i.e., the RGB pixel values at each and every 
pixel of image) made the task of feature calculation computationally expensive. A publication 
by Papageorgiou and Poggio [42] discussed working with an alternate feature set based on Haar 
wavelets instead of the usual image intensities.

Viola and Jones [43] adapted the idea of using Haar wavelets and developed the so-called 
Haar-like features. A Haar-like feature considers adjacent rectangular regions at a speci�c loca-
tion in a detection window, sums up the pixel intensities in each region, and calculates the di�er-
ence between these sums. �is di�erence is then used to categorize subsections of an image. For 
example, let us say we have an image database with human faces. It is a common observation that 
among all faces the region of the eyes is darker than the region of the cheeks. �erefore, a common 
Haar feature for face detection is a set of two adjacent rectangles that lie above the eye and the 
cheek region. �e position of these rectangles is de�ned relative to a detection window that acts 
like a bounding box to the target object (the face in this case).

In the detection phase of the Viola–Jones object detection framework, a window of the target 
size is moved over the input image, and for each subsection of the image, the Haar-like feature is 
calculated. �is di�erence is then compared to a learned threshold that separates nonobjects from 
objects. Because such a Haar-like feature is only a weak learner or classi�er (its detection quality is 
slightly better than random guessing), a large number of Haar-like features is necessary to describe 
an object with su�cient accuracy. In the Viola–Jones object detection framework, the Haar-like 
features are therefore organized into something called a classi�er cascade to form a strong learner 
or classi�er.

�e key advantage of a Haar-like feature over most other features is its calculation speed. Due 
to the use of integral images, a Haar-like feature of any size can be calculated in constant time.

A simple rectangular Haar-like feature can be de�ned as the di�erence of the sum of pixels 
of areas inside the rectangle, which can be at any position and scale within the original image. 
�is modi�ed feature set is called the two-rectangle feature. Viola and Jones also de�ned 
three-rectangle features and four-rectangle features. �e values indicate certain characteris-
tics of a particular area of the image. Each feature type can indicate the existence (or absence) 
of certain characteristics in the image, such as edges or changes in texture. For example, a 
two-rectangle feature can indicate where the border lies between a dark region and a light 
region.

One of the contributions of Viola and Jones was to use summed area tables, which they called 
integral images. Integral images can be de�ned as two-dimensional lookup tables in the form of a 
matrix with the same size as the original image. Each element of the integral image contains the 
sum of all pixels located on the upper left region of the original image (in relation to the element’s 
position). �is allows computing the sum of rectangular areas in the image at any position or scale, 
using only four lookups (see Figure 3.14).

Equation 3.3 calculates the sum of the shaded rectangular area:

 sum I C I A I B I D= + − −( ) ( ) ( ) ( ) (3.3)

where points A, B, C, and D belong to the integral image I, as shown in Figure 3.14.
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Each Haar-like feature may need more than four lookups, depending on how it was de�ned. 
Viola and Jones’ two-rectangle features need six lookups, three-rectangle features need eight look-
ups, and four-rectangle features need nine lookups.

Lienhart and Maydt [44] introduced the concept of a tilted (45°) Haar-like feature. �is was 
used to increase the dimensionality of the set of features in an attempt to improve the detection 
of objects in images. �is was successful as some of these features are able to describe the object 
in a better way. For example, a two-rectangle, tilted Haar-like feature can indicate the existence 
of an edge at 45°.

Messom and Barczak [45] extended the idea to a generic, rotated Haar-like feature. Although 
the idea sounds mathematically sound, practical problems prevented the use of Haar-like features 
at any angle. In order to be fast, detection algorithms use low-resolution images, causing rounding 
errors. For this reason, rotated Haar-like features are not commonly used.

�e LVQ network model is shown in Figure 3.15. An LVQ neuron network consists of three lay-
ers, that is, input, competition, and linear output. �e network input layer is completely connected 
to the competition layer, and the competition layer is partially connected to the linear output layer. 
A di�erent connection exists between each output neuron group, competition neuron group, and 
their �xed value is one.

�e connection reference value of input and competitive neuron vector is established (a refer-
ence vector is appointed to each competitive neuron). In the training process, the network weights 
will be modi�ed.

Both competition neurons and linear output neurons are of binary output value. When an 
input mode was sent to a network, when the reference vector is closest to input mode, the competi-
tive neurons are started and win the competition.
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Figure 3.14 Sketch of computation of an integral image.

Input layer

Input
vector

… …

Linear
output layer

Figure 3.15 LVQ network model.
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�us, the generation of “1” is allowed, and other competitive neurons are forced to generate 
“0.” Competition neurons, including the winning neuron group, connected to output neurons 
also generate “1,” and other neurons generate “0.” �e output that generated “1” issues the input 
mode to the output neurons, and each output neuron produces di�erent classes.

LVQ can be understood as a special case of an arti�cial neural network; more precisely, it 
applies a winner-take-all Hebbian learning-based approach. It is a precursor to self-organizing 
maps (SOM). LVQ was invented by Teuvo Kohonen.

An LVQ system is represented by prototypes, which are de�ned in the feature space of observed 
data. In winner-take-all training algorithms, one determines, for each data point, the prototype 
that is closest to the input according to a given distance measure. �e position of this so-called 
winner prototype is then adapted, that is, the winner is moved closer if it correctly classi�es the 
data point or moved away if it classi�es the data point incorrectly.

An advantage of LVQ is that it creates prototypes that are easy to interpret for experts in the 
respective application domain. LVQ systems can be applied to multiclass classi�cation problems 
in a natural way. It is used in a variety of practical applications.

A key issue in LVQ is the choice of an appropriate measure of distance or similarity for training 
and classi�cation.

�ere exist two classic approaches to train the LVQ, named LVQ1 and LVQ2, respectively. 
LVQ can be a source of great help in various classi�cation tasks.

3.5.3  Experiments and Conclusion

To verify the e�ectiveness of the proposed method for facial orientation detection, we utilized it 
on a real-time video stream and face image database, respectively. For simplicity, we mounted a 
USB camera on a laptop to test the e�ectiveness of the Haar-like feature on eye detection. Further 
study shows the proposed technique also has good performance on the IP camera and other types 
of surveillance cameras.

Figure 3.16 shows the result of eye detection in a range of head rotation. We can infer coarsely 
that the Haar-like feature is an advisable method to locate the eyes. In addition to the photos 
acquired by the USB camera, photos of 10 people (5 male and 5 female) were obtained from the 

Figure 3.16 Eye location by using the Haar-like feature in a real-time video stream.
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PIE Face Database of CMU from the online website posted for scienti�c use. Each subject has �ve 
di�erent head postures: left, slight left, frontal, slight right, and right.

As Figure 3.17 shows explicitly, when people face di�erent orientations, the eye location and 
the distance between the two eyes on the images vary dramatically following head rotation. 
Considering this fact, we adopt the statistical information about eye location as the input to the 
LVQ classi�er. We denote the �ve orientations as 1, 2, 3, 4, and 5, respectively, as the output of 
the LVQ classi�er.

As Figure 3.18 shows, we divide the face image into 6 × 8 subimages and execute the edge 
detection by Canny operator, then accord the eye horizontal location denoted by the rectangle; we 
calculate the sum of orientation 1 pixels in the corresponding horizontal eight subimages. �e sum 
is adopted as the feature feed to the LVQ classi�er.

As mentioned above, the total face images we got is 50 (10 persons, each person with 
5  images). We randomly selected 30 images for training from the images. �e remaining 
20 images are used as test samples to verify the performance of the proposed technique on face 
orientation detection.

3.6  Identity Verification Based on Face Verification
Nowadays, passing through self-service security checkpoints under high throughput is an emerg-
ing application challenge. �e identity veri�cation technique is the key factor to solving this 
dilemma, especially in the railway station, bus station, airport, etc. �e essence of this question is 
the one versus one face veri�cation. It involves two crucial application knots: the real-time, super-
resolution image reconstruction and the real-time face detection and recognition in the video 
stream under the surveillance scene. To improve the performance of the identity veri�cations 
system based on face similarity assessment, we exploited the deep learning mechanism to train the 

Figure 3.17 Illustration of five face orientations.

 

Figure 3.18 Illustration of eye location and the grid of subimages.
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face detection module and to realize the super-resolution construction. �e experiment proves its 
e�ectiveness.

3.6.1  Introduction

In recent years, with the boosting demand for security checks in railway stations, bus stations, 
and airports, the self-service passenger pass as an important precheck mechanism has attracted 
wide attention. �e general application mode lies in the identity veri�cation between the passen-
ger onsite face image and the electronic identi�cation photo. When the passenger approaches the 
security check gate, he or she swipes the RFID ID card, and the RFID reader captures the stored 
electronic photo. At the same time, the face images are captured and stored by the on-the-spot sur-
veillance camera mounted on the security gate. �e identity veri�cation system will automatically 
judge whether the passenger is identical to his or her carried ID card based on the face similarity 
measurement. �ose passengers whose score meets the threshold condition are allowed to pass the 
security check gate. Otherwise, they will be blocked.

�is procedure involves two key techniques: the identi�cation photo enhancement and the 
dynamic face veri�cation based on the real-time video stream. It is well known that the size of 
the electronic photo stored in the RFID ID card is 126 × 102 pixels. �is image quality is too 
weak and unsuitable to execute face veri�cation. As a premise, the enhancement is a necessary 
preprocessing. �e advisable preprocessing for image enhancement will e�ectively reduce the false 
alarm dramatically. Considering that low resolution is the key di�culty that impedes practical 
application, we focus our attention on super-resolution (SR) reconstruction [21] during the image 
enhancement stage. Di�erent from the work in [21], we adopt the online SR reconstruction for the 
captured electronic photos. �e reason lies in that we can’t get the electronic photos prior to the 
identity veri�cation. Furthermore, with respect to the online SR construction for the electronic 
identi�cation photos, what we can utilize is just themselves. In other words, no redundant infor-
mation derived from other photos will be introduced into the superconstruction process.

As far as the real-time video stream is concerned, the content analysis focuses on the pedes-
trian detection and face region segmentation. �e frontal face capture is the crucial step during 
the dynamic face veri�cation. As to the frontal face image capture, our previous work [41] has 
addressed one kind of promising method.

Pedestrian detection in complex scenes is a tough problem. In the general surveillance scene, 
the unsuitable illumination intensity, the body occlusion, and the backlight and shadow exist 
frequently and have a severe adverse impact on face region segmentation. To speed up pedestrian 
detection, we execute the downsampling for those raw frames with 1920 × 1080 pixels, and the 
DPM algorithm is utilized to identify the pedestrian. In some cases, there exist several pedestrians 
in one frame image, which gives rise to multiface detection. To avoid this phenomenon, we tune 
the focus and the Tele-Wide button to select the advisable view coverage. Moreover, the narrow 
passageway will limit the occurrence of multiple faces in one frame. In the worst case, there still 
exist multiple faces in one frame; we adopt the face with maximum face region as the analyzed 
target.

3.6.2  Identity Verification System

As shown in Figure 3.19, the identity veri�cation system is composed of four parts: the onsite sur-
veillance camera module, the RFID card reader module, the online face veri�cation module, and 
the automatic security gate control module.
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In Figure 3.19, the onsite surveillance camera module is designed to capture the correspond-
ing onsite face image when the passenger is swiping his or her ID card. �e RFID reader module 
provides the electronic ID photo for the online face veri�cation module. From Figure 3.20, we can 
�gure out that the opening of the security gate is trigged by the positive veri�cation result.

Figure 3.21 shows the con�guration of the identity veri�cation system integrated with the 
luggage x-ray security check device. While passengers approach the security check system, their 
luggage bags will be transmitted by the transmission belt in the x-ray scanner, and they will pass 
through the security check gate with self-service. �e security system will determine whether to 
allow the passenger to pass the gate according to the joint judgment of the luggage security check 
and the identity veri�cation.

In the identity veri�cation system, the threshold value setting for the image similarity is vital. 
If the threshold value is too high, many eligible people could not pass the identity veri�cation, 
and false alarms would occur too frequently. Conversely, if the threshold value is too low, those 
ineligible people will pass the identity veri�cation. In this case, the system is invalid. So the setting 
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Figure 3.19 Schematic drawing of identity verification.
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Figure 3.20 On-the-spot deployment of identity verification.
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of threshold value should keep the balance between the rapidness and the false alarm rate. �e 
trade-o� acquisition is handcrafted and time-consuming. �ere are no speci�c rules or principles 
to guide the setting; it just depends on the practical experiments in particular cases. In our further 
work, we will study the technique for setting the optimum threshold value.

In the following paragraphs, we introduce the two core techniques in the image similarity-
based identity veri�cation system. One is the SR reconstruction; the other is the deep learning-
based face detection.

Generally speaking, SR construction is a kind of restoration technique, which consists of a fre-
quency domain algorithm and a time domain algorithm for the original high-resolution image based 
on multiframe low-resolution images [46]. All the low-resolution images are captured in the same 
scene with the original high-resolution image, and there just exist slight changes. If there only exists 
one low-resolution image, the ordinary method to get the high-resolution image is interpolation.

In the case of only one low-resolution image, di�erent from the traditional interpolation 
method, in [40] the authors proposed the deep learning-based strategy for single image SR. With 
lightweight structure deep convolution neural network (CNN), this method as directed learns 
an end-to-end mapping between the low- and high-resolution images. �ey also proved that the 
sparse coding-based SR can be viewed as a CNN. �is work claimed state-of-the-art performance 
and to be suitable for online usage.
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Figure 3.21 Identity verification security check gate.
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In this abovementioned work, the authors took the low-resolution (LR) image as the input 
and output the high-resolution (HR) one. To execute the image quality enhancement using this 
deep learning-based method, the training stage should be carried out prior to the output stage. 
Referring to this method, we utilize more than 5000 pairs of LR images and HR images, with 
126 × 102 pixels and 441 × 358 pixels, respectively, as a training data set.

Face detection in the complex scenes is an essential but rarely rough task. To the �xed surveil-
lance camera, the �eld of view (FOV) is constant. In this scene, the face region in the frame image 
is enough to execute the face detection. But in the ordinary surveillance scenes, to those people far 
away from the �xed-focus camera, the face region may be too small to be detected. In this case, 
pedestrian detection should be utilized to detect the concerned people and track these people until 
their approach makes the face region big enough to be detected. �is strategy was proposed in our 
previous work [47] and proved to be e�ective and e�cient.

Considering the complexity of face detection in ordinary surveillance scenes, the research-
ers present a new state-of-the art approach in [48]. �ey observed that the aligned face shapes 
provide better features for face classi�cation. To combine the face alignment and detection more 
e�ectively, they learned these two tasks in the same cascade. By exploiting the joint learning, the 
capability of cascade detection and real-time performance can both achieve the satis�ed status.

As shown in Figure 3.22, we use 38 key points to describe the face shape, 10 points for face 
contour, 6 points for eyebrows, 10 points for eyes, 7 points for the nose, and 5 points for the lip, 
respectively.

We bought a face image data set consisting of about 20,000 face images and 20,000 natural 
scene images without faces from the web. All the face images are transferred into grayscale images. 

Figure 3.22 Key point annotation on face shape.
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After all the face images are labeled, the data set is utilized to train the classi�cation/regression 
tree.

3.6.3  Experiment and Conclusion

We utilized the combination of the onsite surveillance camera and RFID reader to realize the 
self-service passenger pass. �e key techniques focus on the e�ectiveness of the onsite face detec-
tion and the online SR reconstruction for the LR ID electronic photos. As a comparison, we also 
directly adopted the electronic ID photos without the SR construction.

�e subject consists of 131 people. In the experiments, �ve people’s faces couldn’t be 
detected successfully. Of the other 126 people, 102 people could pass the security check with 
the online SR construction—nearly an 80.9% hit rate. At the same scene, without the SR 
construction, only 46 people among the 126 people could pass the security check gate with 
self-service, nearly a 36.5% hit rate. �e interface of the identity veri�cation system is shown 
in Figure 3.23.

As mentioned before, some face images can’t be successfully detected in the surveillance vision. 
�is is partly due to the limited FOV of the focus-�xed camera. In our future work, we will adopt 
a dual-camera con�guration consisting of a static camera and an active camera to replace the 
single focus-�xed camera (see Figure 3.24).

�e static camera is a �xed-focus camera with wide view range, and it is in charge of the pedes-
trian detection and transmitting the corresponding position information to the active camera, 
which has the variable focus. �e active camera tracks the pedestrian and grabs the clear HR face 
image for the identity veri�cation system.

�e proposed identity veri�cation system is based on the image similarity measurement, and 
practical experiments show that it is e�ective in practice. On the other hand, frankly speaking, 
the performance without the SR construction is inferior to expectations, that is, the electronic ID 
photo is unsuitable to be used directly for identity veri�cation.

3.7  Conclusions
�e VSD framework consists of three layers. �e root layer contains three general classes: object, 
relationship, and attribute. Object means the class of the extracted objects from the video. 
Relationship means the class of relationships between the extracted objects from the video. 
Attribute means the visual feature, such as shape or color, of the extracted objects from the 
video. �e visual layer contains the objects that can be extracted by the existing object extraction 
method. �e semantic layer contains domain knowledge about the semantic hierarchies of object 
and relationship classes. �e increasing need for video-based applications raises the importance of 
parsing and organizing the content in videos. However, the accurate understanding and managing 
of video content at the semantic level is still insu�cient. In this chapter, a semantic-based model, 
VSD, for representing and organizing the content in videos is proposed. It is safely concluded that 
VSD used in Android terminals makes video data application much easier, for example, evidence 
collection in spot events. Moreover, visual information or content knowledge distilled by a VSD 
system can be shared conveniently in the mobile computing framework, so more general informa-
tion mining and social trend forecasting could be further developed. By comparing the results 
from three DPM vehicle models, the nonmixed models acquired higher accuracy. But they did 
not perform satisfactorily in the mixture test. In order to capture the vehicles in a two-way lane, 
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we proposed the third mixture DPM vehicle model. It is more e�cient to capture vehicle vision 
and shows high versatility.

On the basis of the Haar-like feature and the boosting classi�cation strategy to locate the eyes, 
we use the LVQ classi�er to detect face orientation. We mounted a USB camera on a laptop to 
test the e�ectiveness of the Haar-like feature on eye detection. Further study shows the proposed 
technique also has good performance on the IP camera and other types of surveillance cameras. 
We utilized the combination of the onsite surveillance camera and RFID reader to address the self-
service passenger pass. �e key techniques focus on the e�ectiveness of the onsite face detection 
and the online SR reconstruction for the LR ID electronic photos.
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Abstract

Research in clinical and medical data has proliferated with the advent of Big Data 
technologies like Apache Hadoop. While traditional analytics were carried out in 
stand-alone machines, Big Data requires parallel processing capabilities due to the 
ever-increasing data volume. �ese parallel processing tools facilitate information 
aggregation and analytics of varieties of data, thereby enabling the market of health 
care industries and medical informatics. Big Data analytics in the health care domain 
enables many useful tasks like clinical outcome prediction, decision support systems 
for assisting physicians, and disease surveillance, thus enhancing health care systems. 
�is chapter introduces the potential of Big Data in the �eld of health care and bioin-
formatics. We also give an overview of how structured and unstructured data in the 
form of electronic health records, patient reports, clinical images, genomic data, etc., 
are managed and analyzed. �e general architecture and capabilities of Big Data in 
health care will also be outlined. �is chapter will also discuss the application of the 
MapReduce framework in the health care domain and case studies that utilize data 
mining techniques for various clinical predictions using di�erent types of data. We 
also present the security and privacy issues that have loomed large with the increase in 
opportunities for Big Data analytics in health care.

4.1  Introduction
�e tremendous increase in the volume of data has led to the emergence of Big Data platforms in 
the Internet industry. Big Data refers to a “vast amount of data, which cannot be e�ectively pro-
cessed, captured and analyzed by traditional database and search tools in a reasonable amount of 
time” (Shivakumar 2013). �e range of data has increased from kilobytes to megabytes, gigabytes, 
terabytes (1012), petabytes (1015), exabytes (1018), zettabytes (1021), and so on, thus becoming a fast-
moving target. �is chapter introduces the realm of Big Data in the �eld of health care and bio-
informatics. Health care data include electronic health records (EHRs), medical images, doctor’s 
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prescriptions, laboratory results, gene expression data from microarray experiments, machine- and 
sensor-generated data, data from social media, etc. �e advent of Big Data technologies, such as 
Apache Hadoop, facilitates information aggregation and analytics of varieties of data, thereby 
enabling the market of health care industries and medical informatics. Big Data analytics in the 
health care domain provides many useful functions, such as clinical outcome prediction, deci-
sion support systems for assisting physicians, and disease surveillance, thus enhancing health care 
systems. �is chapter gives an overview of how structured and unstructured data in the form of 
EHRs, patient reports, clinical images, genomic data, etc., are managed and analyzed. �e general 
architecture of Big Data in health care is also outlined. With the increase in opportunities for Big 
Data analytics in health care, security and privacy concerns have also loomed large. �is chapter 
also discusses the state of the art of Big Data analytics and data mining in health informatics and 
the related privacy and security issues.

4.2  Place of 5 Vs in Health Informatics
Data sets of size above 1015 (petabytes) are generally agreed upon as Big Data. However, this 
size is quite rare in the health informatics domain, and hence a more general de�nition would 
be the one given by Demchenko et al. (2012), which de�nes Big Data using 5 Vs Volume, 
velocity, and variety are the commonly accepted 3 Vs, and veracity and value are the two more 
that have been added over time. Data from biological and health care domains exhibit most of 
these properties.

4.2.1  Volume

In health informatics, the large amount of records related to a patient contributes to the volume. 
For example, gene expression data, which measure thousands of genes in parallel for each patient, 
EHRs, MRI images, etc., require huge storage space.

4.2.2  Velocity

Big velocity occurs when new data evolve over time at enormous speed. Consider, for example, 
data generated by sensors used to monitor a patient’s condition or the large number of tweets to be 
analyzed to predict the spread of an epidemic.

4.2.3  Variety

Big variety attributes to data sets gathered from di�erent sources with a large amount of several 
types of independent attributes, for instance, search query data from di�erent age groups that use 
a search engine or complex data sets that need to be tackled at many levels.

4.2.4  Veracity

Veracity in the case of health data arises when dealing with incomplete, noisy, or erroneous data. 
Such discrepancies can happen as part of faulty sensors, devices, microarray experiments, or errors 
in information stored in databases.
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4.2.5  Value

�e health care data gathered from di�erent sources are of high value as they provide insight to 
clinicians and enable them to make decisions, thus providing quality health care to patients.

4.3  Sources and Types of Biological Big Data
�is section discusses the sources and types of Big Data arising in the biological and health care 
domain including genomic data, EHRs, machine-generated data, and behavior data.

4.3.1  Genomic Data

�ere are �ve main categories of data that arise in bioinformatics research: (a) microarray data; 
(b) DNA, RNA, and protein sequence data; (c) protein–protein interaction data; (d) pathway data; 
and (e) gene ontology (GO).

4.3.1.1  Microarray Data

Microarray technologies, such as oligonucleotide arrays and cDNA microarrays, help to moni-
tor thousands of genes in parallel. Data arising from these experiments, also called gene expres-
sion data, have been used by the research community to gain insight into gene functions and 
related diseases. A gene expression data set can be represented by a real-valued expression matrix 
as shown in Figure 4.1 in which rows form the expression pro�les of samples, columns represent 
the expression patterns of genes, and each cell is the measured expression level of gene in sample. 
�e original data obtained from microarray experiments contain noise, missing values, and sys-
tematic variations arising from the experimental procedure. Data preprocessing is applied on these 
data, and data mining tasks, such as clustering and classi�cation, help to unveil hidden structures 
within these data sets (Jiang et al. 2004). Predicting the subtype of disease, such as cancer, and 
understanding the cellular processes are typical tasks performed on gene expression data.

4.3.1.2  DNA, RNA, and Protein Sequence Data

DNA sequencing is used to discover the structure of DNA, RNA, and protein. It helps to under-
stand genomes and proteins and how they are associated with diseases and phenotypes. It can also 

Samples
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Gene identifiers Sample type
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class labels

Normalized gene
expression levels

Figure 4.1 Gene expression data
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be used for drug target identi�cation, mutation identi�cation, detection of viruses, etc. Sequence 
alignment and database search are the associated analytics tasks used to analyze these sequence 
data. Owing to the massive amount of data that are being generated, next-generation sequencing 
or high-throughput sequencing technologies have evolved and remain the interest of biomedical 
researchers.

4.3.1.3  Protein–Protein Interaction Data

Protein–protein interactions convey signi�cant information about biological processes by deter-
mining the physical contacts between proteins. Several �elds, such as biochemistry, quantum 
chemistry, molecular dynamics, and signal transduction, exploit these data to study about the 
interactions occurring between proteins.

4.3.1.4  Pathway Data

Pathway analysis helps to extract di�erentially expressed genes associated with a disease.

4.3.1.5  Gene Ontology

GO represents gene products based on associated biological processes, cellular components, and 
molecular functions in a species-independent manner. �e GO database consists of GO terms, a 
name associated with it, and the domain to which it belongs. �e GO is represented as a directed 
acyclic graph, and the terms in a domain will have relationships with those within the domain and 
to other domains.

�e major sources of all the �ve types of genomic data discussed above are listed in Table 4.1.

Table 4.1 Types and Publicly Available Sources of Genomic Data

Type of Data Sources

Microarray data ArrayExpress
Gene Expression Omnibus (GEO)
Stanford Microarray Database (SMD)
Cancer Genome Anatomy Project (CGAP)

DNA, RNA, and 
protein sequence 
data

DNA Data Bank of Japan
Ribosomal Database Project (RDP)
microRNA database (miRBase)
European Molecular Biology Laboratory (EMBL) 

Protein–protein 
interaction data

Database of Interacting Proteins (DIP)
Search Tool for the Retrieval of Interacting Genes/Proteins (STRING)
Biological General Repository for Interaction Datasets (BioGRID)
Biomolecular Interaction Network Database (BIND)

Pathway data Kyoto Encyclopedia of Genes and Genomes (KEGG)
Reactome
Pathway Commons 

Gene ontology AmiGO, DAG-Edit, OBO-Edit
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4.3.2  Clinical Data

4.3.2.1  Structured Electronic Health Record

�e International Organization for Standardization (ISO) de�nes EHR as a “repository of patient 
data in digital form, stored and exchanged securely, and accessible by multiple authorized users” 
(ISO/TR 20514:2005). �ese data are essential for clinical decision making to improve health 
care systems. �e main types of EHR include the electronic medical record (EMR), departmental 
EMR, interdepartmental EMR, electronic patient record, electronic hospital record, electronic 
health care record, clinical data repository, and many others (Häyrinen et al. 2008). Some publicly 
available EHR data sets are listed in Table 4.2.

4.3.2.2  Unstructured EHR

Apart from structured EHR, �oods of unstructured data arise in the health domain, and they 
require human intervention to interpret properly. �ese include machine-written and handwritten 
information on unstructured paper forms, scanned medical reports, diagnostic images, invoices 
and purchase orders, medical claims, audio voice dictations, email messages and attachments, 
typed transcriptions, etc. Unstructured data account for more than 80% of the data in health 
informatics. It has also been estimated that about 60% of information among 1.2 billion clinical 
documents produced in the United States is in unstructured form (Data Mark Incorporated 2013). 
Table 4.3 lists two publicly available data sets comprising clinical texts, which can be analyzed 
using natural language processing.

4.3.2.3  Medical Images, Biometric Data, 
and Other Machine-Generated Data

Medical images, such as magnetic resonance imaging, x-ray, and radiographic images, and bio-
metric data, such as �ngerprints, retinal scans, genetics, and handwriting, also contribute to 

Table 4.2 Publicly Available EHR Data Sets

Data Set Link

Texas hospital inpatient discharge http://www.dshs.state.tx.us/thcic/hospitals/Inpatientpudf 
.shtm

Framingham health care data set http://www.framinghamheartstudy.org/researchers /descrip 
tion-data/index.php

Medicare basic stand alone claim 
public use files

http://resdac.advantagelabs.com/cms-data/files/bsa-puf

VHA medical SAS data sets http://ecp.acponline.org/mayjun02/murphy.htm

CA patient discharge data http://www.oshpd.ca.gov/HID/Products /PatDischargeData 
/PublicDataSet/index.html

Nationwide inpatient sample https://www.hcup-us.ahrq.gov/nisoverview.jsp

MIMIC II clinical database https://physionet.org/mimic2/index.shtml

http://www.dshs.state.tx.us/thcic/hospitals/Inpatientpudf.shtm
http://www.dshs.state.tx.us/thcic/hospitals/Inpatientpudf.shtm
http://resdac.advantagelabs.com/cms-data/files/bsa-puf
http://ecp.acponline.org/mayjun02/murphy.htm
https://www.hcup-us.ahrq.gov/nisoverview.jsp
https://physionet.org/mimic2/index.shtml
http://www.framinghamheartstudy.org/researchers /descrip

tion-data/index.php
http://www.framinghamheartstudy.org/researchers /descrip

tion-data/index.php
http://www.oshpd.ca.gov/HID/Products /PatDischargeData

/PublicDataSet/index.html
http://www.oshpd.ca.gov/HID/Products /PatDischargeData

/PublicDataSet/index.html
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clinical Big Data. Researchers have been automating the processing of medical images to identify 
abnormalities so as to aid radiologists and doctors in disease diagnosis. Readings from remote sen-
sors and other devices that are used to monitor patients also form signi�cant clinical data sources. 
Table 4.4 lists the publicly available MRI and mammogram image databases.

4.3.3  Behavior Data

Behavior data include web and social media data, for instance, clickstream and interaction data 
from social networking sites, such as Twitter. Several studies show that the posts generated over 
these sites play a signi�cant role in detection of epidemics and �us, etc. Hence, analyzing health-
related data from these sources is of potential value.

4.4  Big Data Capabilities in Health Care
Big Data o�ers tremendous opportunities and capabilities that can assist the health care industry 
to leverage e�ective Big Data-based strategies.

4.4.1  Data Analytics

Data analytical capability refers to the analytical techniques used to process huge volumes of 
data arising from a variety of sources with high velocity. �e analytics starts by collecting data 
in the health care domain, storing them in distributed databases outside the health care sectors, 

Table 4.3 Unstructured EHR Data Sources

Data Set Link

i2b2 Informatics for integrating 
biology & the bedside

https://www.i2b2.org/NLP/DataSets/Main.php

Computational medicine center http://computationalmedicine.org/challenge/previous

Table 4.4 Publicly Available Medical Image Databases

Image Database Link

Cancer imaging archive 
database

https://public.cancerimagingarchive.net/ncia/dataBasket 
Display.jsf

Digital mammography 
database

http://marathon.csee.usf.edu/Mammography/Database.html

Public lung image database https://veet.via.cornell.edu/lungdb.html

Image CLEF database http://www.imageclef.org/2013/medical

MS lesion segmentation http://www.ia.unc.edu/MSseg/download.php

ADNI database http://adni.loni.usc.edu/data-samples/access-data/

https://www.i2b2.org/NLP/DataSets/Main.php
http://computationalmedicine.org/challenge/previous
http://marathon.csee.usf.edu/Mammography/Database.html
https://veet.via.cornell.edu/lungdb.html
http://www.imageclef.org/2013/medical
http://www.ia.unc.edu/MSseg/download.php
http://adni.loni.usc.edu/data-samples/access-data/
https://public.cancerimagingarchive.net/ncia/dataBasket

Display.jsf
https://public.cancerimagingarchive.net/ncia/dataBasket

Display.jsf
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�ltering them, and analyzing them to integrate meaningful outcomes for the data warehouse. �e 
unstructured data collected from multiple sources can be stored in Hadoop distributed �le system 
(HDFS) and NoSQL databases and retrieved upon user queries. NoSQL databases help in storage 
and retrieval of both unstructured and semistructured data from di�erent sources in multiple for-
mats in real time. �e HDFS and MapReduce framework provides analytical capabilities, which 
are discussed in detail in Section 4.5.1. �e results of analytics can be stored in a data warehouse, 
making it accessible for decision making.

4.4.2 Decision Support

Decision support capability emphasizes the ability to produce reports about daily health care ser-
vices to take appropriate actions and help in the decision-making process. Sharable information in 
the form of reports and summaries, statistical analysis, and comparison of time series data facili-
tate decision making. �is information can be utilized to devise personalized health care services, 
disease surveillance, and giving warning about the outbreak of �u, etc.

4.4.3  Predictive Capability

Predictive capability is “the ability to apply diverse methods from statistical analysis, modeling, 
machine learning, and data mining to both structured and unstructured data to determine future 
outcomes” (Zikopoulos 2012, cited in Wang et al. 2016). Wessler (2013, cited in Wang et al. 2016) 
de�nes predictive capability as “the process of using a set of sophisticated tools to develop models 
and estimations of what the environment will do in the future.” Both these de�nitions portray the 
relevance of predicting future trends, hence making recommendations. Predictions are made pos-
sible through analytical engines incorporating machine learning and data warehousing. Predictive 
analysis helps to alleviate uncertainty and enables clinicians to develop preventive care.

4.5  Big Data Architecture in Health Care
�e architecture for traditional health care analytics is modi�ed to accommodate huge volumes 
of data coming from heterogeneous sources. Although traditional analytics were carried out in 
standalone machines, Big Data urges the need for parallel processing capabilities due to the ever-
increasing data volume. Figure 4.2 shows the general architecture of Big Data analytics. Among 
the Big Data platforms and tools, MapReduce framework on top of HDFS is the most popular 
one. Hadoop is a software platform that provides distributed storage and computational require-
ments. It follows a distributed master–slave architecture comprising a HDFS for storing data 
and MapReduce for performing computations on data distributed over HDFS. MapReduce is a 
programming framework that allows a programmer to de�ne two functions, namely, map and 
reduce, for processing huge volumes of distributed data. It follows functional programming para-
digms and permits a high degree of parallelism. �e workload is divided across a number of 
machines called nodes, which together form a cluster. Taylor et al. (2010) give an overview of the 
applications of Hadoop in bioinformatics applications, such as next-generation sequencing, gene 
set enrichment analysis, and multiple sequence alignment.

Wang et al. (2016) give a conceptual architecture of Big Data analytics in health care, con-
sisting of �ve layers: data, data aggregation, analytics, information exploration, and Big Data 
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governance. �e components at these levels perform functions that can turn health care data into 
meaningful information through analytical capabilities, which is depicted in Figure 4.3.

1. Data layer. �is layer comprises all data sources, including structured and unstructured 
EHR, data from health monitoring devices, clinical images, etc., collected from di�erent 
locations inside or outside the hospital and stored in databases or distributed systems.

 2. Data aggregation layer. �is layer handles data from various sources by performing data 
acquisition, transformation, and storage. �ese data are then loaded into HDFS or in 
Hadoop cloud for processing.

 3. Analytics layer. �is layer processes the variety of data stored in HDFS and carries out ana-
lytics. Data analysis can be divided into three major components: Hadoop MapReduce, 
stream computing, and in-database analytics. MapReduce is the popular programming 
model used for Big Data analytics, and it provides parallel processing capabilities. Stream 
Computing caters stream data processing in real time. In-database analytics deals with 
processing data within the data warehouse and provides secure analysis for con�dential 
information.

 4. Information exploration layer. �is layer generates outputs of various analytics tasks in the 
form of reports and summaries. �ese outputs and predictions help clinicians to do real-
time monitoring of health and disease.

 5. Big Data governance layer. �e Big Data governance layer a�ects all of the logical layers. 
�is layer is composed of master data management (MDM), data life cycle management, 
and data security and privacy management. MDM involves processes, governance, policies, 
standards, and tools for managing data. Data life cycle management is the process of manag-
ing information throughout its life cycle, including archiving data, maintaining the data 
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Systems, 1, 2014.)
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warehouse, testing and delivering di�erent application systems, and deleting and disposing 
of data. Data security and privacy management provides security to data stored by controlling 
access and providing authentication.

4.5.1  Application of MapReduce Framework

�e MapReduce framework on top of HDFS has been widely used in processing health care 
domains as it provides a high degree of parallelism. Parallelism is achieved by breaking processing 
into small tasks across a number of nodes in the cluster. Mohammed et al. (2014) present a review 
of the applications of the MapReduce framework for health care data.

Aphinyanaphongs et al. (2013) used the MapReduce algorithm to identify unproven cancer 
treatments from the Internet. Identifying unproven treatments is important as people rely on the 
Internet for browsing information about their diseases. �e authors collected web page corpus 
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related to unproven treatments and stored them in HDFS. For feature selection, generalized local 
learning—Markov blanket that implements Markov blanket and Markov boundary—to �nd the 
optimal feature subset is used. A support vector machine (SVM) and logistic regression are used 
for classi�cation.

Meng et al. (2011) proposed an ultrafast and scalable cone–beam computed tomography recon-
struction algorithm using MapReduce in a cloud computing environment. �e authors reported 
using the Feldcamp–Davis–Kress algorithm to a MapReduce implementation to achieve speedup. 
�e map functions are used to �lter and back-project subsets of projections and reduce functions 
to aggregate that partial back-projection into the whole volume. �e speedup of reconstruction 
time was found to be roughly linear with the number of nodes employed. Faster reconstruction 
was made possible by allocating a higher number of nodes.

Markonis et al. (2012) proposed two approaches for content-based image indexing using the 
MapReduce framework: component-based versus monolithic indexing. A cluster of heterogeneous 
computing nodes is set to run a maximum of 42 concurrent map tasks. �e authors implemented 
MapReduce algorithms for three medical image processing scenarios: (a) parameter optimization 
for lung texture classi�cation using support vector machines, (b) content-based medical image 
indexing, and (c) three-dimensional directional wavelet analysis for solid texture classi�cation.

�e MapReduce programming framework has also been used to perform face matching, iris 
recognition, and �ngerprint recognition. Kohlwey et al. (2011) built a prototype system for search-
ing biometric data in the cloud and �nd matches with synthetic human iris images. �e authors 
used Apache MapReduce with HDFS, HBase, and Zookeeper for facilitating distributed comput-
ing. �e Iris ID SDK, which is an implementation of the well-known Daugman’s algorithm, is 
used to segment images and produce iris codes. Blocks of iris biometric templates are scanned 
in parallel, and matching is performed using the simple hamming distance. Omri et al. (2012) 
developed an application in which a mobile phone is used to capture biometrics to safely access 
the cloud. �e authors used JQuery, which is used for building web pages, and biometric capture 
and recognition are performed. �e Hadoop platform is used to establish connection between a 
mobile user and the server in the cloud.

Zhang et al. (2015) proposed a task-level MapReduce framework for processing streaming data 
in health care applications. �e generic MapReduce framework is extended by making each map 
and reduce task a consistent running loop daemon. In this approach, instead of fetching static data 
from HDFS, stream data cached in HDFS are fetched repeatedly by the map task, and interme-
diate key value pairs are given to the corresponding reduce tasks. �e authors also present a case 
study of streaming data from wearable devices used to monitor patients’ health.

Wang et al. (2013) developed a parallel version of the random forest algorithm using MapReduce 
on top of Hadoop for large-scale population genetic association studies involving multivariate traits. 
�e algorithm is applied to a genome-wide association study on Alzheimer’s disease consisting of a 
high-dimensional neuroimaging phenotype describing longitudinal changes in human brain struc-
ture. �e parallel algorithm achieved signi�cant speedup for processing these large-scale data.

4.6  Data Mining for Big Data Analytics
�e increasing health care Big Data o�ers tremendous capabilities in assisting clinicians and build-
ing decision support systems. Data mining techniques are found to be useful to make predictions 
from the clinical and health-related data. �e following sections present case studies that utilize 
data mining techniques for various clinical predictions using di�erent types of data discussed so far.
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4.6.1  Prediction of Clinical Outcome from Microarray Data

Case Study 1
A gene expression pro�ler is proposed by Haferlach et al. (2010) to classify patients into 18 dif-
ferent subclasses of either myeloid or lymphoid leukemia. A total of 3334 patient samples were 
considered in which 2143 were used for training and 1191 for testing, and 54,630 gene probe 
set samples from each patient were considered (3334 × 54,630 ≈ 182,000,000). An all-pairwise 
approach using the trimmed mean of di�erences between perfect match and mismatch intensities 
with quantile normalization signals was used for multiclass classi�cation. �ere were 153 distinct 
class pairs for 18 classes and a linear binary SVM was used for every class pair. �e method was 
tested by 30-fold cross-validation in which the top 100 probe sets with the highest t statistic for 
each pair were chosen for each of the 30 runs. �e method attained a speci�city of 99.7% and an 
accuracy of 92.2%. In another experiment with test sets, speci�city was found to be 99.8% and 
95.6% for classifying acute leukemia into six lymphoid and eight myeloid subclasses.

Case Study 2
In a study by Salazar et al. (2010), the gene expression signature associated with the risk of recur-
rence in patients with stage II or III colorectal cancer was considered. Training data were collected 
over a 19-year period (1983–2002) from three di�erent institutions from di�erent counties and 
the validation set over 8 years (1996–2004) from another institution from a di�erent country. A 
total of 33,834 gene probes were considered initially, and feature selection was used to �nd probes 
strongly correlated with the 5-year distant metastasis-free survival by performing a t test. Finally, 
a set of 18 gene probes were chosen. �e authors used a nearest centroid-base classi�er for classi�-
cation. �e aim was to classify patients as low risk or high risk of disease recurrence. It was found 
that two thirds of patients with stage II colon cancer are at low risk of recurrence, and hence, they 
don’t require adjuvant chemotherapy, and 25% to 35% of patients will experience recurrence of 
cancer within 5 years after surgery.

4.6.2  Clinical Prediction from MRI Images

Magnetic resonance imaging (MRI) data can be used to make predictions by processing images 
of suspected areas.

Case Study 1
Estella et al. (2012) suggested a method to place patients into three classes: completely healthy, 
mild cognitive impairment, and already has Alzheimer’s. �e study used 240 GB of brain image 
data for 1200 patients stored by the Alzheimer’s Disease Neuroimaging Initiative. �e method 
involves spatial normalization, extraction of features, feature selection, and patient classi�cation. 
Two subgroups of features—332 morphological and 108 mathematical features—were extracted 
initially. Morphological features include area centroid, major axis length, whole matter volumes, 
etc., and mathematical features include mean, cosine transform coe�cients, Euclidean distance, 
etc. Another group that consists of features from both these subgroups is termed a mixed group. 
Mutual information (MI) along with the minimal redundancy–maximal relevance criterion 
(mRMR) is used for feature selection. MI determines the dependence between two given vari-
ables, and the mRMR selects features correlated to the �nal prediction by removing redundant 
features. A fuzzy decision tree, an extension to the traditional decisions to handle fuzzy data, 
is used for classi�cation. Results indicate that, using a minimal number of morphological and 
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mathematical features, the proposed method could e�ciently classify patients into three classes of 
Alzheimer’s disease.

Case Study 2
Yoshida et al. (2013) proposed a method to combine clinical features of patients and MRI images 
consisting of millions of voxels. A voxel is a point on a grid in 3-D space. �e authors used 
radial basis function–sparse partial least squares (RBF-sPLS) to select clinical features as well as 
brain regions. Feature selection and dimensionality reduction were performed simultaneously. 
�e method was tested on a dataset of 102 patients having chronic kidney disease, and 73 clinical 
features and around 2.1 million voxels from the MRI data were gathered. RBF-sPLS could extract 
two regions from the brain: the temporal lobe, which is associated with aging, and the occipital 
lobe associated with anemia. It was also found that clinical variables related to chronic kidney 
disease and the bilateral temporal lobe of the brain are strongly correlated. Hence, this research 
proved to be useful for physicians to determine if a patient has kidney disease or is likely to have 
kidney disease, etc. It will also be promising if correlations between MRI and other diseases could 
be found so that diagnosis and treatment can be made at an early stage.

4.6.3  Prediction of Intensive Care Unit Readmission and Mortality Rate

�e following sections present prediction of intensive care unit (ICU) readmission, mortality rate, 
and 5-year life expectancy rate after discharge from ICU. Life expectancy rate predicts the likelihood 
of a patient’s survival within a period of 5 years. �ese studies allow physicians to determine whether 
to extend the ICU stay of patients and whether they need more treatment after discharge.

Case Study 1
Fialho et al. (2012) present a method to predict ICU readmission of patients after discharge. �e 
authors used the Multiparameter Intelligent Monitoring for Intensive Care (MIMIC II) database, 
which consists of ICU patients admitted to the Beth Israel Deaconess Medical Center, collected from 
2001 to 2006. �e database is anonymized by removing protected information. �e MIMIC II data-
base has 26,655 patients, of which 19,075 are adults (>15 years old at the time of admission). �e data-
base consists of high-frequency sampled data from bedside monitors, clinical data (laboratory tests, 
physicians’ and nurses’ notes, imaging reports, medications, and other patient-related data), and demo-
graphic data. From the data set of 25,549 patients, a reduced set of 1267 patients was chosen based on 
the criteria shown in Figure 4.4. �e �nal prediction of these patients after discharge is also depicted.

Two feature selection methods—sequential forward selection (SFS) and sequential backwards 
elimination (SBE) feature selection—are used. SFS starts with a single feature and keeps on add-
ing features in each iteration until the best set is found, following a bottom-up approach. SBE, on 
the other hand, starts with the entire set of features and removes one feature in each iteration until 
the best set is found, which is a top-down approach. SFS gave better results in terms of area under the 
curve than SBE. Six physiological features from 24 original features were chosen by SFS: mean heart 
rate, mean temperature, mean platelets, mean blood pressure, mean SpO2, and mean lactic acid. 
Takagi-Sugeno (TS) fuzzy modeling is used for classi�cation. If-then rules and logical connectives are 
formulated using this model to make the connection between selected features and �nal prediction.

Case Study 2
In another study, Mathias et al. (2013) tried to predict whether a patient dies within 5 years of dis-
charge from the ICU using an ensemble index. �e data set consisted of 7463 patients taken from an 
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EHR with 980 attributes for each patient. Only patients older than 50 years were considered because 
increasing age was a signi�cant prediction factor for this study. Another requirement was that the 
patient should have had at least one hospital visit during the year 2003. Correlation feature selec-
tion (CFS) along with greedy stepwise search was used to select features from the original set. �is 
method yielded a subset of 52 features, which was further reduced manually, followed by another 
application of CFS resulting in a subset of 23. Another attribute, gender, was added to make a �nal 
subset of 24 variables. After ranking using information gain, six attributes were considered, namely, 
age, comorbidity count, amount of hospitalization a year prior to admission, high blood urea nitro-
gen levels, low calcium, and mean albumin. For classi�cation, rotation forest ensembling with an 
alternating decision tree (ADT) was used with tenfold cross-validation. �e RFE algorithm is an 
ensemble of decision trees in which each tree is assigned a subset of features randomly chosen, and 
principle component analysis is applied to each subset. �e ADT is a decision tree that has a “prob-
ability of class membership” prior to each terminal node, and all these values along an instance’s path 
are summed up to predict its class. �e authors also present the results of two other life expectancy 
indices, namely, the modi�ed Walter life expectancy index and Charlson comorbidity index, and the 
proposed method achieved better precision and recall.

MIMIC II
(n = 25,549)

Patients>15 yr
ICU stay>24 h

n = 19,075

n = 3,034

n = 1,267

Survived
n = 1,028

Not readmitted in 24–72 h
n = 893

Readmitted in 24–72 h
n = 135

Not survived
n = 239

Data preprocessing (removal
of missing data and outliers)

Figure 4.4 Patient Selection Scheme. (Reprinted from Fialho, A. S. et al., “Data mining using 
clinical physiology at discharge to predict ICU readmissions,” Expert Systems with Applications, 
39, 18, 2012: 13158–1316, 3907560873345[2016] with permission from Elsevier.)
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4.6.4  Mining Data from Social Media

Apart from traditional data generated from clinicians, hospitals, and laboratories, data generated 
from social media platforms such as Twitter, discussion forums, etc., also serve as a potential 
source of Big Data. Mining these data adds value to the modern health care domain and poses 
several challenges, such as text mining, handling noisy and missing data, etc. �e case studies 
given below describe how data from discussion forums can be mined for personalized health care 
and how an outbreak of an epidemic can be predicted from Twitter posts. Mining social media 
data helps to get spatiotemporal information about disease outbreaks, real-time tracking of harm-
ful and infectious diseases, increasing the knowledge of various diseases, and providing a platform 
for people to get information about their health-related questions.

4.6.4.1  Use of Data from Discussion Forums

Case Study 1
Social media and the Internet have been used for searching and sharing medical data. An online 
forum to maintain the health state of patients and to share information on patients having a 
similar state is suggested by Rolia et al. (2013). �e system is tested with the case of Type II dia-
betes. �e authors generated synthetic EMR with the aid of medical professionals to determine 
the clinical state of patients and �nd similar patient information while browsing and rank simi-
lar topics in the discussion forum. �e authors also created possible clinical pathways related to 
patients having diabetes and simulated the model with 1000 synthetic patient data. Further, a set 
of clinical states, such as healthy or undiagnosed, newly diagnosed diabetes, uncontrolled diabe-
tes, controlled diabetes, controlled diabetes with complications, and poorly controlled diabetes, 
are de�ned, and patients are classi�ed into one of these states through a rule-based system. Posts 
from two forums, namely, Diabetes Forum (www.diabetesforum.com) and Diabetes Daily (www 
.diabetesdaily.com), are collected and assigned a score by medical experts. �is score indicates the 
percentage of views of a particular post by patients in a state de�ned above. �e cosine similarity 
between each state using the weights determined by each of the selected posts was calculated, and 
topics were ranked based on correlation to current user’s state. �e patients can also give a score of 
1–5 or like/dislike a post so that ranks change over time. �e prototype was tested with synthetic 
data and appears to be helpful to engage patients in their own health care.

Case Study 2
Another platform for sharing patient experience is suggested by Ashish et al. (2012). �e Abzooba 
Smart Health Informatics Platform (SHIP) described in this work abstracts and mines patient 
experiences and provides retrieval capabilities. �is study uses 400,000 posts collected from dis-
cussion forums, such as Inspire and Medcare. A distillation pipeline that combines natural lan-
guage processing, machine learning, and ontologies is at the core of SHIP (Figure 4.5).

Fifty facts and experiences are abstracted after applying machine learning techniques to the 
posts collected from the forums. Elementary extraction, the �rst step of this system, parses using 
HTML and extracts information such as how many replies are received, etc., and assigns a unique 
ID to each of the posts in the forum. �e next step is the entity extraction step in which elements 
related to health, such as drugs, side e�ects, treatments and procedures, adverse events, etc., are 
extracted using ontology, such as the uni�ed medical language system. In the next stage, the sys-
tem classi�es whether each post is related to one of the �ve categories: personal experience, advice, 
information, support, and outcome. Five classi�ers are built, and a J48 decision tree algorithm is 

http://www.diabetesforum.com
http://www.diabetesdaily.com
http://www.diabetesdaily.com
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employed for classi�cation. Finally, the data from all the previous steps are aggregated. As a case 
study, the authors chose the scenario of a patient having a severe cough after using a drug called 
Tarceva. �e patient searches to see if coughing is a side e�ect of that drug, but does not �nd any 
such information on the Traceva website or any related sites. But coughing has been given as a 
side e�ect of the drug on the authors’ site, and suggestions on how to deal with it could also be 
extracted. �e precision and recall of all the �ve classi�ers reported are found to be promising. 
�ese studies throw light into how data across discussion forums could be used, but it is di�cult 
to see if this could be applied in real-world scenarios.

4.6.4.2  Analyzing Tweets to Predict the Spread of Diseases

Twitter is a popular social networking site on which users can post messages of up to 140 char-
acters. �ese messages are called Tweets and, as per Statistic Brain (2015), currently has about 
645 hundred million members worldwide with around 58 million Tweets per day.

Case Study 1
Signorini et al. (2011) present a study in which they analyze Twitter data to predict the spread 
of in�uenza disease. �ey collected Tweets from April 29, 2009, based on some search keywords 
related to in�uenza, such as swine, �u, vaccine, in�uenza, etc., using Twitter’s new streaming 
application programmer’s interface (API). �e intention is to monitor in�uenza-related tra�c 
within the United States, and hence, Tweets arising outside the United States are excluded. Tweets 
having fewer than �ve characters and comprising non-ASCII characters are also excluded. A dic-
tionary of English words is created by excluding commonly used informal words. To reduce the 
dictionary size, in�ected words are converted to root words, using Porter’s stemming algorithm 
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Figure 4.5 Distillation pipeline. (Reprinted from Ashish, N. et al., “The Abzooba Smart Health 
Informatics Platform (SHIP) TM-From Patient Experiences to Big Data to Insights,” arXiv pre-
print arXiv:1203.3764[2012].)
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(e.g., “knowing” becomes “know”). �e usage statistics for dictionary words are then compiled 
from data across all valid Center for Disease Control and Prevention (CDC) in�uenza reporting 
region levels.

In order to estimate the weekly in�uenza-like illness (ILI) epidemic status, support vector 
regression is used, which is a generalized version of SVM. When data are not linearly separable, 
a kernel function is used to map data into high-dimensional space. In this work, authors used 
a polynomial kernel function. In this model, a Tweet is considered as a data point. Dictionary 
words that occur more than 10 times per week represent features. �e fraction of each Tweet that 
contains the corresponding dictionary word denotes the value of that feature.

Case Study 2
Achrekar et al. (2012) developed a data collection framework—Social Network-Enabled Flu 
Trends (SNEFT)—to monitor Tweets related to in�uenza, thereby predicting the spread of the 
disease. Tweets related to �u and the pro�le of users who tweeted on the disease collected from 
October 18, 2009, were the data set used. An Online Social Network (OSN) crawler is used 
to retrieve Tweets using keywords such as �u and swine �u and to store information about the 
Tweets, including location and relative keyword frequency.

�e CDC is a body that monitors ILI on a weekly basis using reports prepared by doctors 
manually. �ese reports are also collected from the Internet. In 2009–2010, the analysis of Tweets 
gave a correlation coe�cient of 0.98 showing that in�uenza is a larger issue, but in the 2010–2011 
period, it dropped to 0.47 due to the presence of spurious messages. Hence, authors applied text 
mining to eliminate spurious Tweets. Decision tree, SVM, and naïve Bayes are the classi�cation 
methods chosen among which SVM outperformed the other two in terms of precision and recall. 
Some additional con�gurations are set up for improved learning. Data cleaning is also done to 
remove re-Tweets—that is, a Tweet initially posted by someone and forwarded by others. Logistic 
auto regression moving average is the prediction model used to predict CDC statistics by analyz-
ing Tweets and CDC reports. Current ILI activity is predicted from past weeks using the auto 
regression model. A logit link function is also used for CDC reports, and logarithmic transforma-
tion is applied to Twitter posts. �e authors also studied the prediction of �u in speci�c regions of 
the United States and among di�erent age groups of people. It is also found that Twitter data and 
ILI reports are strongly correlated. �e model could give timely updates about the percentage of 
visits by physicians. �e model is found to be e�ective to create public awareness about in�uenza 
by processing Tweets.

4.7  Challenges and Issues
As data in the health care domain arise from multiple sources, such as medications, laboratories, 
and medical procedures, the main concern is to address the issue of integrating data from these 
sources. Data from devices may also contain noisy and missing data, which necessitates data 
cleaning and normalization. Other issues include the violation of privacy and security of patient 
information, which are discussed in the following sections.

4.7.1  Security and Privacy in Health Care Data Analytics

With the data deluge in health care, several security and privacy issues have also emerged, which 
put sensitive data at risk. Several security breaches of EHR that violate patient privacy and the 
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Health Insurance Portability and Accountability Act (HIPAA) and the Health Information 
Technology for Economic and Clinical Health (HITECH) Act in the United States have been 
reported over the years. According to recent research (Ponemon Institute 2015), more than 90% 
of health care organizations chosen for the study had a data breach, and 40% had more than �ve 
data breaches over the past 2 years. �e average cost of a data breach was reported to be more 
than $2.1 million.

In another incident (McCann 2013) Kaiser Permanente (an integrated managed care con-
sortium in the United States) noti�ed 49,000 patients that their health information was com-
promised due to the missing unencrypted USB drive at Anaheim Medical Center. �e USB 
drive contained sensitive information, such as patient names, dates of birth, medication data, 
and medical record details. �ey also noti�ed 670 patients of a HIPAA breach that protected 
medical information, such as names, medical record numbers, email addresses, employers, phone 
numbers, department names, and appointment dates, which was sent as an email to a recipient 
outside Kaiser.

4.7.2  Privacy Preserving Analytics

4.7.2.1  Threat to Health Records

Collection of medical and health care data is essential for monitoring the adverse e�ects of medi-
cines, ensuring safety of new drugs, tracking the spread of new diseases, and various other research 
purposes. Kupwade and Seshadri (2014) discuss security and privacy-related issues. Patient infor-
mation needs to be disclosed in order to ensure quality health care, which, in turn, poses a privacy 
threat. People have no other choice than to disclose sensitive information as it is legally mandatory 
to collect and store it. Personal health records are being used by insurance companies and employ-
ers, thereby putting patient privacy at risk. Including genomic data in the EHR also raises privacy 
concerns. Gymrek et al. (2013) point out that genomic data together with some other information 
can help to identify surnames. Hence, there is a need to protect sensitive data by controlling the 
ways data are stored, accessed, and analyzed. One commonly used method is de-identi�cation 
by which attributes that help to identify a patient are removed. But this approach has several 
problems. First of all, some of the research purposes mentioned above cannot be accomplished 
with these de-identi�ed data due to missing information. Also, it is not clear whether remov-
ing some attributes will provide privacy and whether de-identi�cation makes the health records 
unidenti�able. In addition, there are situations in which patient data need to be identi�ed, such 
as when combining data about patients treated in di�erent locations. It is an arduous task to meet 
all these requirements and simultaneously provide patient privacy. �is paves the way for research 
on developing new methods for secure storage and retrieval of health care data. �ese include 
developing new authorization mechanisms, control access, and better encryption techniques for 
safe transmission of data.

Shin et al. (2013) discuss the need for keeping medical records safe while storing them before 
processing. �ree environments for storing medical records ready for retrieval are considered: a 
plain text environment in which data are not encrypted; Microsoft encryption, which uses encryp-
tion using the built-in tools of Microsoft; and advanced encryption standard (AES) combined 
with the bucket index in Data as a Service (DaaS). �e AES–DaaS mechanism was found to be 
better and more scalable than Microsoft encryption.
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4.7.2.2  Threat to Data from Health Care Devices

�e electronic era has resulted in the deployment of health care gadgets, such as sensors, to 
provide better care for patients. Implantable devices, such as pacemakers and wearable sensors, 
transmit information, which opens up privacy threats. Other vulnerabilities include hacking, 
surveillance, and malware attacks. �e proliferation of wireless communication devices has 
also resulted in interfacing medical equipment with mobile devices for providing better health 
care. Zawoad and Hasan (2012) discuss the threats posed by mobile devices to medical devices 
and how to mitigate these attacks. �ey suggest usage of strong defense against malware and 
denial of service attack, strong authentication and encryption techniques, and intrusion detec-
tion based on anomaly.

All these threats necessitate the need for data anonymization prior to data analytics. Prediction 
algorithms should be able to run and produce accurate results on encrypted data. Hence, accuracy 
and privacy preserving data analytics is gaining popularity these days. �e rise of IoT devices 
allows health records to be stored in the cloud, and hence, data analytics should be performed in 
a distributed manner. But preserving privacy in such environments is a challenging task. Laws 
should be enforced to protect privacy to patients; for example, consent should be obtained from 
patients before disclosing their data for analytical or research purposes. Devising new encryption 
and authentication mechanisms for providing security in data stored in the cloud is also worth 
investigating.

4.8  Summary
�is chapter gives an overview of health care and biological Big Data, the conceptual archi-
tecture of Big Data analytics, and case studies that showcase the capabilities and applications 
of data mining in health informatics and issues, such as threats to privacy and security. It is 
evident that Big Data analytics is able to transform the way huge volumes of data are analyzed 
by leveraging sophisticated technologies. �e health industry has witnessed a rapid increase in 
the deployment of Big Data technologies and tools over the last few years. Traditional machine 
learning techniques have been integrated into the MapReduce framework for dealing with het-
erogeneous biological data. Big Data analytics and data mining on health care data provide 
opportunities for better patient care, diagnosis, and prediction. �e studies discussed in this 
chapter highlight the potential of health care data analytics in this regard. �e techniques 
presented so far can be extended and tested on a variety of other biological data sets arising 
from di�erent sources. However, the ever-increasing volume of data poses several issues and 
challenges. Ensuring privacy and security of patient information and controlling access is an 
additional concern, which has also been discussed in detail. Improving the technologies and 
tools for analytics, parallelization of existing algorithms and ensuring the safety and privacy of 
information will gain the focus of researchers in the future.
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Abstract

Predicting group membership in highly skewed data is a common problem found 
in observational studies. Highly skewed data are also called class imbalanced data. 
Classifiers using class imbalance data will typically create rules that are biased toward 
the overrepresented group. Imbalance is thought to only affect classification when the 
data set is highly imbalanced and relatively small, although no formal definition or 
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study has been proposed to indicate what level of imbalance matters, especially with 
respect to Big Data. Large imbalanced data sets present computational issues beyond 
that of just imbalance, and not all classifiers react the same. We present a formal defi-
nition of imbalance along with an understanding of at what levels researchers should 
consider alternative approaches when faced with large imbalanced data.

5.1  Introduction
One of the more common supervised learning tasks includes prediction of group member-
ship, which is also called classification. In two-group or binary classification, the predicted 
outcome of interest is limited to two classes, namely, y ∈ {G0, G1}. The task of accurately 
predicting group membership is often difficult when dealing with large data sets that have a 
disparity between the two groups. This imbalance is considered a class imbalance problem, 
and it is common for real-world data to have a degree of imbalance. Class imbalance is usually 
associated with extremely skewed data, although technically any disparity can be considered 
imbalance.

The most noticeable issue with class imbalance is that the classifier or learner tends to be biased 
toward the overrepresented or majority group. Because the performance for prediction is based on 
the number of correctly identified samples, the performance metric may remain high, although 
the target of interest is group membership in the underrepresented or minority group.

There are four basic ranges of classification problems, which range from identifying one group 
or one-group classification to full-balance group classification as depicted in Figure 5.1. In a 
dichotomous setting, each group has a class with members sharing similar characteristics and 
that they belong to regardless of class skew. When samples do not share a characteristic in one 
of the groups, the problem becomes an anomaly detection problem, which is different from class 
imbalance.

Class imbalance is common in all data sets, although it is generally applicable in scenarios 
involving high imbalance. Most noticeably, the learning rules generated by the sample data set 
favor the overrepresented group and will perform poorly when new cases belonging to the under-
represented groups are classified. The inherent bias produced is increased when larger levels of 
imbalance exist. Domains impacted by this problem include loan default, fraud detection, and 
observational studies in health care, to name a few. Extreme imbalance ratios, such as 100,000 to 
1, are quite common in these domains (D’Agostino 1998; Chawla et al. 2002; Tian et al. 2010; 
Mendes-Moreira and Soares 2012; Longadge and Dongre 2013).

To further illustrate the problem, we consider a real-world scenario involving loan default. Let’s 
consider the case that observing past data provides evidence that the disparity between groups has 
been observed to be as much as 100 to 1 when loan default is rare with people who have good 
credit. Constructing a classifier for prediction with a 99% accuracy is trivial if we simply classify 
all cases as nondefault regardless of the population size. However, doing so does not aid in identi-
fying members of the default group, which impacts the amount of money we stand to lose.

0%

One class

Each−unique

Anomaly detection

(0−50%)

Imbalance

50%

Full balance

Figure 5.1 Spectrum of the imbalance problem space.



Challenges in Group Membership Prediction of Imbalanced Big Data Sets ◾ 121

We can construct a cost–benefit matrix outlining the different scenarios as shown in Table 5.1. 
Predicting an actual loan default can help save x dollars, and predicting default will occur when it 
will not result in money that could have been gained, so we lose some amount that we believe to be 
much lower than money lost, which we call x/y. Correctly identifying loan default gives us no benefit 
or cost, and predicting nondefault when default does occur results in x; potentially the cost may be 
higher because we need to spend more time managing assets and employee salaries in handling cases.

The optimal scenario would be if we could correctly identify each case, but that may not be 
feasible, so an alternative scenario is to increase the ability to identify cases that are actually in 
default and reduce those that will not default but are predicted to be. In a similar fashion to the 
cost–benefit matrix, a confusion matrix can be constructed to provide the results of classification 
in which each cell corresponds to the amount that fell into that category. For example, the cell 
with a benefit of +x would correspond to the true positives, the cell with a cost of −x corresponds 
to false negatives, the cells with a cost of x/y are false positives, and the cells with no benefit or cost 
associated are true negatives. The expected values can be calculated in the discrete case as follows:

 

E X Y p x y x y p y p x y x yi j i j
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j i j i j
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where i and j correspond to the ith row and the jth cell, respectively, in the cost–benefit matrix. In 
this case, we can produce the following expected value:
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Using the 99% accuracy scenario in which we automatically classify all examples as not 
fraud, we incur a cost of xn where n is the number of fraudulent transactions that do actually 
occur. In general, the underrepresented examples (p{fraud = yes}) provide the most benefit or 

cost. Identifying just half correctly reduces the benefit/cost to 0 because x
n

x
n

2 2
0− = . In gen-

eral, increasing the benefit x depends on the accuracy of the classifier for detecting fraud cases; if 
p{predicted = yes|fraud = yes} > p{predicted = no|fraud = yes}, then the ability to predict the target 
group correctly minimizes the cost spent and maximizes the costs saved.

To combat class imbalance, the machine learning community has relied upon three broad 
approaches: embedded (Domingos 1999; Zadrozny and Elkan 2001; Liu and Zhou 2006; 

Table 5.1 Cost–Benefit Matrix

Prediction

Yes No

Default Yes +x −x

No −x/y 0
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Haro-Garcia and Garcia-Perajas 2011), data preprocessing (Chawla et al. 2002; Estabrooks 
et al. 2004; Guo and Viktor 2004; Stefanowski and Wilk 2008; He and Garcia 2009; Zhang 
et al. 2010; García et al. 2012; Thanathamathee and Lursinsap 2013; Şeref et al. 2017), and 
ensemble learning (Sun et al. 2006; Junfei et al. 2010; Tian et al. 2010; Seiffert et al. 2010; 
Thanathamathee and Lursinsap 2013) approaches. All of these techniques are useful when col-
lecting data is expensive or difficult.

Embedded approaches attempt to change the internal properties of the learner to compen-
sate for the class imbalance. This includes the addition of loss or cost functions that attempt to 
reweight both majority and minority group observations; kernel-based methods, which apply ker-
nel adjustment techniques; or the use of active learning.

Data preprocessing approaches attempt to preprocess the data before using a learner in order 
to divide the problem space in two. These are also considered external because they occur 
externally from the learner, and embedded approaches occur internally. Typical preprocessing 
steps include feature selection and resampling strategies composed of both oversampling and 
undersampling.

The last group of approaches are ensemble learning techniques, which implement a collection 
of models and choose the best approach, which may include an aggregation of the best approaches. 
Techniques, such as bagging, random forest, and boosting, allow for ensembles to be individually 
generated and weighted against other ensembles based on performance. Ensembles have become 
exceedingly popular for dealing with class imbalance partly because they offer the ability for both 
data preprocessing and embedded modification combinations.

Big Data has computational challenges beyond that of a heavy skewed distribution. 
Oversampling techniques become increasingly difficult if not impossible to implement because 
the main goal is to create more samples for the underrepresented group.

In this chapter, we present the computational challenges and solutions to oversampling imbal-
anced data sets. In Section 5.2, we discuss the related oversampling techniques that have been 
proposed to deal with imbalanced data. In Section 5.3, we present the parallel noise reduction a 
priori oversampling technique, which combats class imbalance while dealing with computational 
challenges in class imbalance data. Section 5.4 outlines the experiments to validate improvement 
using this technique followed by the conclusion in Section 5.5.

5.2  Related Work
Resampling techniques offer simple alternatives to dealing with class imbalance that are easy to 
implement and understand. Resampling consists of both oversampling and undersampling data. 
Undersampling will reduce samples from the majority group to reduce the size. In oversampling, 
new data are created from the minority group in order to match the majority group size. In the 
remainder of this section, we discuss oversampling methods that have been proposed to combat 
class imbalance.

In 2002, Chawla et al. proposed the synthetic minority oversampling technique (SMOTE). 
SMOTE is an oversampling technique that creates synthetic samples in the minority group by 
applying an iterative search and selection approach (Chawla et al. 2002). Each observation from 
the minority group will be iterated through until the needed amount is reached. To generate new 
samples, k nearest neighbors are selected based on a user-defined threshold. One of the k nearest 
neighbors is then selected at random and synthesized, and then the process continues until all 
necessary synthesized samples have been created.
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For example, if a ratio of 300% is specified, then for each observation in the minority group 3 
knn will be selected. One will be chosen at random, and a new instance xn+1 is generated from the 
features of the random sample xj and the original xi observation used to generate it. New features 
are generated by the feature difference of xi and xj multiplied by a random number r between 0 
and 1 as shown in Equation 5.3:

 x x r x x rn i j i+ = + ⋅ − ≤ ≤1 0 1( ),  (5.3)

Drawbacks to this approach include generating samples that are noisy or found within class-
overlapping regions. Using this technique on larger data sets has complications, including degra-
dation of performance (Rivera et al. 2014). The Borderline–SMOTE method was introduced in 
2005 as a way to selectively sample what it deems as samples in danger of misclassification (Han 
et al. 2005).

In general, there exist three regions for a given example: safe, borderline, or noise. Given a 
number of negative examples g having k nearest neighbors, we can define these regions using 
Table 5.2.

Given training set X where X = (xi, yi), yi ∈ {0, 1} and xi ∈ Rn composed of minority group Y 
having yi = 1 and majority group M having yi = 0, thus Y ∪ M ⊆ X.

The borderline–SMOTE method selects only those samples in Y that fall into the borderline 
as determined by Table 5.2. These members that contain more neighbors from the majority group 
are then selected as members of the danger group, Danger ⊆ Y (Han et al. 2005).

The danger group includes minority members in danger of misclassification and therefore 
used as candidates to oversample as a way to strengthen those examples that lie closest to the 
decision boundary. This approach was originally introduced as two versions; in the first version, 
new synthetic samples are created from the nearest neighbors found only in minority group Y, 
and in the second version, we use the entire set X to create new samples for each member in the 
danger group.

If using the entire training set X for creating the new samples and its nearest neighbor is in 
M, then the random value r shown in Equation 5.3 is then constrained to 0 ≤ r ≤ 0.5; otherwise 
r remains as 0 ≤ r ≤ 1.

The safe-level SMOTE method extends the borderline-based approach by considering the 
“safe” examples found in minority group Y. The “safe” level (sl) is considered the number of 
minority group Y examples found in k nearest neighbors, traditionally using Euclidean distance. 
Examples that do not have similar membership are considered noise. In order to consider examples 
for candidates to be synthesized, the “safe” level ratio (slr) is used (Bunkhumpornpat et al. 2009). 

The “safe” level ratio is defined as slr
slp
sln

=  where slp is the “safe” level for a given example xi, and 

Table 5.2 Region Definitions

Region Definition

Noise G = k

Borderline ½ k ≤ g < k

Safe 0 ≤ g < ½ k
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sln is the “safe” level for the selected neighbor of xi, which we call xj. In general, we consider only 
candidates that have minority group observations for both xi and xj. Those examples chosen to 
generate new samples are done according to Equation 5.3 but with r is calculated in one of the 
three following ways:

 1. If slr = 1, then r ∈ (0,1).
 2. If slr > 1, then r ∈ (0,(1/slr)).
 3. If slr < 1, then r ∈ ((1−slr),1).

A ratio of 1 means that both xi and xj are equally “safe”; thus, the new example can be chosen 
at random. When the ratio is greater than 1, the newly synthesized data will be weighted in the 
positive direction, which makes the newer set lie closer to example xi. When the ratio is less than 
1, it is weighted in the negative direction, which makes the newer sample lie closer to example xj.

The local neighborhood extension to the SMOTE (LN-SMOTE) method extends safe-level 
SMOTE by redefining the eligible members in the safe level under special conditions. For example, 
when the safe-level method is determining its safe-level ratio slr, it will choose a random knn of xi, 
which we previously refereed to as xj. If xi is actually an outlier and xj is from the majority group M 
and also has no knn from minority group Y, then the safe-level ratio under the safe-level method is 
slr = 0, resulting in a new sample generated closest to xj, which is highly undesirable (MacIejewski 
and Stefanowski 2011).

LN-SMOTE combats these scenarios by replacing xi with the next neighbor of xj that is not 
a neighbor of xi, which we refer to as knn + 1 if xj ∈ M and xi is a knn of xj. Another modification 
offered through LN-SMOTE is that the range of the random value r is changed to r < 1.

Oversampling using propensity scores (OUPS) attempts to provide an alternative to using 
the Euclidean distance measure that SMOTE introduced. The propensity score is defined as the 
conditional probability of group membership of the minority group (Y ) based on its covariates, 
formally:

 e x p Y X( ) ( )= |  (5.4)

The OUPS method will calculate and assign propensity scores for each observation and then 
orders the entire data set by the propensity score in descending order so that observations with 
the highest propensity score appear first. The needed amount to oversample is calculated using the 

imbalance ratio, which is defined as f
M
Y

= | |
| |

 (Rivera et al. 2014). The imbalance ratio defines the 

amount of majority members per minority member.
For each observation belonging to the minority group Y, f closest samples based on propensity 

scores are then used to generate f new samples by applying Equation 5.3.
Safe-level OUPS uses local regions to produce new samples based on the safe levels described 

in Table 5.2. This procedure will oversample observations that do not appear as noise based on 
probability of minority group membership p(Y |X ) (Rivera and Asparouhov 2015).

The main distinction between safe-level OUPS and OUPS is twofold. First, OUPS performs 
oversampling on all minority examples until the needed amount is reached, and safe-level OUPS 
only synthesizes selected samples, thus reducing the overhead and increased time complexity needed 
to produce so many samples. This makes the learning phase more computationally efficient.
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The main concerns for SMOTE and OUPS are that they replicate all members of the minority 
group, which will cause outliers to be synthesized. The region-based approaches (safe level, bor-
derline, local neighborhood) do not consider how to handle the examples that appear as outliers; 
moreover, the variation of choosing the random variable r in Equation 5.3 does not seem to aid if 
the sample chosen for replication is noise.

5.2.1  Computation Complexity

Aside from the briefly described shortcomings of these approaches, we must also mention that 
implementing these algorithms becomes increasingly difficult in larger data sets. The OUPS-based 
approaches calculate the probability of group membership using a nonparametric approach requir-
ing the use of a numerical method to solve an optimization problem. One such method often uses 
the iterative reweighted least squares (IRLS) approach, which is based upon the Newton–Raphson 
method for finding the roots of squares. This approach will iteratively update the weights for each 
variable in the feature space until it reaches a defined error threshold or the maximum number of 
iterations are reached. The update step is in the form

 β β( ) ( )t t TXWX XWz+ −= +1 1 (5.5)

where X represents the data, W represents the diagonal matrix of weights, and z is the response 
vector. Since our focus is not on numerical algorithms but computational complexity, we will not 
be discussing the details of this approach.

If the Newton–Ralphson method is used, the usual running time is O(logt)f(t), where t is the 

amount of steps it will iterate, and f(t) is the cost of calculating f x
f x

( )
( )′

. Usually f ′(x) will represent 

the Hessian matrix, which is a matrix of second-order partial derivatives for each of the k features 
found in the given data set x, and f(x) will be represented by the Jacobian matrix, a first-order 
matrix of partial derivatives.

We must also sort by propensity score O(nlogn) and finally create new samples O(mk), where n 
represents the amount of examples in the data set, k represents the features, and m represents the 
amount of minority members needed to resample for each minority member. Of course, this is just 
the upper bound, but the amount of total operation leaves room for improvement.

The SMOTE-based approach must also resample O(mk), but before doing so, it will calculate 
knn using some distance metric. This will require comparing each member of the minority group 
and each k feature for a running time of O(gk) to compute the distance, where g represents the 
amount of minority members. We must also perform some comparison, which could be handled 
by a hash table once the score is calculated, which is bound by some constant.

The safe-level approaches each require similar complexity with a little less computation to gen-
erate new members since it only creates a small amount of copies. This would result in a run time 
complexity ∝O(gk) as an upper bound.

The concern with the OUPS-based approaches is the needed time to calculate the propensity 
score. For each of the remaining techniques, there is concern for resampling the needed amount. 
Focusing on marginal improvement of the upper bound is not enough in big data sets. The parallel 
noise reduction a priori oversampling (PNRAP) is geared at improving prediction while reducing 
the amount of computation needed. In Big Data, this is especially useful.
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5.3  Parallel Noise Reduction A Priori Oversampling
PNRAP performs oversampling using a priori information on data projected into a lower dimen-
sion to help remove noise from the minority group. The proposed technique will then perform 
parallel resampling to reach the needed amount. This section outlines the steps and theoretical 
rationale in detail.

In general, we can view the entire process in two main steps. First is data reduction; we reduce 
the overall size of the feature space. The next step will selectively produce synthetic samples to help 
improve classification performance.

At first, we reduce the size of our features by performing orthogonal linear transformation 
using a technique called principal component analysis (PCA). By applying this technique, we are 
able to transform our data into a smaller dimensional space while preserving the structure. Before 
performing this operation, we perform some scaling so that computation can potentially be easier. 
Consider the data set in matrix form as X ∈ Rnxk where each of the rows represents a sample with 
k features. First, we normalize X to have zero mean by subtracting the column means from each 

entry in the corresponding column X
n

Xi
j
i

j

n
( ) ( )− ∑1

.

Next, the covariance matrix Σ = X TX is computed. We then perform eigenvalue decomposi-
tion on Σ. Eigenvalue decomposition will factor out a scalar value and a vector that will make up 
a matrix; for example, Σ = Av = λv where A ∈ Rnxn represents a square matrix, λ represents a scalar, 
and v represents a vector. Having n equations, there are 1 ≤ n possible solutions with different 
eigenvectors λ and eigenvalues v.

The solution with the highest eigenvalue represents the most information, so we then construct 
a feature matrix by placing the eigenvectors into a matrix F. This new matrix is called the feature 
matrix. For calculation simplification, the matrix is transformed to a unit vector and unit variance. 
The most important features are then retained. The reduced data set R is then calculated by using 
the feature matrix reduced with the desired features and the original adjusted data R = F TX T.

Next, the probability of minority group membership is calculated. The probability of group 
membership is based on Bayes’ theorem:

 
p y x

p x y p y
p x

( ) ( ) ( )
( )

| |= ⋅
 (5.6)

where p(y) is the prior probability of group y, and p(x|y) is the probability of x given group y. We 
then assign x to the group, which satisfies p(y = 1|x) > p(y = 1⋯n|x). Since the denominator is the 
same for each group and does not affect the outcome, it can be omitted to make the calculation 
simpler.

 p y x p x y p y( ) ( ) ( )| |= ⋅  (5.7)

The multivariate normal distribution is used:
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where S−1 is the pooled covariance matrix and is the same for all groups, and μ is the group mean. 
In the two-group case, we look at the log odds ratio:
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In the two-group case, the log likelihood ratio gives the estimated weights as a linear function 
of x; visually this can be seen as
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This is nice because we can easily classify groups using a closed-form solution that is simple 
to derive.

For each item in X that is a minority member, we examine each of the knn neighbors. If the 
amount of neighbors has <k/3 minority group membership, we remove it from the data set. The 

amount of new samples to create is then calculated from the imbalance ratio f
MajorityMembers
MinorityMembers

= | |
| |

of the remaining members. Each of the remaining members of the minority group is then used 
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to create f new members using Equation 5.3. The f new samples are generated from the chosen 
observation and random choice of one of the knn each f times. This approach is done in a parallel 
manner. Last, the data are then projected back to the original feature space for testing. The algo-
rithm is presented as Algorithm 5.1.

Algorithm 5.1 PNRAP

 1: procedure PNRAP(k)
 2: Input : t ← desired knn to choose
 3: Output : resampled data set
 4: X = {(xi; yi)|1 ≤ i ≤ n}, yi ∈ {0, 1} The data Set
 5: ′ ← −X X X , subtract mean
 6: Σ ← Covariance(X′)
 7: F ← resulting feature vector after Eigen decomposition on Σ

 8: ′ ←F
F

StandardDeviation F( )
 transform to unit vector

 9: order F′ by highest eigenvalue and retain the most valuable features
 10: R ← F′TX T

11: R′ ← calculate propensity score and assign to R

 12: f
MajorityMembers
MinorityMembers

= | |
| |

13: NewData ← 0;
 14: Removals ← 0;
 15: parallel for i to |R′| do
 16: if ′Ri  is a member of the minority group then
 17: KNN ← �ndKnn(k, R′) return all knn

 18: if | |KNN MajorityGroup
f∈ >
3

 then

 19: Removals Ri← ′ ∪ Removals
 20: else
 21: j ← 0
 22: parallel for j ∈ f exists do
 23: knn ← ChooseRandomKnn(KNN)
 24: r ← Random(0, 1)
 25: new R r knn R← ′+ ⋅ − ′( )i i

 26: NewData ∪ new
 27: end parallel for
 28: end if
 29: end if
 30: end parallel for
 31: NewData ← NewData – Removals
 32: return NewData
 33: end procedure
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The process to transform the original feature space into a subset of dimensions is similar to 
matrix multiplication, which is usually considered to have an O(n3) asymptotic running time 
where n is the number of existing observations in the data set before any resampling occurs. The 
resampling procedure is now reduced by the number of processors that can run in parallel, which 
is bounded by the hardware of your system.

The major advantage of this approach is that we can reduce the amount of computation by 
leveraging the most important features and reducing the overall size. The parallelization of the 
code is an effective approach to dealing with Big Data. The secondary concern is on improving the 
performance measures of the data set. The researcher needs to consider the trade-off when making 
the decision to select both the amount of knn and the number of features to retain.

Generated synthetic samples on closely matched propensity scores allow for similar observa-
tions to be created with the same likelihood, thus effectively increasing the group amount and 
reducing the bias. This can be seen as a way of applying costs to the minority observations that 
does not rely on any previous knowledge or distributional assumptions.

For example, let us assume that we are given an observation xi ∈ X = {x1,…,xn} where X rep-
resents examples in the minority group. When we apply Equation 5.3, we see that the synthe-

sized data are weighted approximately n x
x x

i
i+ −



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





∆
2

 where n is the number of synthesized 

samples to generate per ith iteration, and ∆x
n

x j
j i

n
=

= +∑1
1

. This weight applies to all original xi

members of X. Again, we provide this rationale to support the concept that OUPS shares similar 
properties to embedded approaches at a local level.

5.4  Experiments
Experiments were performed to compare PNRAP against the traditional approaches with dif-
ferent degrees of imbalanced data using feed-forward neural networks comprised of 5, 10, and 
20 nodes and support vector machine (SVM) classifiers with a linear and a radial basis kernel. 
The following techniques were used: SMOTE (Chawla et al. 2002), LN-SMOTE (MacIejewski 
and Stefanowski 2011), safe-level SMOTE (SLSMOTE; Bunkhumpornpat et al. 2009), both 
versions of borderline SMOTE (SMOTEBL1, SMOTEBL2; Han et al. 2005), safe-level OUPS 
(SLOUPS), and OUPS.

Due to the complexity issues imposed by the other techniques, we restricted the size of our 
data sets to show the improvements proposed by the PNRAP approach; we later show the results 
of increased time improvements as outlined further in the results section. Forty-five data sets were 
obtained from online repositories, including UCI Machine Learning Repository* and the Keel 
Data Repository† with varying degrees of class imbalance. More information regarding the data is 
publicly accessible online. Table 5.3 summarizes the data sets used.

SMOTE and the SMOTE-based sampling techniques require a knn for performing local 
searches during sampling. We limited our choice of k to be 5 in these cases as these produced the 
most consistent results. After applying the sampling techniques, we then performed stratified sam-
pling to generate the training set (López et al. 2013). The test sets were generated from the original 

* http://archive.ics.uci.edu/ml
† http://www.keel.es/

http://archive.ics.uci.edu/ml
http://www.keel.es/
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Table 5.3 Data Summary

Data Instances Features Imbalance Ratio (f)

cleveland-0_vs_4 177 13 12.62

ecoli-0-1-3-7_vs_2-6 281 7 39.15

ecoli-0-1-4-6_vs_5 280 6 13

ecoli-0-1-4-7_vs_2-3-5-6 336 7 10.59

ecoli-0-1-4-7_vs_5-6 332 6 12.28

ecoli-0-1_vs_2-3-5 244 7 9.17

ecoli-0-1_vs_5 240 6 11

ecoli-0-2-3-4_vs_5 202 7 9.1

ecoli-0-2-6-7_vs_3-5 224 7 9.18

ecoli-0-3-4-6_vs_5 205 7 9.25

ecoli-0-3-4-7_vs_5-6 257 7 9.28

ecoli-0-3-4_vs_5 200 7 9

ecoli-0-4-6_vs_5 203 6 9.15

ecoli-0-6-7_vs_3-5 222 7 9.09

ecoli-0-6-7_vs_5 220 6 10

glass-0-1-4-6_vs_2 205 9 11.06

glass-0-1-5_vs_2 172 9 9.12

glass-0-1-6_vs_2 192 9 10.29

glass-0-1-6_vs_5 184 9 19.44

glass-0-4_vs_5 92 9 9.22

glass-0-6_vs_5 108 9 11

glass2 214 9 10.39

glass4 214 9 15.47

glass5 214 9 22.81

led7digit-0-2-4-5-6-7-8-9_vs_1 443 7 10.97 

page-blocks-1-3_vs_4 472 10 15.85

shuttle-c0-vs-c4 1829 9 13.87

shuttle-c2-vs-c4 129 9 20.5

(Continued)
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data sets before any resampling was used. These test sets were used against all the resampled ver-
sions, including the non-resampled ones as well. This procedure was applied 30 times per data 
set, resulting in 30 test sets per data set. This method was chosen over the k-fold cross-validation 
approach because it may be the case that there is not enough represented samples in some of the 
folds, thus increasing the variance.

5.4.1  Evaluation Criteria

A confusion matrix similar to Table 5.4 was used to produce metrics of classification accuracy, sen-
sitivity, specificity, and F-measure. True positives (TPs) are results that were correctly classified as 
belonging to the minority group, and true negatives (TNs) represent all the results correctly classi-
fied as belonging to the majority group. False positives (FPs) are results that belong to the majority 
group but were incorrectly classified as belonging to the minority group, and false negatives (FNs) 

Table 5.3 (Continued) Data Summary

Data Instances Features Imbalance Ratio (f)

vowel 988 13 10.1

yeast-0-2-5-6_vs_3-7-8-9 1004 8 9.10

yeast-0-2-5-7-9_vs_3-6-8 1004 8 9.14

yeast-0-3-5-9_vs_7-8 506 8 9.12

yeast-0-5-6-7-9_vs_4 528 8 9.35

yeast-1-2-8-9_vs_7 947 8 30.56

yeast-1-4-5-8_vs_7 693 8 22.10

yeast-1_vs_7 459 7 13.87

yeast-2_vs_4 514 8 9.08

yeast-2_vs_8 482 8 23.10

yeast4 1484 8 28.41

yeast5 1484 8 32.78

yeast6 1484 8 39.15

Table 5.4 Confusion Matrix

Prediction

Positive Negative

Truth Positive TP FN

Negative FP TN
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are results that belonged to the minority group but were incorrectly classified as belonging to the 
majority group (Baldi et al. 2000; Batista et al. 2004).

For imbalanced data sets, the traditional accuracy metric 
TP TN

TP TN FP FN
+

+ + +




  can seem 

misleading since the majority group may be accurately classified, and the minority group, being 
small, will not impact the performance metric. For example, assume there are 190 observations 
that belong to the majority group and only 10 to the minority group. If the classifier is able to 
identify 185 observations accurately from the majority group and zero from the minority group, 
you have a classifier with 93% accuracy and with no ability to identify the target concept correctly. 
Therefore, the sensitivity metric is preferred. Sensitivity, sometimes referred to as the hit rate or 
recall rate, is the ability to identify a condition correctly TP/(FN + TP). If the desire is to exclude a 
condition correctly instead of including it, then the specificity or TN rate can be used as an evalu-
ation metric TN/(FP + TN). In a patient level setting, specificity is the probability of a well patient 
testing negative, and sensitivity is the probability of an ill patient testing positive.

The G-mean was also used as an evaluation metric. The G-mean represents the geometric 
mean for both specificity and sensitivity and provides a balanced representation of specificity and 
sensitivity simultaneously.
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5.4.2  Results

5.4.2.1  Performance Metric

In most experimental designs, the use of analysis of varance (ANOVA) along with a parametric 
post hoc test is typically employed. However, the ANOVA-based assumptions (independence, 
normality, and homoscedasticity) are most probably violated when analyzing machine learning 
algorithm performance when comparing across different data sets and using different learners 
(Demšar and Demšar 2006; García et al. 2010; Raeder et al. 2012). Therefore, nonparametric 
tests are most appropriate, and thus, the use of the Friedman test followed by the Holm post 
hoc procedure was employed in some of the comparisons when it was deemed appropriate. The 
Friedman test is a nonparametric test with a null hypothesis that the ranks are equal. If they are 
not equal, then the Holm post hoc procedure will test each of the n techniques pairwise for sig-
nificance. These tests are outlined in the results section when used along with the average ranking 
(Tables 5.5 through 5.16).

A rank of 1 is higher than a rank of 2 and so on. If a tie occurs, then the average is computed 
and used; thus, the smaller the number, the better it performed.

Our results show that the PNRAP approach was the most effective technique when compared 
against the other oversampling methods. Using neural networks resulted in statistically significant 
improvement for G-mean and sensitivity. Specificity will always trade off with sensitivity, so if a 
technique performs well in one measure, the opposite will happen in the other.

Using SVM classifiers resulted in similar measures. While the difference in ranks was statisti-
cally significant compared against most techniques, the SMOTE-based method was not although 
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Table 5.5 Neural Networks with Five Nodes Average Mean Rank 
over All Data Sets

Technique Sensitivity G Mean Specificity

LN-SMOTE 5.6829 5.3902 2.7561

SMOTEBL1 5.1829 4.7439 2.0122

SMOTEBL2 4.7317 4.5122 3.5000

SLSMOTE 5.2805 5.0000 2.5976

SMOTE 2.2439 2.8293 5.8049

OUPS 3.4756 4.0366 5.6951

PNRAP 1.4024 1.4878 5.6341

Table 5.6 Holm Post Hoc Method Using Neural Networks with Five Nodes p Values 
Compared against PNRAP; Values in Bold Indicate Statistical Significance of PNRAP 
over Comparison

LN-SMOTE SMOTEBL1 SMOTEBL2 SLSMOTE SMOTE OUPS

Sensitivity 0.0000 0.0000 0.0000 0.0000 0.0006 0.0000

Specificity 0.0001 0.0000 0.0001 0.0001 0.8477 0.9275

G Mean 0.0000 0.0002 0.0002 0.0001 0.0113 0.0000

Friedman tests: sensitivity chi-squared = 105.38, df = 6, p value < 2.2E-16. Specificity chi-squared = 
154.05, df = 6, p value < 2.2E-16. G mean chi-squared = 103.18, df = 6, p value < 2.2E-16.

Table 5.7 Neural Networks with 10 Nodes Average Mean Rank over All Data Sets

Technique Sensitivity G Mean Specificity

LN-SMOTE 5.7073 5.6341 3.0122

SMOTEBL1 5.4146 5.1951 2.0244

SMOTEBL2 4.8293 4.6341 3.6098

SLSMOTE 5.3537 5.0732 2.4024

SMOTE 1.9756 2.4268 6.1585

OUPS 3.3049 3.7195 5.8171

PNRAP 1.4146 1.3171 4.9756
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Table 5.8 Holm Post Hoc Method Using Neural Networks with 10 Nodes p Values 
Compared against PNRAP; Values in Bold Indicate Statistical Significance of PNRAP 
over Comparison

LN-SMOTE SMOTEBL1 SMOTEBL2 SLSMOTE SMOTE OUPS

Sensitivity 0.0000 0.0000 0.0000 0.0000 0.0041 0.0000

Specificity 0.0002 0.0001 0.0002 0.0001 0.0096 0.0184

G Mean 0.0002 0.0003 0.0003 0.0003 0.0000 0.0000

Friedman tests: sensitivity chi-squared = 171.17, df = 6, p value < 2.2E-16. Specificity chi-squared = 
155.57, df = 6, p value < 2.2E-16. G mean chi-squared = 139.16, df = 6, p value < 2.2E-16.

Table 5.9 Neural Networks with 20 Nodes Average Mean Rank over All Data Sets

Technique Sensitivity G Mean Specificity

LN-SMOTE 5.7195 5.6585 2.9756

SMOTEBL1 5.3902 5.1585 2.1829

SMOTEBL2 4.6463 4.5488 3.4878

SLSMOTE 5.4024 5.2683 2.4756

SMOTE 2.0000 2.5732 6.3780

OUPS 3.3537 3.5976 5.6098

PNRAP 1.4878 1.1951 4.8902

Table 5.10 Holm Post Hoc Method Using Neural Networks with 20 Nodes p Values 
Compared against PNRAP; Values in Bold Indicate Statistical Significance of PNRAP 
over Comparison

LN-SMOTE SMOTEBL1 SMOTEBL2 SLSMOTE SMOTE OUPS

Sensitivity 0.0000 0.0000 0.0000 0.0000 0.0088 0.0000

Specificity 0.0001 0.0000 0.0001 0.0000 0.0001 0.0122

G Mean 0.0002 0.0003 0.0003 0.0003 0.0000 0.0000

Friedman tests: sensitivity chi-squared = 166.89, df = 6, p value < 2.2E-16. Specificity chi-squared = 
151.8, df = 6, p value < 2.2E-16. G mean chi-squared = 145.15, df = 6, p value < 2.2E-16.
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Table 5.12 Holm Post Hoc Method Using SVM with RBF Kernel p Values Compared 
against PNRAP; Values in Bold Indicate Statistical Significance of PNRAP 
over Comparison

LN-SMOTE SMOTEBL1 SMOTEBL2 SLSMOTE SMOTE OUPS

Sensitivity 0.0000 0.0000 0.0000 0.0000 0.0333 0.0011

Specificity 0.0000 0.0000 0.0000 0.0000 0.2038 1.0000

G Mean 0.0004 0.0005 0.0000 0.0004 0.2516 0.0080

Friedman tests: sensitivity chi-squared = 173.46, df = 6, p value < 2.2E-16. Specificity chi-squared = 
161.95, df = 6, p value < 2.2E-16. G mean chi-squared = 158.65, df = 6, p value < 2.2E-16.

Table 5.13 SVM C = 1 Average Mean Rank over All Data Sets

Technique Sensitivity G Mean Specificity

LN-SMOTE 5.6220 5.4268 2.2073

SMOTEBL1 5.8780 5.8049 2.0854

SMOTEBL2 4.7683 4.5854 3.5366

SLSMOTE 5.1829 5.0732 2.7805

SMOTE 1.9024 1.8902 5.9390

OUPS 2.9512 2.8293 5.1585

PNRAP 1.6951 2.3902 6.2927

Table 5.11 SVM with Radial Basis Function Average Mean Rank over All Data Sets

Technique Sensitivity G Mean Specificity

LN-SMOTE 5.8415 5.7683 2.4878

SMOTEBL1 5.4512 5.3780 2.2927

SMOTEBL2 4.5732 4.4512 3.4634

SLSMOTE 5.4390 5.4024 2.6585

SMOTE 1.9878 1.8049 5.8293

OUPS 3.3049 3.5854 5.0854

PNRAP 1.4024 1.6098 6.1829
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the rank was lower. These results highlight the improved performance of this technique among the 
importance of computational concerns with Big Data.

5.5  Conclusion and Future Work
Computational issues are prevalent with Big Data because of the amount of computation needed 
to process all the samples. In this chapter, we discussed the computational issues with Big Data in 

Table 5.14 Holm Post Hoc Method Using SVM C = 1 p Values Compared against PNRAP; 
Values in Bold Indicate Statistical Significance of PNRAP over Comparison

LN-SMOTE SMOTEBL1 SMOTEBL2 SLSMOTE SMOTE OUPS

Sensitivity 0.0000 0.0000 0.0000 0.0000 0.8083 0.0075

Specificity 0.0000 0.0000 0.0000 0.0000 0.0499 0.0000

G Mean 0.0007 0.0006 0.0021 0.0008 1.000 0.2549

Friedman tests: sensitivity chi-squared = 175.6, df = 6, p value < 2.2E-16. Specificity chi-squared = 
177.78, df = 6, p value < 2.2E-16. G mean chi-squared = 177.78, df = 6, p value < 2.2E-16.

Table 5.15 SVM C = 100 Average Mean Rank over All Data Sets

Technique Sensitivity G Mean Specificity

LN-SMOTE 5.5244 5.3780 2.2927

SMOTEBL1 5.7561 5.6829 2.1585

SMOTEBL2 4.8780 4.8293 3.5732

SLSMOTE 5.2317 5.0488 2.7439

SMOTE 1.9634 1.9878 5.8415

OUPS 2.9268 2.7927 5.1951

PNRAP 1.7195 2.2805 6.1951

Table 5.16 Holm Post Hoc Method Using SVM C = 100 p Values Compared against 
PNRAP; Values in Bold Indicate Statistical Significance of PNRAP over Comparison

LN-SMOTE SMOTEBL1 SMOTEBL2 SLSMOTE SMOTE OUPS

Sensitivity 0.0000 0.0000 0.0000 0.0000 0.2762 0.0032

Specificity 0.0000 0.0000 0.0000 0.0000 0.1066 0.0000

G Mean 0.0018 0.0010 0.0111 0.0025 0.7399 0.3422

Friedman tests: sensitivity chi-squared = 169.22, df = 6, p value < 2.2E-16. Specificity chi-squared = 
165.64, df = 6, p value < 2.2E-16. G mean chi-squared = 135.59, df = 6, p value < 2.2E-16.
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imbalanced data sets. We presented the PNRAP method to combat these issues and highlighted 
the performance of this technique compared to competing approaches.

The PNRAP method indicated statistically significant improvement compared to popular 
oversampling methods SMOTE, LN-SMOTE, borderline SMOTE, SLSMOTE, SLOUPS, and 
OUPS, using neural network classifiers. Similar results were seen when using SVM classifiers, 
although in some cases, it was not statistically significant over the SMOTE method.

Large data sets are difficult to process, and leveraging multiprocessing and multithreaded tech-
niques may aid in producing results in a reasonable amount of time. Future work should consider 
performing weighted-based approaches that can be processed in a parallel fashion. Cost-based 
methods are similar to resampling methods without the need to produce more samples. Although 
the computation may not be improved, running further experiments would be conducted on a 
smaller data set.

References
Baldi, P., S. R. Brunak, and Y. Chauvin (2000). Assessing the accuracy of prediction algorithms for clas-

sification: An overview. Bioinformatics 16(5), 412–424.
Batista, G. E., R. C. Prati, and M. C. Monard (2004). A study of the behavior of several methods for balanc-

ing machine learning training data. ACM SIGKDD Explorations Newsletter 6(1), 20.
Bunkhumpornpat, C., K. Sinapiromsaran, and C. Lursinsap (2009). Safe-Level-SMOTE: Safe-Level-Synthetic 

Minority Over-Sampling TEchnique for Handling the Class Imbalanced Problem. In T. Theeramunkong, 
B. Kijsirikul, N. Cercone and T.-B. Ho (Eds.) Advances in Knowledge Discovery and Data Mining, 
pp. 475–482.

Chawla, N. V., K. W. Bowyer, L. O. Hall, and W. Philip (2002). SMOTE: Synthetic minority over- 
sampling technique. Journal of Arti�cial Intelligence Research 16, 321–357.

D’Agostino, R. B. (1998). Tutorial in biostatistics: Propensity score methods for bias reduction in the com-
parison of a treatment to a non-randomized control group. Stat Med 2281, 2265–2281.

Demšar, J. and J. Demšar (2006). Statistical comparisons of classifiers over multiple data sets. Journal of 
Machine Learning Research 7, 1–30.

Domingos, P. (1999). Metacost: A general method for making classifiers cost-sensitive. In Proceedings of the 
�fth ACM SIGKDD international conference on Knowledge discovery and data mining.

Estabrooks, A., T. Jo, and N. Japkowicz (2004). A multiple resampling method for learning from imbal-
anced data sets. Computational Intelligence 20(1), 18–36.

García, S., A. Fernández, J. Luengo, and F. Herrera (2010). Advanced nonparametric tests for multiple com-
parisons in the design of experiments in computational intelligence and data mining: Experimental 
analysis of power. Information Sciences 180(10), 2044–2064.

García, V., J. Sánchez, and R. A. Mollineda (2012). On the effectiveness of preprocessing methods when 
dealing with different levels of class imbalance. Knowledge-Based Systems 25(1), 13–21.

Guo, H. and H. L. Viktor (2004). Learning from imbalanced data sets with boosting and data generation: 
The DataBoost-IM approach. ACM SIGKDD Explorations Newsletter 6(1), 30–39.

Han, H., W.-Y. Wang, and B.-H. Mao (2005). Borderline-SMOTE: A new over-sampling method. Advances 
in Intelligent Computing. In LNCS 2644, pp. 878–887.

Haro-Garcia, A. D. and N. Garcia-Perajas (2011). A scalable method for instance selection for class-
imbalance datasets. Intelligent Systems Design and Applications (ISDA), 1383–1390.

He, H. and E. A. Garcia (2009). Learning from imbalanced data. IEEE Transactions on Knowledge and Data 
Engineering 21(9), 1263–1284.

Junfei, C., W. Qingfeng, and D. Huailin (2010). An empirical study on ensemble selection for class-imbalance 
data sets. 2010 5th International Conference on Computer Science & Education, 477–480.



138 ◾ Computational Intelligence Applications in BI and Big Data Analytics

Liu, X.-Y. and Z.-H. Zhou (2006). The influence of class imbalance on cost-sensitive learning: An empirical 
study. Sixth International Conference on Data Mining (ICDM’06), 970–974.

Longadge, R. and S. Dongre (2013). Class imbalance problem in data mining review. arXiv preprint 
arXiv:1305.1707 2(1).

López, V., A. Fernández, S. García, V. Palade, and F. Herrera (2013). An insight into classification with 
imbalanced data: Empirical results and current trends on using data intrinsic characteristics. 
Information Sciences 250, 113–141.

MacIejewski, T. and J. Stefanowski (2011). Local neighbourhood extension of SMOTE for mining imbal-
anced data. IEEE SSCI 2011: Symposium Series on Computational Intelligence—CIDM 2011: 2011 
IEEE Symposium on Computational Intelligence and Data Mining, 104–111.

Mendes-Moreira, J. and C. Soares (2012). Ensemble approaches for regression: A survey. ACM Computing 
Surveys (CSUR) 45(1).

Raeder, T., G. Forman, and N. V. Chawla (2012). Learning from imbalanced data: Evaluation matters. In 
Data Mining: Foundations and intelligent paradigms. Springer, Berlin Heidelberg, pp. 315–331.

Rivera, W. A. and O. Asparouhov (2015). Safe level OUPS for improving target concept learning in imbal-
anced data sets. IEEE SoutheastCon 2015.

Rivera, W. A., A. Goel, and J. P. Kincaid (2014). OUPS: A combined approach using SMOTE and propen-
sity score matching. Proceedings of the 2014 13th International Conference on Machine Learning and 
Applications 1(2), 424–427.

Seiffert, C., T. M. Khoshgoftaar, J. Van Hulse, and A. Napolitano (2010). RUSBoost: A hybrid approach 
to alleviating class imbalance. IEEE Transactions on Systems, Man, and Cybernetics—Part A: Systems 
and Humans 40(1), 185–197.

Şeref, O., T. Razzaghi, and P. Xanthopoulos (2017). Weighted relaxed support vector machines. Annals of 
Operations Research 249(1), 235–271.

Stefanowski, J. and S. Wilk (2008). Selective pre-processing of imbalanced data for improving classifica-
tion performance. In I.-Y. Song, J. Eder, and T. M. Nguyen (Eds.) Data Warehousing and Knowledge 
Discovery. Springer, Berlin Heidelberg, pp. 283–292.

Sun, Y., M. S. Kamel, and Y. Wang (2006). Boosting for learning multiple classes with imbalances class 
distribution. Proceedings—IEEE International Conference on Data Mining, ICDM, 592–602.

Thanathamathee, P. and C. Lursinsap (2013). Handling imbalanced data sets with synthetic boundary data 
generation using bootstrap re-sampling and AdaBoost techniques. Pattern Recognition Letters 34(12), 
1339–1347.

Tian, J., H. Gu, and W. Liu (2010). Imbalanced classification using support vector machine ensemble. 
Neural Computing and Applications 20(2), 203–209.

Zadrozny, B. and C. Elkan (2001). Learning and making decisions when costs and probabilities are both 
unknown. Proceedings of the seventh ACM SIGKDD international conference on Knowledge discovery 
and data mining—KDD ’01, 204–213.

Zhang, Y.-P., L.-N. Zhang, and Y.-C. Wang (2010). Cluster-based majority under-sampling approaches 
for class imbalance learning. 2010 2nd IEEE International Conference on Information and Financial 
Engineering, 400–404.



IIIDATA ANALYTICS AND 
PREDICTION MODELS



http://www.taylorandfrancis.com


141

Chapter 6

A New Paradigm in Fraud 
Detection Modeling Using 
Predictive Models, Fuzzy 
Expert Systems, Social 
Network Analysis, and 
Unstructured Data

Goran Klepac,1 Robert Kopal,2 and Leo Mršić2

1Raiffeisenbank Austria d.d., Zagreb, Croatia
2University College Algebra, Zagreb, Croatia

Contents
6.1 Introduction ....................................................................................................................143
6.2 Fraud Model Development and Early Warning Systems .................................................143
6.3 New Paradigms in Fraud Analytics .................................................................................146
6.4 Social Network Analysis Metrics in Fraud Management (Insurance Industry Example) ......149

6.4.1 Role of Social Networks in Detecting Insurance Fraud ....................................... 151
6.4.2 Fraud Detection Model Described in 10 Steps .....................................................152

6.5 Fraud Model Development Using Unstructured Data, SNA Metrics, and Fuzzy 
Logic (Finance Industry Example) ..................................................................................152

6.6 Car Insurance Claims Evaluation Using SNA and Fuzzy Logic (Insurance Industry 
Example) .........................................................................................................................160
6.6.1 Early Warning System Enriched with Fuzzy Logic Model ...................................164
6.6.2 Case Conclusion ..................................................................................................167



142 ◾ Computational Intelligence Applications in BI and Big Data Analytics

Abstract

Fraud detection systems are a hot topic in the area of business intelligence. 
Traditionally, this field has been focused mostly on predictive analytics based 
on neural networks, Bayesian networks, logistic regression, and similar methods. 
Predictive analytics as a key driver for fraud detection modeling rarely delivers 
sufficient accuracy and can be significantly improved. Fortunately, fraud is not 
a frequent event, and it is always a problem to isolate a reliable data sample for 
a predictive analytical model. On the other hand, after conducting the attribute 
relevance analysis, predictive models recognize only a few important predictors 
regarding aim variable (fraud “yes” or “no”), which can be an insufficient tool for 
reaching adequate accuracy in fraud detection because fraudsters are very inven­
tive. The predictive model is often based on a few integrated variables and is often 
a weak tool for fraud detection. Also, predictive model development depends 
on reliable history data samples. Reliability in fraud detection means a signifi­
cant number of cases with common characteristics. Moreover, fraud demands 
quick recognition at an early stage, and pattern recognition in a late phase often 
becomes too slow and unusable for fraud prevention purposes. The authors do  
not neglect the importance of predictive models in fraud detection but emphasize 
that a more sophisticated approach should be used with significant improvement 
in accuracy. The main hypothesis is that qualitative fraud detection solutions 
should contain expert rules based on expert experience and should take into con­
sideration other approaches, such as social network analysis, as well as Big Data 
sources for building efficient fraud detection models. The proposed approach 
integrates predictive models, fuzzy expert systems, social network analysis, and 
unstructured data, taking into account structured data from databases and data 
warehouses, social network data, and unstructured data from Internet resources 
within one solution. The chapter describes case studies in the area of fraud detec­
tion, based on proposed methodology. The case studies confirm the efficiency 
of the proposed methodology as a complex business intelligence system, which 
includes a traditional approach toward data sources as well as features of Big Data 
sources.
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6.1  Introduction
Fraud detection systems have been an emerging tool of the modern age for detecting anomalies, red 
flags, and patterns within voluminous amounts of data that are often challenging to analyze. The use 
of fraud analytic models does not have to be complex to be effective. The techniques of parties involved 
in fraud are becoming more and more sophisticated due to available technology and its usage in hiding 
fraudulent activities. Although technology significantly increases the opportunities to commit fraud, it 
can also play a key role in developing new methods to detect and prevent fraud. New ideas, methodolo­
gies, strategies, and techniques with powerful software are constantly evolving.

The term “fraud” is commonly used for many forms of misconduct, even though the legal defi­
nition of fraud is very specific. In the broadest sense, fraud can encompass any crime for gain that 
uses deception as a principal way of behavior. More specifically, “fraud” is defined as “a knowing 
representation of truth or concealment of a material fact to induce another to act to his or her detri­
ment.” Consequently, fraud includes any intentional or deliberate act to deprive another of property 
or money by guile, deception, or other unfair means (Spann, 2014; Baesens et al., 2015; Ward and 
Peppard, 2016). Fraud modeling starts when analysis relies on “critical thinking” skills to integrate the 
output of diverse methodologies into a cohesive actionable analysis product (Spann, 2014; Baesens et 
al., 2015; Krambia, 2016). Fraud models are used for various purposes, depending on data or infor­
mation types that are available and the type of analysis that is being performed. The analysis process 
requires the development and correlation of knowledge. Nowadays, more and more organizations are 
depending upon the most effective and efficient tools that can get the job done, while new paradigms 
are introduced to increase the efficiency of traditional approaches in fraud detection and management.

6.2  Fraud Model Development and Early Warning Systems
An optimal fraud model is multidimensional, involving strategic, organizational, process, and tech­
nology and data components.* In terms of strategy, it has to successfully reduce the financial and 
operational impacts of fraud; senior leadership must set the right tone from the top. That, further­
more, means conveying the seriousness of fraud as a business issue that needs to be on the minds of 
top managers. As antifraud strategies and plans take shape, organizations need to change  boundaries 
to ensure the key functions are working collaboratively to address the problem. In terms of organi­
zational resources, there is a clear need for skilled resources and adequately defined roles, responsi­
bilities, and accountability. Multiple layers are to be considered in the model, such as underwriters, 
claims adjusters, screeners, and investigators, all working toward common fraud detection and pre­
vention goals. Implementing a fraud model may necessitate some adjustments inside the organiza­
tion or at least better coordination across functional lines with possible special investigative units, 
which are optimally integrated with their counterparts in claims or other areas. In terms of processes, 
the detection stream is the key component of an antifraud model. There are plenty of inputs for a 
company to consider while preparing the model. Product development, actuarial, and underwrit­
ing processes can all prevent likely fraudulent parties from their opportunity, and automation of 
fraud scoring for all claims leads to efficient workflows ready to detect, triage, investigate, and man­
age fraud events. Systematic tracking of fraud trends and metrics should be incorporated into a 
comprehensive set of feedback loops and tactics to drive prevention and deterrence. In terms of tech­
nology and data, it is obvious that better data quality leads to better analytics prediction. Different 

* EY. (2015). Rethinking the business case for antifraud programs in insurance.
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tools and new techniques help leverage new claims and underwriting platforms and can automate 
initial detection steps and focus skilled resources on the cases that need further scrutiny (for example, 
analysis of unstructured text can be used for a more comprehensive review of available information, 
social media scanning, network link analysis, known fraudulent party databases, and other relevant 
industry data). For many companies, advanced analytics tools have become new, improved, and 
daily used approaches in fighting fraud. However, it is essential for companies to know and under­
stand the quality of their data, analytics, and operational maturity curves to know where to focus. 
An agile control framework will leverage quality data, integrated systems, and robust and repeatable 
processes along with enhanced investigative skills and capabilities.

As fraud grows more sophisticated, to fight it, a company must step up efforts to protect good 
clients, uncover organized fraud, and improve the effectiveness of analytics tools and specialized 
investigative units. But the most powerful approach in the fight against fraud may be a broad­
based and strategic rethink of the overall business process with a focus not just on “what” is being 
done but also on the “why” and the “how.” Although a typical organization loses 5% of its annual 
revenues to occupational fraud,* some industries are considerably more susceptible than others. 
Fraud obviously affects individual industries in different ways. For example, the retail industry 
may experience a greater number of individual fraud occurrences, but the average loss tends to be 
smaller than in other industries. The common denominator is that everyone is susceptible to fraud, 
and although almost 40% of the most recent fraud cases took place in private companies, almost 
28% occurred in public offices, 17% in government agencies, and 10% in nonprofit organizations.

Industries that can be selected as ones in which the highest percentage of fraud occurs are the 
following:

 ◾ The banking and financial services industry (fraud affecting this sector ranges from simple 
cash larceny to sophisticated check tampering, kiting, and billing schemes to identity theft 
and credit cards)

 ◾ Government (extremely susceptible to fraud because of its sheer size and number of employ­
ees, government agencies have fallen victim to nearly every type of fraud that exists, including 
billing fraud, the purchase of substandard or low­quality products, asset misappropriation, 
and payroll or expense reimbursement fraud)

 ◾ The manufacturing sector (carries a higher risk for fraud; the nature of this industry makes 
it susceptible to noncash fraud, including the stealing of goods and materials by employees 
as well as intellectual property, such as trade secrets or technology)

 ◾ Health care practices (particularly vulnerable to billing schemes with a high ratio of some 
sort of billing scam or insurance fraud perpetrated by providers)

 ◾ Educational institutions (particularly susceptible to billing and expense reimbursement 
schemes including corruption, skimming, and payroll fraud)

 ◾ Retail sector (including inventory theft and cash larceny leading the way)
 ◾ Insurance (different types of fraud related to a different industry for insurers)
 ◾ Telecommunications (mostly related to payment and tariff issues)

Each industry adopts internal controls that offer the best protection against fraud and abuse. 
These safeguards may overlap throughout industries or be totally unique for the sector itself. The 
financial services industry has been monitoring its controls by incorporating security measures and 
analytic methods. Government uses internal auditors along with retaining outsourced assistance 

* Maxwell, Locke, & Ritter; http://www.mlrpc.com/articles/which­industries­are­hardest­hit­by­fraud.

http://www.mlrpc.com/articles/which�industries�are�hardest�hit�by�fraud
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to audit its various departments and implement controls. As manufacturers have become more 
automated, types of controls include inventory management programs, installation of surveillance 
equipment in plants and loading docks, GPS tracking on delivery trucks, and corporate charge 
card monitoring for business expenses. Retailers use surveillance, inventory security tags, per­
petual inventory systems, and sophisticated point­of­sale systems to track purchases and returns 
to thwart perpetrators. Insurance companies have updated their claims auditing systems to spot 
suspected instances of fraud.

Even with these controls, fraudulent activity still becomes more and more complex and hard 
to track.

The fraud analysis process is not a series of steps that are processed in a strict order; rather 
the processes represent a methodology for accurate and concise analysis and information sharing 
that will change according to the red flags that are detected such as those shown in Figure 6.1 
(Spann, 2014).

As explained by Spann (2014), the direction process involves establishing the boundaries of the 
analysis and what will be discovered during the process. This is also a step in which analytical gaps 
and the effectiveness of the analysis are determined, and the significance of the analysis is estab­
lished. The collection process involves the gathering of raw data from which a finished analysis is 
produced. The collection process seeks to establish a criminal or fraudulent scope with a person 
or organization. The analysis process also seeks to collect information on trends, patterns, and 
methods of anomalies that help describe the phenomena of a fraud event. The evaluation process 
involves the conversion of large amounts of data into a final analytical product. The process is 
done through a variety of methods to ascertain the most effective analysis, including decryption 
and data reduction. Evaluation includes entering raw data into databases (fraud analysis) where 

Direction

Dissemination

Analysis

Collation and
description

Evaluation

Collection

Figure 6.1 The six-step analysis process. (Source: Central Intelligence Agency; D. D. Spann, 
Fraud analytics: Strategies and methods for detection and prevention, Wiley, 2014.)
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the data will be used in the analysis process. It includes recommendations, findings, and inter­
pretation of information stored in the fraud summary reports, investigative reports, and similar 
reports. Finally, the collation and description process has four distinct stages in the fraud analyti­
cal process, which include evaluating raw data from the information gathered to detect its utility 
for analysis, examining the validity of raw data for cleanliness, clearly defining the analysis process 
in order to collect additional resources that will assist in gaining the most accurate raw informa­
tion for robust analysis, and utilizing other activities in the collation and description process. The 
analysis process is the heart of the methodology. It is essentially the approach to problem solving. 
It uses established methodologies that are qualitative and quantitative and that seek to integrate 
correlated variables in a section of raw data in order to understand their meaning. Finally, the dis­
semination process is essentially an analytical product that has virtually no value unless the system 
is able to get the right information.

The results of any analysis process should be the following:

 ◾ Easy to understand
 ◾ Clear and concise
 ◾ Easily transferrable to others involved in the fraud examination and/or financial investigation
 ◾ Accurate

Two components that are essential parts of almost any effective strategy to fight fraud are 
fraud detection and fraud prevention (Baesens et al., 2015). Fraud detection refers to the ability to 
recognize or discover fraudulent activities, whereas fraud prevention refers to measures that can 
be taken to avoid or reduce fraud. The difference between both is clear: the former is an ex post 
approach, whereas the latter is an ex ante approach. Both tools may and likely should be used in a 
complementary manner to pursue the shared objective: fraud reduction.

Following this approach, two types of measures are typically taken to correct fraud (corrective) 
or prevent fraud (preventive).

6.3  New Paradigms in Fraud Analytics
There are several important characteristics of fraud explained by Van Vlasselaer et al. (2015):

 ◾ Fraud is uncommon.
 ◾ It is imperceptibly concealed because fraudsters succeed in hiding by well considering and 

planning how to precisely commit fraud.
 ◾ Techniques and tricks fraudsters adopt evolve in time along with or, better, ahead of fraud 

detection mechanisms.
 ◾ Fraud is often as well a carefully organized crime.
 ◾ It comes in different forms (credit card fraud, insurance fraud, corruption, counterfeiting, 

product warranty fraud, health care fraud, telecommunications fraud, money laundering, 
click fraud, identity theft, tax evasion, plagiarism).

The so­called fraud triangle (Figure 6.2) provides a more elaborate explanation for the underly­
ing motives or drivers for committing occupational fraud (Baesens et al., 2015).

This basic conceptual model explains the factors that together cause or explain the drivers 
for an individual to commit occupational fraud, yet it provides a useful insight into the fraud 
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phenomenon from a broader point of view as well. The model has three parts that together con­
stitute fraudulent behavior:

 1. Pressure is the first leg and concerns the main motivation for committing fraud. An indi­
vidual will commit fraud because pressure or a problem is experienced of a financial, social, 
or any other nature, and it cannot be resolved or relieved in an authorized manner.

 2. Opportunity is the second leg of the model, and it concerns the precondition for an indi­
vidual to be able to commit fraud. Fraudulent activities can only be committed when the 
opportunity exists for the individual to resolve or relieve the experienced pressure or prob­
lem in an unauthorized but concealed or hidden manner.

 3. Rationalization is the psychological mechanism that explains why fraudsters do not refrain 
from committing fraud and think of their conduct as acceptable.

All those drivers lead to fraudulent activity, which can be explained like the fraud cycle as 
shown in Figure 6.3.

The fraud cycle introduces several cycle phases or essential activities (Baesens et al., 2015) as 
follows:

Pressure

Fraud
triangle

Opportunity Rationalization

Figure 6.2 Fraud triangle.

Automated detection
algorithm

Fraud
detection

Fraud
investigation

Fraud
confirmation

Fraud
prevention

Current process

Figure 6.3 The fraud cycle. (From B. Baesens, V. van Vlasselaer, & W. Verbeke, Fraud analytics 
using descriptive, predictive, and social network techniques, Wiley, 2015.)



148 ◾ Computational Intelligence Applications in BI and Big Data Analytics

 ◾ Fraud detection: Applying detection models on new, unseen observations and assigning a 
fraud risk to every observation.

 ◾ Fraud investigation: A human expert is often required to investigate suspicious, flagged cases 
given the involved subtlety and complexity.

 ◾ Fraud con�rmation: Determining the true fraud label, possibly involving field research.
 ◾ Fraud prevention: Preventing fraud to be committed in the future.

A conceptual overview of the analytics process model (Hand, Mannila, and Smyth, 2001; Tan, 
Steinbach, and Kumar, 2005; Han and Kamber, 2011) is shown in Figure 6.4. As a first step, a thor­
ough definition of the business problem is needed to be solved with analytics. Next, all source data 
must be identified that could be of potential interest. This is a very important step as data are the key 
ingredient to any analytical exercise, and the selection of data will have a deterministic impact on the 
analytical models that will be built in a subsequent step. All data will then be gathered in a staging 
area that could be a data mart or data warehouse. Some basic exploratory analysis can be considered 
here using, for instance, online analytical processing (OLAP) facilities for multidimensional data 
analysis (e.g., roll­up, drill down, slicing, and dicing). This will be followed by a data cleaning step to 
get rid of all inconsistencies, such as missing values and duplicate data. Additional transformations 
may also be considered, such as binning, alphanumeric to numeric coding, geographical aggrega­
tion, and so on. In the analytics step, an analytical model will be estimated on the preprocessed and 
transformed data. In this stage, the actual fraud detection model is built. Finally, once the model has 
been built, it will be interpreted and evaluated by the fraud experts.

Trivial patterns that may be detected by the model, for instance, similar to expert rules, are 
interesting as they provide some validation of the model. But, of course, the key issue is to find the 
unknown yet interesting and actionable patterns (sometimes also referred to as knowledge dia­
monds) that can provide added insight and detection power. Once the analytical model has been 
appropriately validated and approved, it can be put into production as an analytics application 
(e.g., decision support system, scoring engine). Important to consider here is how to represent the 
model output in a user­friendly way, how to integrate it with other applications (e.g., detection and 
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Figure 6.4 Fraud analytics process model.
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prevention system, risk engines), and how to make sure the analytical model can be appropriately 
monitored and back­tested on an ongoing basis (Baesens et al., 2015).

As game changers, new paradigms include improvement in the analytics process by introduc­
ing the following:

 ◾ Large­volume data sets (Big Data, graph data, and NoSql)
 ◾ Fuzzy logic
 ◾ Social network analysis (SNA) metrics
 ◾ Unstructured data

6.4  Social Network Analysis Metrics in Fraud 
Management (Insurance Industry Example)

The insurance industry is based on the principle of mutual benefit. It is basically designed to protect 
against unsafe but significant losses. Insurance fraud undermines that because of false applications and 
requirements; amounts are paid to the insured to minimize the effects of actual damage. Fraud affects 
not only the insurers and the insured, but also the entire society because it can be used to finance other 
illegal activities. Consequently, insurance frauds are significant offenses with many consequences. 
Most honest customers eventually pay for this dishonesty through higher premiums. In addition to 
false claims and the costs of their discovery, it inevitably leads to higher premiums for honest policy­
holders, while they adversely affect the ability of insurers to deal with legitimate claims for damages.

The European Association of Insurers and Reinsurers, in the publication called Impact of 
Fraud  in Insurance, notes that most common forms of fraud are false or incomplete informa­
tion by the client when applying for insurance, and this has implications for damages based on 
mistaken or untrue circumstances by insurers misled in the process of risk calculation based on 
the insurance contract. Fraud can also be committed by contractors or others who emphasize the 
claim from the insurer. Requirements in real life cover a wide range of areas, such as claims for 
compensation for opportunity costs, compensation claims for fake travelers, fake injuries in traffic 
accidents, or organized criminal activity.

The fight against fraud is a constant process for insurance companies. Its complexity includes 
science and technology with large financial roles played by all involved parties. It affects all kinds 
of insurance regardless of whether it is life insurance, property, health, or a combination. Threats 
arising from fraud and concrete initiatives aimed at its detection and prevention vary considerably 
between different countries. In some countries, insurers even exchange relevant information for 
the purpose of efficient identification of fraudulent behavior. In Europe, such exchanges exist in 
Croatia, Estonia, Finland, Germany, Ireland, Malta, the Netherlands, Norway, Portugal, Slovenia, 
Spain, Sweden, and the United Kingdom. In the exchange of information, parties involved also 
include state institutions and departments. In some countries, including France, Sweden, and the 
United Kingdom, insurance companies have even established a formal group to explore insur­
ance fraud at different levels. Important roles in the prevention of fraud also include training and 
education of staff with the intention to raise awareness about the dimension of fraud and practical 
skills acquisition for discovery of constantly changing methods used by fraudsters.

Fraud detection efficiency can be significantly increased using methods based on advanced 
technology and information collected from open sources. It includes electronic devices for detect­
ing the authenticity of documents submitted in damage claims and use of publicly available 
information gathered from various websites. Particularly interesting is the growing trend toward 



150 ◾ Computational Intelligence Applications in BI and Big Data Analytics

use of advanced computer­aided analytical techniques for the detection and prevention of fraud. 
Detecting insurance fraud is mostly studied as a problem of supervised and unsupervised machine 
learning. As a basis for machine learning, analysts were using data from previous cases manually 
entered into models in order to create learning cases from proven cases of fraud. Because insurance 
companies analyze a relatively large number of claims, business process automation based on the 
results of machine learning can dramatically increase the efficiency of the evaluation process. A 
prerequisite automation information system is arranged to systematically record all business events 
and store the data in a database. Such a system offers the potential application of a wide range 
of analytical techniques to improve business performance and reduce damage caused by fraud. 
Although the internal structure and purity of the stored information is a necessary prerequisite 
for effective fraud detection in insurance, those data samples are not always sufficient and have 
to be enriched by other data collected from open sources with special emphasis on various social 
networks. Here come into play the analysis methodology of social networks described in this case 
by which the benefits of machine learning are improved around the image of the association and 
behavior patterns of a potential claim but based on fraudulent claims. If a (potential) client is not 
paying attention to your own behavior on the Internet, the insurance company can assemble a 
mosaic and a profile of him or her on the basis of fragments of data scattered throughout various 
social media and estimate its value according to different criteria. One of these values is the social 
media score* based on the analysis of activities on social media. Tools for analyzing social media 
can follow the conversations that are, on the one hand, related to the brand, industry, and compet­
itors and, on the other side, related to personality and behavior of the customer. Therefore, insurers 
are all actively involved in the virtual community to build even stronger relationships and more 
easily studied data from, for example, Twitter, Facebook, and other available sources. As for the 
risk assessment of the client, insurers commonly use credit scores, so it is expected that the security 
conditions are increasingly affected by the social media score as well. It opens up new opportuni­
ties in the classification of clients: what they are watching, what and where they buy, and what 
they comment on as being particularly interesting, with whom they associate, and with whom and 
how they communicate. This approach opens up new possibilities for the classification of clients. 
Insurers then, among other things, are guided to complete an individualization approach toward 
customers, starting from the decision about whether the client does offer an insurance policy to a 
flexible individual, calculating the premium payable for each client individually.

The popularization of social networks in recent years offers social network client data to insurers 
available almost at a click, allowing the formation of detailed dossiers and encouraging trend adjust­
ment of premiums and conditions with “digital” estimated client risk. In addition to the assessment 
of risk and business value of the customer before the conclusion of the insurance policy, the analysis 
of social networks can be invaluable in the evaluation of claims,† revealing patterns of suspicious 
behavior that involve a larger number of people or companies, and relatively easily discover inge­
nious attempts at fraud and the individual level. If the client for instance, submits a claim for the 
sake of a knee injury while social publishing a photograph shows him passing through the end of 
the marathon, this photo can mean the difference between acceptance and rejection of the claim. 
Of course, posts to social networks can also confirm an honest story of the claim.

* Sheryl Nance­Nash. What Insurers Could Do with Your “Social Media Score.” Available at http://www.dailyfinance 
.com/2011/12/12/what­insurers­could­do­with­your­social­media­score.

† Reda Alhajj, Jon Rokne. Encyclopedia of Social Network Analysis and Mining, chapter: Dark Sides of Social 
Networking.

http://www.dailyfinance.com/2011/12/12/what�insurers�could�do�with�your�social�media�score
http://www.dailyfinance.com/2011/12/12/what�insurers�could�do�with�your�social�media�score
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An insurer that intends to understand cause of claim related to, for example, health or injury 
is very interested in learning about whether the client engages in risky sports and activities or 
whether the customer travels to countries affected by war. This does not mean that the insurer 
is curious in terms of indiscretion, but the insurer needs to use the available material in order to 
verify the information. The aim is rational risk assessment and determination of the fair value of 
insurance or justification of the claim. Although some clients, especially honest policyholders, at 
first glance, may not like the idea of such control, fraud systems are indirect and are a part of the 
honest policyholder’s problem because fraud increases the average price of insurance products or 
services. If insurers were more likely to discover scammers, it would consequently lead to lower 
insurance rates, which are certainly a positive step in the context of broader social interests.

It should be noted that indicators, such as recent social media or various metrics of social net­
works, which are available to insurance companies, must be approached with caution and under­
standing to avoid violating regulatory rules and legal restrictions, especially in the area of privacy 
protection. The line between access to information and its legal use in some cases can be very thin.

6.4.1  Role of Social Networks in Detecting Insurance Fraud

When an automobile accident occurs, drivers and passengers usually exchange addresses and 
phone numbers and then submit them to the insurer. However, one address or one of the vehicles 
may already be included in one or more reported adverse events. The ability to obtain this informa­
tion may save the insurer a lot of time and may provide the insurer with new information about 
the case and/or indicate potential fraud. SNA allows the insurer to create a proactive view of the 
links between participants and previously identified patterns of dishonorable conduct. For this 
purpose, traditional methods and SNA are combined with other tools and methods. Such a hybrid 
approach involves organizational business rules, statistical methods, the analysis of links, the anal­
ysis of behavior patterns, and SNA over large data sets to gain more obvious recognized forms of 
connectivity. Typical examples of publicly available data that may be included in the production 
of hybrid models are judgments of the courts, enforcement, criminal records, and the frequency 
of address change. A hybrid insurance model can comprehensively rank the claims based on the 
assigned rating. If the assessment of the claim shows, for example, an address that is in the records 
of previous fraud or a vehicle that is already involved in more accidents and that exceeds a speci­
fied limit, automated detection of such cases may focus investigators on a specific suspicious claim.

A typical hybrid case study includes six components:

 1. Structured and unstructured data from different sources using extract, transform, load 
(ETL) tools loaded in the analytical data warehouse.

 2. An analytical team formed on the basis of information from various sources in order to 
estimate the likelihood of fraud. Relevant information can be based on a wide range of data 
sources, such as final judgments, any link with previous proven cases of fraud, multiple 
refused requests for damages, unusual combinations of data, or suspicious modification of 
personal information.

 3. Technologies and methods, such as text mining, sentiment analysis, categorization of con­
tent, process modeling, and predictive SNA to identify suspicious cases, which are then 
assigned a rating or score.

 4. Depending on the score of each part of the network, alarms or alerts are generated.
 5. Investigators can then focus on the deeper study of the potential cases of fraud.
 6. Finally, identifiers of fraud are implemented in a business system that is part of a hybrid network.
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6.4.2  Fraud Detection Model Described in 10 Steps

Many tools for detecting insurance fraud target specific verticals of business (such as receivables 
management), and then build a framework system around it. To make the system more robust, 
methodology requires a broader view that includes integration of all potential areas related to 
fraud (claims, premiums, employees, vendors, suppliers) in the big picture.

In order to create robust and efficient system for fraud detection, a 10­step approach was cre­
ated by R. Verma and S. R. Mani (2013). The authors proposed a complete analytical system that 
provides quick organization and analysis of unstructured data from claims, notes, and investigators’ 
reports as a third source. The system analyzes the sentiment requests and directs in­depth analysis 
on specific items for risky clients. Synthesized complex fraudulent patterns learned from historical 
cases can lead to early warning before small problems become big. The proposed analytical system 
for fraud detection with an integrated analysis of social networks is shown in Figure 6.5.

6.5  Fraud Model Development Using Unstructured Data, SNA 
Metrics, and Fuzzy Logic (Finance Industry Example)

The case of the bankrupt U.S. company Enron is known to the general public; however, the ques­
tion remains: Do we know the whole truth? The reason for this is the fact that the collapse of 
Enron was happening simultaneously with the September 11th attacks in 2001, which was also 
a complex case of economic crime (i.e., white collar crime) more interesting to the general public 
than the corporate general fraud.

In 1985, the Enron Corporation was established by a group of Texan entrepreneurs led by Kenneth 
Lay, who, taking advantage of the policy of deregulation of the energy market, introduced Enron 
among the giants of American corporations. Enron lasted until 2001 when it collapsed. The case of 
Enron is not special because bankruptcy can happen even with the largest companies, but it is because 
of the greed and unfairness of upper management who managed to sell their shares prior to the 
bankruptcy while assuring the middle management and employees until the last moment that buy­
ing shares was okay, telling them the company was in good standing and was not facing bankruptcy. 
What is specific to the Enron case was also the participation of fraudulent workers and shareholders 
and a number of institutions such as banks and audit firms. For example, employees of the Arthur 
Andersen audit company have been accused of destroying documents that would help prove the illegal 
conduct of Enron’s upper management. In the destroyed business documents, along with paper docu­
ments, there were emails containing the correspondence important for the course of the investigation.

Recognizing the value of electronic communication for future investigations, the U.S. Federal 
Energy Regulatory Commission (FERC), which was responsible for investigating the Enron case, 
published the electronic communications of Enron workers on the Internet. The published data set 
contained about half a million messages with a large amount of data that were incomplete with a 
clear question about the data integrity issue. Several data set versions prepared and cleaned using 
the FERC data base became available. For the purposes of this example, a data set was used* that 
was taken from an address containing 252,759 messages sent by 151 employees. The data set was 
created in the form of a MySQL database, which consists of four tables. The first table contains 
data on 151 employees (name, email address). Table 6.1 provides information on electronic mes­
sages (sender, date, subject, message, and file in which the message was located). The third table 

* http://www.isi.edu/~adibi/Enron/Enron.htm

http://www.isi.edu/~adibi/Enron/Enron.htm
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To avoid the introduction of costly analytical solutions that are not
in accordance with the weaknesses and strengths of the insurance
company, it is necessary to make a SWOT analysis of the existing
system for fraud detection and identify the difference existing in
relation to the desired state.

In traditional insurance companies, usually there is no team or person 
whose job is to proactively and responsibly detect fraud. It is important to
establish a dedicated team directly subordinate to the government
and make it accountable for fraud detection.

It is important to honestly assess the ability of internal resources for
self-building system. �e key parameters for the assessment of
external partners are price, adequacy interface, scalability,
complexity of integration, and the possibility of extending data
sources.

Team

Decision: buy or
build?

Data cleaning

Business rules
management

Determination of
the anomalies

threshold
detection

Predictive
modeling

SNA

Integrated case
management

Correct analysis results can be obtained only on the basis of relevant
data. Since the data are collected from different sources, they need to be
integrated with each other in a consistent and nonredundant set that
reflects the actual situation.

Although there are some types of fraud specific to the whole insurance
industry, expert business rules may vary at the level of individual
companies. No specific internal information can be difficult to build
a robust system for detecting fraud.

�e default state of the system (baseline) can be expressed by a
combination of various indicators of achievement (key performance
indicators). To identify fraud, it is necessary to determine the level of
deviation from normal conditions that will be considered fraud.

Methods of detecting fraud include data-mining tools that can 
see a tendency toward deception yet undefined metrics. Claims
automatically receive a score based on indicators of fraud or
deviation from the normal state.

SNA has proved effective in detecting fraudulent activity by
modeling the relationship between the various entities involved in
the tort claim. Links can be any of the phone numbers to the shared
location and business partners.

�e integration enables the collection of all key information relevant
to the investigation, including, for example, data from claims,
network diagrams, structured or unstructured notes of investigators,
and data from social media.

Future
perspective

Insurance companies should constantly look for additional sources
of data and integrate them into existing solutions in order to build
the most effective system that will be able to handle newly discovered 
forms of fraud in the future.

Strengths, weaknesses
opportunities, threats

(SWOT) analysis

Figure 6.5 Analytical system for fraud detection with an integrated analysis of social networks.
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contains information about the recipient (email address, type of message: to, cc, bcc), and the last 
table shows information on the forwarded and answered messages.

The Enron case study prevents incomplete and inconsistent data—in particular the lack of full 
email correspondence, incomplete data on the position of employees in the company, the use of mul­
tiple email addresses of employees, and interviews with former employees and those indirectly related to 
the company. However, more analysis and a partial data set can help gain insight into the problem and 
develop a methodology for future cases, which were not lacking after the Enron case (e.g., WorldCom).

According to open source information, positions of 151 Enron employees were arranged in 
several groups, which was used for analysis, as shown in Table 6.1.*

Using frequency of communication by email analysis (as shown in Figure 6.6), it is clear that 
intense communication took place during 2001, especially in May, after which communication 
decreases. After that, we can see an increasing trend in October again, just before the bankruptcy 
publication.

Following the significant increase in communication in October 2001, further analysis was 
focused on comparison of communication during October 2000 and 2001 with a focus on the 
position of employees in the company. Comparison of the received and sent email analysis in 
October 2000 and 2001 indicates a significant change in the type of communication among 
employees at a certain position: executive director, manager, or trader. More messages were sent in 
2000 and received during 2001, and employees in the position of general manager received more 
and sent fewer emails during 2000 compared to 2001. Comparison also recorded a significant 
increase in the sent email by employees in the position of vice president in October 2001. Email 
frequency divided per position and incoming/outgoing emails is shown in Table 6.2.

Analysis of network communication in October 2000 and 2001 indicates a significant density of 
the network in October 2001 (0.036) as opposed to October 2000 (0.141). It also analyzes the con­
sistency of the network, in which greater consistency is perceived in 2001 (eight components) than in 

* Available at http://www.isi.edu/~adibi/Enron/Enron_Employee_Status.xls

Table 6.1 Number of Employees according to Position 
in the Company

Position Number of Employees

CEO 4

Director 13

Employee 83

In-House Lawyer 3

Manager 10

Managing Director 3

President 4

Trader 12

Vice President 19

Total 151

http://www.isi.edu/~adibi/Enron/Enron_Employee_Status.xls
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2000 (26 components). Greater consistency of the network in October 2001 points to the fact that, 
during the crisis, a group of people (not otherwise communicated) established a joint communica­
tion with higher density of the network in October 2001, which, in turn, indicates the intense and 
widespread communication within the entire network in contrast to the same period before the crisis.

Further analysis is aimed at determining the individual employees who were “important” 
in the network of Enron’s electronic communication. Table 6.3 shows the five most important 
employees in the communication network (their positions) throughout the analyzed period and 
October 2001, according to centrality measures.
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Figure 6.6 Displaying the frequency of communication by email from 1999 to October 2002.

Table 6.2 Analysis Comparing Received and Sent Emails

October 2000 October 2001

Position Emails Sent Emails Received Emails Sent Emails Received

CEO 70% 30% 25% 75%

Director 8% 92% 41% 59%

Employee 53% 47% 55% 45%

In-House Lawyer 26% 74% 43% 67%

Manager 52% 47% 42% 58%

Managing 
Director

43% 57% 56% 44%

President 57% 43% 52% 48%

Trader 61% 39% 32% 68%

Vice President 37% 63% 45% 55%
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Table 6.3 Five Most Important Employees in the Communication Network

Closeness

All Years October 2001

liz.taylor@enron.com Employee sally.beck@enron.com Employee

sally.beck@enron.com Employee louise.kitchen@enron.com President

lavorato@enron.com CEO john.arnold@enron.com VP

louise.kitchen@enron.com President jay.reitmeyer@enron.com Employee

kenneth.lay@enron.com CEO j.kean@enron.com VP

Betweenness

All Years October 2001

liz.taylor@enron.com Employee sally.beck@enron.com Employee

lavorato@enron.com CEO robert.badeer@enron.com Director

sally.beck@enron.com Employee sean.crandall@enron.com Director

susan.scott@enron.com Employee jeff.dasovich@enron.com Employee

louise.kitchen@enron.com President bill.williams@enron.com Employee

Eigenvector

All Years October 2001

sally.beck@enron.com Employee sally.beck@enron.com Employee

liz.taylor@enron.com Employee louise.kitchen@enron.com President

louise.kitchen@enron.com President john.arnold@enron.com VP

kenneth.lay@enron.com CEO mike.grigsby@enron.com Manager

lavorato@enron.com CEO j.kean@enron.com VP

In-Degree

All Years October 2001

louise.kitchen@enron.com President mike.grigsby@enron.com Manager

mike.grigsby@enron.com Manager louise.kitchen@enron.com President

scott.neal@enron.com VP jason.williams@enron.com Employee

greg.whalley@enron.com President steven.harris@enron.com Employee

m..presto@enron.com VP john.arnold@enron.com VP

(Continued)
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Twenty different people appear in the table: 10 people in network communications during all 
years (5 persons in one degree of centrality, 1 person in three steps, 3 in four steps, and 1 person 
in five measures) and 13 people in the network communications in October 2001 (8 persons in 
one measure, 1 person in two steps, 1 person in three steps, and 3 people in four measures), and 
3 people appear in both networks. Looking at the structure of the network according to the posi­
tion, three employees that appear in both networks are in position of employee (two) and manager 
(one) (low­ranking persons).

At the same time, people who appear in the entire network but did not appear in 2001 belong 
to the same group of employees as the CEO, and the network of 2001 people appear, at the posi­
tion of vice president (VP). Calculation of measures of centrality and statistical analysis of sending 
email messages to the position suggest that during the period before the crisis, dominant corporate 
culture was sending directives from the top management (CEO, president), who during the crisis 
withdrew from direct leadership (perhaps in order to conceal), and in times of crisis management 
was sending information down on a slightly lower level management (HR and other executives), 
and the lowest part of the management and employees have retained their position due to the 
fact that it could have been used for spreading false information and increase the cohesion of the 
network, which, in turn, helps greatly in supporting fraud in the Enron case. A view of the entire 
social network with positions/indication of significant persons is shown in Figure 6.7.

For further analysis and identification of key people, we have used the ability to filter email 
messages according to their content. As FERC had a key role in the operation and control of 
Enron, the communication of October 2001 was singled out, and the condition was that the 
messages contained the commission acronym (FERC). The filtered data set consisted of 27,606 
messages and 3038 connections with the participation of 94 employees who were identified as 
having a position in Enron. SNA association maps showed the participation of four employees at 
the VP position (Richard Shapiro, James Steffes, Steven Kean, and Kevin Presto) and one at the 
position of employee (Jeff Dasovich) with extra high communication in the network. As persons 
with very good authority measure, Steven Kean (68% of received messages in his communication) 
and Kevin Presto (98% of received messages in his communication) stand out among employees at 
the VP position, and as opposed to them, Richard Shapiro stands out as a node with high closeness 
(30% of received messages in his communication, 70% of sent messages).

Figure 6.8 shows a map of integration of the filtered data set provided that nodes shown on 
the map have multiple input connections of 10 (the size of the node also determines the number of 
input connections: the more the connections, the bigger the node), and the color of fixtures shows 

Table 6.3 (Continued) Five Most Important Employees in the Communication 
Network

Out-Degree

All Years October 2001

liz.taylor@enron.com Employee sally.beck@enron.com Employee

sally.beck@enron.com Employee mike.grigsby@enron.com Manager

lavorato@enron.com CEO monique.sanchez@enron.com Employee

louise.kitchen@enron.com President louise.kitchen@enron.com President

kenneth.lay@enron.com CEO john.arnold@enron.com VP
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Figure 6.7 View of the entire network with positions of significant persons.
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a certain percentage of received messages in the total number of messages (red indicates a lower 
percentage of received messages, and green indicates a person whose communication consists 
entirely of incoming communications). The map identified the Tim Belden connection as a key 
figure in the trade part of Enron Energy Services, the person who many consider to be the “brains” 
of the operation of raising energy prices in California (Hansen et al., 2010, p. 123). Tim Belden 
belongs to the group of people for whom outgoing messages were not observed, which may point 
to a cover­up in communication.

Analysis of communication by email in the case of Enron shows how even with partial data 
sets an analyst can create interesting and significant results. The density of the October 2001 
network changed and became more centralized, and significant changes in the structure of the 
position of significant persons point to the possibility of illegal activities. Results indicate that 
communication between employees at respectable formal positions, at which high­ranking execu­
tives formed a group among themselves, was densely interwoven and supported by low­ranking 
managers and employees in the execution of illegal activities.

6.6  Car Insurance Claims Evaluation Using SNA 
and Fuzzy Logic (Insurance Industry Example)

This case study, described in Pinheiro and McNeill (2014), describes the methodology for the 
detection of problematic claims analyzing social networks based on the transaction data on 
reported adverse events. The goal of network analysis is to find unusual patterns of behavior of 
actors listed in the compensation claim: insurance holders, suppliers, services, witnesses, etc. based 
on their mutual links.

The first step in the definition of the network is to identify the participants (network nodes) 
and their roles. All the participants considered within one claim are interrelated. The network is 
composed on the basis of 22,815 requests. All claims are made on the aggregate level of unique 
requirements with multiple participants. They identified 41,885 unique participants associated 
with 74,503 links.

Network metrics are calculated for the entire network, including all links and all nodes, 
regardless of their role. They then identified all metrics assigned to individuals and companies. 
Analysis is made according to various roles, for example, insured person, driver, repairman, etc. 
Metrics of a service unit can show extreme deviations (outliers) when they are viewed in relation 
to other servicemen but not when compared to category of service recommended by the insurance 
company.

To create a network and calculate network metrics, we used graph analysis and identification 
of unusual behavior and extreme deviation exploratory analysis. Extremes have been detected by 
various methods, including univariate analysis, principal component analysis (PCA), and clus­
tering. We analyzed the level of network metrics for the whole network and categorized net­
work subsets. The incidence of extreme values, as in traditional exploratory analysis, can be used 
to define the set of rules and thresholds for describing suspicious events and unusual behavior. 
However, in this analysis, extremes and unusual behavior are not defined by specific attributes 
but by links between nodes, taking into account claims labeled as suspicious. A large number of 
similar addresses or the same persons involved in various adverse events can highlight a person 
and related requirements. It is possible to create a set of rules from online metrics using different 
analytical methods, which should be combined in practice. In cases in which several claims have 
the average value of the attribute (e.g., total amount, number of participants, number of different 
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roles, etc.), any one of them will be identified as suspicious. However, if someone, for example, the 
supplier or the insured, is involved in all of them, this level of connectivity becomes the trigger 
for labeling requirements as suspicious and is subject to further investigation. Because network 
metrics describes the relationship between nodes, frequency of occurrence and importance in the 
network analysis can signal suspicious links and use them to identify problematic actors. This is 
the reason why analysis should be focused not only on the claim but also on related persons and 
other associated claims.

In the present network, 41,885 nodes are analyzed, 30,428 of which relate to people and 4423 
to a company. To highlight the unusual activity resulting from the grouping of participants in 
terms of nodes and links, further analysis of the personal and organizational role of the partici­
pants is conducted. Analyzed nodes help describe participants and their relationship to claims, 
and the analysis of links displays their network reach. The study is also made as a kind of joint 
analysis at the community level with clusters and connected components. These groups actually 
represent clusters of actors associated to specific categories of claims extracted in the form of sub­
sets of the entire network, isolated network as extreme. In this way, a group of actors is discovered 
who behave differently from the rest of the network but would remain unnoticed if they were 
observed only at the individual level. Specifically, the present study observes 6236 related compo­
nents. Given that some of the removed entities are mentioned in almost every claim, it is impor­
tant to note that during the cleaning data process, part of the data entities, such as government 
agencies and other insurers, have been removed because their presence would result in total con­
nections within the network. Furthermore, the network consists of a total of 15,734 double­related 
components (biconnected components) whose articulation is 2307 points highlighted for further 
investigation. Of these 2307 articulation points, 984 of the people are referred to as suspicious. 
Finally, taking into account all the nodes, there have been 13,279 communities revealed regardless 
of whether they are classified as a person or company.

At the following stage, the individual metrics are compared with the total, and each node and 
edge is assigned to a measure that shows the relationship, which has contributed to the identifi­
cation of the most relevant structural aspects of social networks. Metrics of individual nodes or 
edges are then compared with averages for the entire network and in relation to individual catego­
ries, such as person, company, insured, etc. Both have discovered unusual or unexpected behavior, 
and further analysis also shows extreme values among average and individual values of individual 
measures. The methods used are univariate analysis, PCA, clustering, analysis of bond­related and 
double­related components, and community analysis. The process of identifying extreme values 
resulted in rule sets. The idea of access was not that different rules are used in a variety of analyses 
but that they have already created all the rules included in the common assessment framework 
based on which all the claims made are processed. Table 6.4 provides a list of the techniques used 
and the resulting number of suspects for each technique.

Analysis of related components is neglected for the sake of the excessive number of identified 
persons. Other techniques are allocated from 2 to 24 persons. If the aggregate persons identified 
all the techniques, there can be a total of 33 different people involved in a total of 706 instances 
of reported damage.

The individual attributes of the claims contain useful information about the transaction 
adverse event. They, however, individually correlate poorly with fraud or excessive demands, and 
the connection between the different claims may indicate the strangeness with which fraud and 
excessive demands are becoming more visible. Analysis of social networks has the potential of 
discovery of different roles and group participants in adverse events that may be in collusion; a 
graphical representation can help to highlight the visual samples obtained by civil analysis.
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Figure 6.9 visualizes the connection between one medical specialist whose name is (too) often 
placed in a series of requests from the unjustifiably high amounts sought in damages. It is con­
nected with a large number of different people, probably patients. Further analysis indicated the 
unexpectedly wide geographical area of the addresses associated with this person as a qualified 
doctor, which warranted further investigation.

Table 6.4 Number of Unique Suspects Detected Using Different Analysis 
Techniques

Techniques Number of Suspects

Univariate analysis 21

Principal component analysis (PCA) 23

Clustering 2

Relationship analysis 18

Analysis of double-related components 15

Analysis of related components 555

Analysis of communities 24
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Figure 6.9 Star-view network with a central node and a large number of different links.
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To highlight the peculiarities when it comes to related components and community benefits 
to the group view, some groups are rare or fall into extremes because their network metrics or 
structure is beyond the expected when it is compared with the rest of the network. Other groups 
may be separated by comparing business attributes associated with the metrics of such groups (e.g., 
amount of the claim, the involved cars, address, etc.) and the average data for the entire structure 
of the network. In addition to fraud, the business may be affected by excessive compensation 
requests. Excessive claims are a special problem for most insurance companies. Sometimes they 
encourage clients and sometimes suppliers. It is not always clear which side is responsible for loss 
of profits in such cases in which financial damage can take on significant proportions but all the 
actors involved in claims that are identified as unjustified should be closely monitored to avoid 
possible unexpected payments.

Like other industries, the market for car insurance is very dynamic. Changes in the market are 
reflected in source data used in the model. Therefore, an analytical model uses this information 
to analyze social networks to be monitored and periodically evaluated to ensure adjustment of the 
network, and uses metrics for new business situations, different scenarios, regulatory changes, and 
other variable factors. An example of unusual groups of related components based on network 
metrics and business attributes in relation to the rest of the network is shown in Figure 6.10.
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Figure 6.10 Unusual groups of related components and related components extracted twice 
because of differing values of network metrics and business attributes in relation to the rest of 
the network.
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Application to insurance comes with some general limitations: SNA­related data and their prepa­
ration and specific constraints may be affected by regulatory barriers (Kirchner and Gade, 2011). 
Generally, the source data must be well documented so that the effectiveness of the SNA would not 
be jeopardized with increasing amounts of data. While query languages of structured data, such as 
SQL, can be quite effective with relatively small data sets, it should be remembered that in the pro­
cessing of large quantities of normalized data, efficiency can significantly decrease due to latency of 
operations using large number of data table joins. It, first of all, relates to the transaction base that is 
typically needed to consolidate and aggregate (Goldberg and Wong, 1998). Specific restrictions are 
generally different regulations in different countries. Laws that protect data privacy and other regula­
tory requirements can seriously jeopardize analytical efforts and are, in some cases, even impossible. 
Therefore, before the implementation of the screening process, it is recommended to check compli­
ance of the foreseen SNA analysis steps with regulations.

6.6.1  Early Warning System Enriched with Fuzzy Logic Model

The main task of early warning systems is to warn about potential business problems at an early 
stage in order to create a time frame for analysis and prevention of unwanted trends. Business enti­
ties from various industries expressed interest in early warning system implementation. Insurance 
companies use this type of system for diagnosis and finding the causes of interruption of contrac­
tual relations. Early warning systems in certain economic sectors are gaining in prominence in 
periods of crisis, when adverse trends in business are expected, but no one can accurately predict 
which segment will be most affected or what the adverse trend for the company might be.

An early warning system is a systematic process of early assessment and measurement of risk 
with the aim of taking certain steps for preventing and minimizing its negative impact on business.

Although some crises occur unexpectedly, many can be predicted. In such cases, early warn­
ing systems are extremely important because they allow the prediction of problems and taking the 
necessary steps to avoid or respond on time to the impending crisis. For the establishment of early 
warning systems, it is necessary to identify potential crisis triggers and risk areas and enable their 
continuous monitoring and control.

For an early warning system to be effective, it is necessary to meet the following criteria:

 ◾ Ability to signal danger with reasonable margin errors
 ◾ Supervising and monitoring the internal and external environment
 ◾ Systematic coordination of information from different sources
 ◾ Consideration of current events in the relevant sector
 ◾ Due process review and updating of existing information

The ideal competitive early warning process consists of three phases or steps (also shown in 
Figure 6.11):

 ◾ The first phase involves potential risk identification, which is achieved through exhaustive 
analysis of trends and problems and consideration of the quintessence of the problem as well 
as different contexts in which the phenomenon occurs. Because of the limited resources 
that companies have at their disposal, we need to focus only on trends and issues that are 
relevant. This is the analytical phase and requires the application of analytical techniques, 
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such as the development of a hypothesis or elaborate scenarios in order to raise the efficiency 
of the whole process.

 ◾ The second stage is the risk monitoring “intelligence.” Individuals or teams responsible for 
monitoring must act as intelligence agents in their area and regularly report; teams are made 
up of experts from various fields in charge of the analysis, assessment, and business problem 
identification together with operational risks estimation. Areas of possible risk differ from 
company to company, and what is the same for all is the fact that there is no substitute for 
doing a good job of collecting data and information that will enable the accurate and timely 
identification of potential risk triggers (Ansof, 1975). Spotting “weak” or “bad” signals is 
achieved by scanning the organizational environment, the process of systematically search­
ing relevant information for the purpose of early risk signal identification, and how possible 
changes in the environment affect these risks (Aguilar, 1967).

 ◾ In the third phase, adequate strategy is determined for dealing with trends and issues that 
are identified as relevant.

When a risk is identified, it is necessary to establish a system of indicators that will include key 
components of risk as shown in Figure 6.12. Reactive and proactive data flow scheme related to 
risk components is shown in Figure 6.13, while risk components are shown in Figure 6.12.

Indicators must be visible, valid, reliable, stable, and unique. In the present model, struc­
tured analytical techniques can be of invaluable benefit for analysts in various stages of early 
warning, especially in the first phase of forecasting and identification of potential risks. 
Problem­solving analytical techniques allow us to organize and structure the analysis of cer­
tain problems or challenges or problem areas. The term “analysis” means the decomposition 

Risk
identification

Feedback Indicators

MonitoringWarning
Management

action

Figure 6.11 Phases of competitive early warning systems. (From Gilad, B., Early Warning: 
Using Competitive Intelligence to Anticipate Market Shifts, Control Risk, and Create Powerful 
Strategies, AMACOM, p. 69, 2003.)
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of specific problems, which helps reduce the complexity of the problem and enables us to deal 
with each component at a time.

Useful analytical techniques for decomposition and visualization of problems or risks are issue 
redefinition (problem restatement), network analysis, mental maps, etc. For the idea generation 
phase (identifying the risk), analytical techniques used are structured brainstorming, Delphi 
method, morphological analysis, De Bono’s six hats, quadrant crunching, and others. For sce­
narios analysis and indicator system management, it is best to use techniques such as scenario 
analysis, indicators, indicator validator, and others.

6.6.2  Case Conclusion

Insurers will, undoubtedly, use SNA more and more in assessing customers based on their 
behavior in the social media space because it opens the door to a completely new world in rela­
tion to the recently dominant hand evaluation rating and damage. From an optimistic point of 
view, such an approach could result in a breakthrough that will discourage most unfair clients 
in the implementation of unscrupulous practices and thereby improve the position of honest 
customers who use insurance as it is initially meant to be, according to the principle of solidar­
ity. New technologies and methods help us more effectively in detection of false information 
statements when concluding insurance policies. One of them is the SNA, which shows grow­
ing potential in the context of identifying discrepancies between actual events and the events 
described in damage claims. The message to customers who want to stay out of the limelight is 
as follows: Thanks to new technologies and methodologies, such as SNA, we can now find and 
tackle scammers more accurately.

6.7  Putting It All Together: Fraud Detection Model 
Development (Insurance Industry Example)

6.7.1  Problem Description

A Croatian company is faced with an increasing problem of fraudulent cases within its portfolio. 
Since its start on the Croatian market, in the last 2 years, they noticed an increasing trend of suspi­
cious insurance claims. The fraudulent cases did not have a common denominator or pattern that 
would be useful for fraud prevention. It proved the hypothesis that fraudsters are very inventive 
and use potential omissions within insurance companies for fraudulent activities. This demanded 
a creative approach for finding an adequate solution, which was not based on developing a predic­
tive model only. Predictive models are sample based, which means that the model will recognize 
some patterns only if there are enough existing cases within a population. Fraud solutions are 
much more different as a concept than, for example, churn models, because in churn modeling, 
we can expect a significant concentration of cases for predictive modeling, which can be relevant 
for predictive churn modeling.

Fraud has a different nature, and almost every fraudster tries to find his or her own way to 
commit a fraud. That leads us to the conclusion that fraud detection models should be developed 
with a focus on seeking suspicious details. 
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6.7.2  Proposed Solution

The traditional approach, which is focused on predictive modeling by using, for example, logistic 
regression, neural networks, or Bayesian networks, could be useful, but it is not sufficient. Taking 
into consideration that the Internet can be a valuable source of information, especially when we 
have developed fraud models, social network resources and other Internet resources can also be 
used as a base for fraud detection model development.

The basic idea was developing a solution that will unite four basic parts:

 ◾ Predictive fraud model
 ◾ Expert fraud model
 ◾ Social network analysis
 ◾ Text mining

The expected benefit from developing a predictive fraud model was not only a probabilistic 
calculator for the probability of fraud for each potential contracted insurance policy, but also 
understanding and discovering some potential hidden patterns within the data, which could be 
useful as a base for further investigation. The most important stage in predictive model develop­
ment is attribute relevance analysis, and at this stage, depending on aim variable, some interesting 
patterns could be revealed. Each predictive modeling project demands that almost 80% of time 
be spent on data preparation. Contrary to the rooted belief that a data preparation process consists 
of ETL processes, data quality improvement, or data extraction from different data sources only, 
it is a much broader process.

Data preparation starts with data sample construction planning. Experience shows that behav­
ioral attributes are the most important variables for fraud predictive model construction, and 
sociodemographic attributes are like a spice that gives flavor to the fraud models.

6.7.3  Expert Fraud Model Improved with Fuzzy Logic

The main purpose of the expert fraud models was recognition of suspicious activities on an indi­
vidual client level. The traditional approach, which leans on predictive models as a base for fraud 
detection models, was not sufficient. The main reason for that is that the predictive model contains 
a few more predictive attributes as an integral part. Because they make a predictive model implies 
that those attributes have the highest impact on the aim variable. That impact by traditional meth­
odology is measured using attribute relevance analysis. The criterion with the highest impact on 
the aim variable is statistical significance, and that fact hides pitfalls because if some trend became 
so obvious that it has statistical significance, it is doubtful that it is appropriate for an early warn­
ing sign. That means that some deviant trend has happened during the longest period of time, and 
it makes a statistically significant data pattern recognizable through attribute relevance analysis. If 
some trend or event happens on an individual level, and it is fraudulent activity, it is impossible to 
recognize it with traditional statistical predictive models. For basic trend recognition and fraudu­
lent pattern recognition, which have mass characteristics, the methodology is good enough, but 
for an early complete fraud detection solution, it is not sufficient. It does not mean that predictive 
models should not be used for fraud modeling; it only means that predictive models should not 
be the only element or base for fraud detection systems. Fuzzy expert systems give power to fraud 
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detection models to recognize potential suspicious activities based on human expert knowledge, 
which is integrated within an automatic solution.

SNA is of valuable help for finding hidden connections between previously detected suspicious 
subjects, objects with newly contracted subjects, and objects. SNA also was used as a proactive tool 
for finding potential concentrations, which have some links with suspicious activities.

Text mining was used as a tool for finding interesting textual patterns on social networks, 
forums, and other Internet sources, which contain text and are somehow interesting for the insur­
ance company or the insurance company was mentioned within the text.

The main power of a planned system was the synergy effect realized in the way that the fuzzy 
expert model contains an integrated predictive model as well as social network metrics. That 
approach assured integration of different concepts, which provides a powerful tool for fraud 
detection.

6.7.4  Developing a Predictive Fraud Model

The first important thing before model development is a data quality check. In our case, it con­
solidates the following:

 ◾ Basic statistical measures and distribution checking for continuous variables
 ◾ Missing value analysis
 ◾ Data gap analysis for each attribute
 ◾ Logical attribute check
 ◾ Business data check and business review of constructed sample

Basic statistical measures were useful for attribute auditing. Mean, standard deviation, quar­
tiles, and percentiles applied on continuous variables gave an insight into existing attribute charac­
teristics. Standard deviation was useful in finding outliers and extremes within attributes. Extreme 
values in variables are often milestones for further investigation regarding fraud. Another impor­
tant thing in the data quality check was missing value analysis. Attributes that have a significant 
percentage of missing values are not suitable for model development. Missing value analysis gives 
information about missing values within attributes. It is not the universal rule that attributes with 
a significant percentage of missing values are not usable for model development. An example for 
that is the situation in which the client, buyer, or contractor does not want to provide some piece 
of information, and that information has great impact on the aim variable, like providing a resi­
dential phone number in fraud detection models. A useful technique in the data quality check is 
an attribute logical check. This technique controls attribute values by using simple logic checks. 
An example could be to check if work experience is higher than the current year minus the year of 
first employment. Another example could be checking how many people within the data sample 
are older than 120 years or if phone number attributes contain illegal characters. A business data 
check and business review of the constructed sample are an often unduly neglected step during the 
model development process. It implies that the model development process should include people 
from the business (model users). Model development is under the jurisdiction of modelers, who do 
not necessarily have expert business knowledge in some specific domains, such as telecommunica­
tion or insurance. It is important to achieve cooperation between them during model develop­
ment, as it was during this project.
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At this stage, as a result of cooperation between modelers and business users, a bunch of 
virtual variables were created. Virtual variables, also known as derived variables in the literature, 
are a powerful tool for customer behavior exploration. A virtual variable mainly does not exist 
within the database relation model, and it is constructed based on expert knowledge. Virtual 
variable construction has a lot in common with the methodology of expert system planning 
because expert knowledge should be expressed in variables, and experts in the process of knowl­
edge elicitation should provide knowledge. In this case, virtual variables were created for predic­
tive modeling purposes as well as for developing expert models. Virtual variables as behavioral 
variables finally showed high importance for solution building. The attribute relevance analysis 
process, as its task, had to find the best predictors, which goes into the following fraud predic­
tion model­building stage. Most of the attributes were removed from the sample as predictors 
because of poor predictive power in relation with the fraud flag. Before attribute relevance analy­
sis starts, the data sample was divided into two parts: a development sample and test sample on 
an 80%:20% ratio. In the case of attribute relevance analysis, information value and weight of 
evidence measure were used.

Formulas for weight of evidence calculation and information value calculation are shown 
below:
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Weight of evidence is calculated as a natural logarithm of the ratio between distribution of 
nonfraudsters (Dnf) and fraudsters (Df) in distribution spans. Information value is calculated as 
the sum of differences between distribution of nonfraudsters and fraudsters in distribution spans 
and product of corresponding weight of evidence. Data samples for fraud detection models have 
one common characteristic, a low fraud rate within the sample, which could be a serious problem 
for predictive model development. To solve that problem, a strategy could be extension of the data 
sample observation period. The problem is that this strategy can cause dilution of the data sample, 
which can result in an inadequate model.

In our case, attribute relevance analysis was done on a two­and­a­half­year observation period. 
Attribute relevance analysis covered 78 variables, and most of them have behavioral character­
istics. Only 15 of them had sociodemographic characteristics. Attribute relevance analysis was 
done by insurance type, and for collision damage, waiver analysis showed the highest importance 
for some variables. The collision damage waiver had a fraud rate of 0.23%, which was the high­
est fraud rate in comparison to other products. This confirmed the hypothesis about the highest 
fraudulent activities within that segment.

As the most important variables for the collision damage waiver, the following variables were 
discovered:

 ◾ Time from contract to damage report
 ◾ Period of the day when accident has occurred
 ◾ Type of injuries
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 ◾ Presence of children in car accidents
 ◾ Time of the day when damage was entered into the company information system

After deeper analysis, it was apparent that fraudulent cases had occurred within a short period 
of time after the contract was signed; mostly at the end of the day (later it was discovered that it 
has a correlation with the dark period of the day); injuries were whiplash and soft tissue injuries; 
there were no children in the vehicle at the time of the accidents; and for a significant number 
of fraudulent contracts, data were entered into the company information system after work time. 
Attribute relevance analysis gave a pretty clear description of suspicious fraud regarding the colli­
sion damage waiver. The last mentioned attribute, time of the day when damage was entered into 
the company information system, was the base for the hypothesis about inside fraud, and it was 
motivation to investigate external data resources (Big Data analytics) and to use social network 
analysis as a tool for proactive fraud detection on internal and external data sources.

6.7.5  Developing the Expert Fraud Model

The fuzzy expert system was built based on expert knowledge and discovered relationships in the 
process of attribute relevance analysis and SNA. The fuzzy expert system contained rules that 
point to suspicious activities, such as a short time period from contracting to damage report, time 
of the day when damage was entered into the company information system, number of accidents 
in a certain period of time, insurance or damage ratio, etc.

Knowledge extracted in the process of attribute relevance analysis was also integrated into the 
expert model as well as social network metrics. As an illustration, Table 6.5 shows selected (partial) 
results on the portfolio level based on the fuzzy expert system.

The expert fraud model was developed as a result of classifying each contract into the follow­
ing categories:

 1. Unsuspicious
 2. Low suspicious
 3. Suspicious
 4. Very suspicious

First processing from the expert fraud model recognized 0.15% very suspicious cases, 0.23% 
suspicious cases, and 2% low suspicious cases. Some of the dominant mutual characteristics of all 
suspicious cases were in a short time period from contracting to damage report, high number of 
accidents in the last 2 years, significant concentration between some of the lawyers, and suspicious 
accidents. All suspicious cases were investigated individually, and the model proved efficient after 
investigation.

6.7.6  Social Network Analysis as Part of the Fraud Detection Solution

SNA had the task to investigate and discover potential concentrations among participants in the 
contracting process for cases that were discovered to be fraudulent. Also, SNA had the task to inves­
tigate potential links between elements within cases that were discovered as fraudulent with other 
participants who are not directly (obviously) connected with those cases. For that purpose, a meta­
model with all participants internal and external, as well as with objects of insurance, was created.
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Table 6.5 Results on Portfolio Level Based on Fuzzy Expert System

Highest Abstraction 
Level

Abstraction Level 1
Signals/Key Indicators

Abstraction Level 2
Signals/Key Indicators

Abstraction Level 3
Signals/Key Indicators

Abstraction Level 4
Signals/Key Indicators

Number of accidents in 
last 2 years
Low 85%

Medium 10%
High 5%

Damage amount
Low 60%

Medium 30%
High 10%

Fraud indicator related 
to customer

High 2%
Medium 8%

Low 90%

Injury type
A 35%
B 45%
C 20%

Riskiness
High 3%

Medium 5%
High 92%

Fraud indicator related 
to participants

High 2%
Medium 10%

Low 88%

… …

…

…

… …

…

…

(Continued)
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Table 6.5 (Continued) Results on Portfolio Level Based on Fuzzy Expert System

Highest Abstraction 
Level

Abstraction Level 1
Signals/Key Indicators

Abstraction Level 2
Signals/Key Indicators

Abstraction Level 3
Signals/Key Indicators

Abstraction Level 4
Signals/Key Indicators

Portfolio level
Unsuspicious 97.62%
Low suspicious 2%
Suspicious 0.23%
Very suspicious 0.15%

Fraud probability related 
to time markers

Certain 1%
Possible 2%

No 97%

… …

…

…

… …

…

…

… …

…

…

Fraud indicator related 
to other factors

High 18%
Medium 2%

Low 80%

… …

…

…

… …

…

…

… …

…

…

Note: This sample structure extends accordingly.
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As a toll for analysis, Python library NetworkX was used, by using the following code:

import networkx as nx
from operator import itemgetter

G=nx.Graph()
G=nx.read_pajek("Fraud.net")

print "Info:"
print nx.info(G)

print "Degree histogram:"
print nx.degree_histogram(G)

print "Density:"
print nx.density(G)

print "Number of nodes:"
print G.number_of_nodes()

print "Number of edges:"
print G.number_of_edges()

dc= nx.degree_centrality(G)
Sorted_degree = sorted(dc.items(), key=itemgetter(1), reverse=True)
print "Sorted degree:"
print Sorted_degree [0:5]

bc= nx.betweenness_centrality(G)
Sorted_betweenness = sorted(bc.items(), key=itemgetter(1), reverse=True)
print "Sorted betweenness:"
print Sorted_betweenness [0:5]

cc= nx.closeness_centrality(G)
Sorted_closeness = sorted(cc.items(), key=itemgetter(1), reverse=True)
print "Sorted closeness:"
print Sorted_closeness [0:5]

As a result of SNA, it was apparent that there was a significant concentration between some of 
the contractors and suspicious accidents and a significant concentration between some of the law­
yers, and suspicious accidents were discovered. That leads to the conclusion that there is potential 
doubt about fraudulent activities if a request for paid compensation is connected with a specific 
lawyer. Regarding contractors and a significant concentration between some of the contractors 
and suspicious accidents, it was discovered that there are only three unique contractor IDs within a 
system for contracting in the company, and that was the reason why SNA discovered a significant 
concentration between contractors and suspicious accidents.

6.7.7  Role of Text Mining as Part of the Fraud Detection Solution

The final stage of fraud solution development was text mining on external data sources, such as 
social networks, blogs, forums, etc., which are significant for the Croatian population. In theory, 
social network data, by their complexity, can be interpreted as a Big Data source even if collected 
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mainly from internal sources for fraud modeling purposes. The reason for that lies in its com­
binatory tendency, which rises with the number of included nodes. The reading scalability and 
complexity of textual data from external sources depends on a Big Data environment. The aim of 
analysis was to discover potential patterns within textual data, which is in relation to the insur­
ance company for which we are making the fraud detection solution. For that purpose, Python 
programming language was used with the NLTK library. Data capturing from targeted sources 
was done with Python scripts united within several text containers dependent on the data source. 
The process of data cleansing, tokenization, and removing stop words was done by NLTK library 
usage. As a result of the analysis, one interesting fact from the perspective of fraud was discovered. 
For one district, there was a discussion group related to car glass insurance for the company for 
which the fraud detection model was developed, in which the participants of the discussion group 
gave advice on how to avoid inspection of car glass by an officer from the insurance companies. 
They noticed that if someone parked the car or mentioned to an officer from the insurance com­
panies that he or she parked the car far away from the insurance office that the officer would not 
inspect the condition of the car glass and create the contract without inspection. The discussion 
group saw that as an opportunity to mend broken car glass very cheaply and to motivate other 
readers to do the same. Results from text mining were motivation for further analysis regarding 
paid compensation for car glass insurance in a specific district. Analysis showed a significantly 
higher paid compensation rate for car glass insurance in comparison with other districts within a 
short time period from contracting to damage report, especially in the last 7 months. As a result 
of that analysis, the officer was warned that she must inspect every car’s glass before making a car 
glass insurance contract.

6.7.8  Predictive Power of the Model and Implementation Notes

Measuring the predictive power of the proposed solution should be observed partially for each part 
of the proposed solution. The predictive model should be evaluated partially, the expert model 
should be evaluated partially, and for text mining and SNA, it is hard to evaluate predictive power 
in the classical way.

An integrated predictive model has relatively weak predictive power, and has an area under the 
curve (AUC) of 65%. Predictive power became much higher when it was incorporated within the 
fuzzy expert model, when AUC increased to 78%. Text mining helped in revealing some suspi­
cious activities, which helped in fraud prevention, as well as SNA.

The solution was implemented in one Croatian insurance company. The fuzzy model along 
with social analysis metrics exist as a permanent solution, which evaluates riskiness on a client 
level. Text mining is used frequently for seeking suspicious activities related to fraud.

With this system, the company prevented and revealed a few situations with car glass insur­
ance. The system showed through SNA a high concentration in connection with officers in one dis­
trict in Croatia where there was an increasing number of requests for damage payment. Additional 
analysis showed through text mining that customers wrote instructions through social networks, 
through Facebook and similar services, how to avoid car glass inspection. They recognize that 
a specific officer was sometimes too lazy to inspect the car glass before contracting this kind of 
insurance. They also noticed that it was not too hard to demotivate her to go do the car glass 
inspection before contracting. Instructions were written by clients on social networks to encour­
age other potential clients to do the same, which caused great expense to the insurance company.

The presented solution was valuable for fraud recognition, and the model showed efficiency in 
the way it combined different analytical methodologies.
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6.8  Conclusion
The presented case studies show the importance of integrating different analysis concepts 
based on traditional data sources and Big Data sources for a successful fraud detection solu­
tion. Each methodology or concept does not have answers for all questions, but integrated, 
it can create a synergy effect, which can contribute much more efficient solution than in the 
situation in which we are using only one methodology or concept. The case study shows the 
importance of the result of chaining through different systems, and that can result in some 
new pattern or knowledge revelation. The traditional approach to fraud detection, which 
leans on reporting and predictive modeling, is not sufficient, especially in a Big Data envi­
ronment and new techniques suitable for pattern recognition from Big Data sets. Business 
intelligence concepts tend to integrate new methods and concepts to be as efficient as possible 
in business decisions in a complex business environment. The presented case study shows one 
possible solution for fraud detection in insurance, which can be applicable in complex busi­
ness environments and which uses the advantages of advanced analytical models, internal 
data sources, and Big Data sources.

The solution unites different concepts instead of a single concept and model usage. The advantage 
of this approach is a model that can detect fraud with much more efficiency. Fraud, by nature, is infre­
quent in appearance, which complicates predictive statistical model development. Another issue is that 
even in a case in which fraud hypothetically is frequent in a way that for modeling purposes we have a 
significant data sample, it is unrealistic to expect uniform pattern recognition, which would be a base 
for predictive modeling. However, we should not neglect the potential of fraud predictive modeling, but 
we also should not lean only on that concept as a universal solution for fraud detection.

The solution is fraud system development that unites different paradigms, such as predictive 
modeling, expert knowledge integration via fuzzy expert systems, text mining, and SNA. The 
presented approach is a good tool for discovering fraudster’s creativity.

Leaning on one concept or method can cause inadequate results because, as has already been 
mentioned, fraudsters are very creative, and in the case in which some pattern becomes obvious, 
it is often too late to apply data science for finding solutions because a company can be in deep 
trouble. Text mining, SNA, and a Big Data approach can be helpful for sniffing out potential 
omissions in working processes, which allows fraudsters some opportunities to act. On the other 
hand, if a company does not analyze internal data with the intention of fraud prevention, it is also 
bad strategy.

If internal fraud prevention is based on a predictive model only, then a significant part of the 
potential fraudulent behavior remains uncovered because predictive models operate on 6 to 12 
variables only, which is insufficient for covering all possible fraudulent situations. To be much 
more efficient, fuzzy expert systems are introduced to cover as many potential gaps and indicators 
as possible, which are not frequent but significant for fraud detection.
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Abstract

IT industries, government, and nongovernment organizations have initiated more invest-
ments toward handling Big Data, speci�cally infrastructure-based projects on Big Data. 
Managing past and present data supports the industries to carry out market analysis, 
auditing, and investment decisions and to future business growth prediction. �e variety 
of technologies are leading for infrastructural approaches to managing Big Data, such 
as sharding, Hadoop, Spark, massive parallel processing, and the cloud. Sharding is one 
such technology for partitioning, replicating, and distributing a database over multiple 
remote servers, which show the way to speedy data processing, support global access, limit 
a single point of failure, and a lot more. MongoDB, a NoSQL document-oriented data-
base technology, has built-in processing stages for con�guring sharding and balancing the 
data over multiple servers. A sharding key and schemes are the cornerstones of sharding 
technology performance. Moreover, sharding can come together with MapReduce, paral-
lel processing, and the cloud. �e implementation and result analysis in this chapter have 
been done on MongoDB standard built-in sharding schemes and range-based, hashed, and 
tag-aware sharding schemes for speedy data analytics. �e results analysis is performed on 
three parameters in MongoDB auto balancing: query execution time, number of keys, and 
documents examined. �e results showed that the range-based sharding technique is good 
for key-based and relevant search, and the hashed sharding technique is a good option for 
random and key-based search. Application and predetermined searching always require 
tag-aware sharding. Tag-aware sharding is also superior to the other two techniques for 
data analytics operations on more than one key �eld.

7.1  Introduction
Over the past 20 years, the storage and handling of digital information have increased by a large 
volume in all �elds. When a database keeps on growing, handling it in a single machine and 
operations, such as analytics and mining, is critical. Also, the Gartner group [1] says that not only 
twentieth-century data are increasing in size, but also the database is totally unstructured and 
complex in nature. A variety of new technologies are being developed to handle large data volumes 
with the characteristics variety, velocity, and volume [2].

NoSQL: Not only SQL (NoSQL) database technology handles a database in its unstructured 
format and drops the complex relational data model structure. �e variety of NoSQL databases 
gives market software the opportunity to go with speci�c open source NoSQL for speci�c applica-
tions [3]. �e data model of storage column-oriented, graph databases; key value data stores; and 
document data stores allow people to provide quality solutions for di�erent uses. Several NoSQL 
databases are being developed with di�erent features, including MongoDB, Cassandra, HBase, 
Riak, PostgreSQL, and CouchDB.
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Cloud data centers: Handling Big Data in a centralized server and also in a single data center 
is not only tedious; it also leads to a single point of failure, requires costly servers, increases latency 
while accessing database online and social networks, and is not scalable. Big Data management 
over a cloud data center provides the solutions for the above issues through virtualization, backup 
and recovery, replication, and dynamic migration, and also it requires less maintenance.

MapReduce: �is is a technique well suited to perform parallel processing on distributed large data. 
It divides the entire parallel processing operation into two sections: map and reduce. Map is an initial 
level parallel processing technique performed on a number of distributed data nodes. �e second level 
reduce operation is to forward the results into more focused output through the function called reduce. 
Before the operation starts, data are distributed into multiple nodes, and the same set of operations is 
applied in a parallel manner on the distributed nodes. Sharding is one such technique to distribute data 
on multiple servers either locally or globally. It improves the performance of database management 
techniques, data mining, and data analytics operations. Hadoop, Dryad, MangoDB, and Hadoop–
MongoDB connector are the better options for MapReduce implementation [3].

Database sharding: Database sharding is a suitable solution for scalability, performance, and 
fault tolerance challenges for database-centric applications. It follows shared nothing architecture—
that is, divides the large database into small databases and distributes it into servers. Each partitioned 
database is called a shard. �e shards are replicated and stored in di�erent servers in the same loca-
tion or remote places. �e smaller databases are faster, have quicker disaster recovery, and are easier 
to manage with minimum cost. �e problems of sharding are balancing and failover. Balancing is 
necessary when the load grows larger. Hence, it is necessary to equalize the load among all the serv-
ers. �e shards can also be replicated to solve failover issues. A replica set (shards) is a set of n servers 
to copy the partitioned database. At least one copy should be online. MongoDB has the facility of 
auto-sharding. Automatic balancing or sharding is the process of distributing the database evenly 
into multiple servers [4].

Automatic balancing of sharded clusters: Choosing the best hardware with a high power 
processor, memory, and storage is not the only solution to handle Big Data. Scalability and reli-
ability are the major issues when we go for an individual server. �e data mining and analytics 
on a single server is not only expensive; it also increases computational complexities. MongoDB 
supports sharding with the additional features of replication and an auto-balancer. �e replica-
tion and balancer are fully transparent to the user. �e user can choose the replication factor and 
requirement of auto-balancing while con�guring sharded clusters.

�is chapter proposes to take advantage of the database sharding concept with auto-balancing 
of chunks on multiple servers for increasing the speed of the data analytics process. �e chap-
ter takes advantage of built-in functions available in MongoDB and sharding techniques. �is 
chapter also deals with performance analysis on database sharding with failover issues, dynamic 
balancing, and the latency factor of complex data analytics operations. Moreover, the �ow of the 
proposed work is to help readers to understand sharding with data analytics in a practical way. 
�e NoSQL database MongoDB supports three di�erent sharding techniques: range-based shard-
ing, hashed sharding, and tag-aware sharding. �is chapter illustrates these three techniques with 
case studies, implementation commands, and detailed results analysis. Moreover, the step-by-step 
practical implementation of sharding with di�erent shard key algorithms gives great insight into 
Big Data research in a distributed environment.

�e rest of the chapter is organized as follows: Section 7.2 presents the related works of sharding and 
data analytics with MongoDB and sharding. Sections 7.3 and 7.4 describe sharding architecture and 
MongoDB sharding techniques. Section 7.4 also presents the basics of NoSQL DB, MongoDB, 
and sharding con�guration steps. Section 7.5 deals with implementation of sharding and results 
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analysis. Finally, Section 7.6 concludes with the results of data analytics performance on sharding 
with auto-balancing and future scope. �e list of references to build the work is furnished at the end.

7.2  Related Work
Having a database grow bigger and bigger consequently requires more architectures, algorithms, 
and tools to handle and �nd the solutions. �e term Big Data not only refers to size; it also 
indicates data that are semistructured or unstructured in nature, data generated from di�erent 
resources, and complexity in the nature of data. Traditional techniques, such as relational database 
management systems (RDBMS) and SQL, are not suitable for all the cases of processing Big Data. 
Hence, software industries and researchers are focusing on developing speci�c tools for handling 
Big Data and �nding solutions for Big Data issues [5]. �e following are a few sample technologies 
and tools used by Big Data developers and researchers:

 ◾ Processing Tools for Big Data Analytics
– R, Apache Spark

 ◾ NoSQL DBs
– MongoDB, HBase, Cassandra, CouchDB

 ◾ Storage
– Storage as a Service, S3, Hadoop Distributed File Systems

 ◾ MapReduce
– Hadoop, Pig, MapR, Hive

Large database systems on a single server make the data retrieval process slow, lead to a single 
point of failure, and challenge the applications that require high throughput. To address these 
issues, NoSQL DBs propose two approaches: vertical scaling and horizontal scaling.

Vertical scaling: Adding more CPUs and storage in a single server to match the growing data-
base. �rowing hardware at issues is not the right solution because the cost of the high-capacity 
single server is higher than smaller systems, and cloud centers also o�er small instances only. 
Hence, vertical scaling is not the best option for processing Big Data.

Horizontal scaling: Distributed computing is a better option than a centralized server for per-
formance and reliability reasons because a larger database scales into a number of small servers 
and has been proven to be the best option to handle Big Data. �is technique is called sharding. 
Sharding distributes the database into a number of servers called shards. Each shard handles only a 
small amount of data (chunks) and makes it quicker to read and write data operations. �is chapter 
provides an introduction to sharding and its architecture, MongoDB sharding programming exam-
ples, the signi�cance of the sharding key, and various sharding techniques and also proves how far 
auto-balanced sharding increases the performance of search (query execution time) and data analyt-
ics operations. Various NoSQL DBs support sharding, including HBase, MongoDB from version 
1.6, Oracle NoSQL database, and MonetDB. In addition, dbShards is the product speci�cally 
designed for sharding and allows the existing applications to use shards without any modi�cation 
to the existing application code. dbShards supports database applications as an external product.

7.2.1  Advantages of Sharding

�e following are the reasons to go for partitioning, replication, and distribution of Big Data over 
distributed servers:
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 ◾ �e partition and distribution of database over remote servers supports customers who 
access the data globally, for example, Amazon, Facebook, Google, etc.

 ◾ Keeping the data on replicated servers results in lower recovery time.
 ◾ �e costs of simple con�guration servers are less than higher con�guration single servers.
 ◾ Accessing the database for read, write, and query execution performance is faster than a 

centralized server in terms of speed and reliability.
 ◾ Deploying shards on cloud servers is easy because most of the cloud instances are small.

7.2.2  Survey on Sharding Techniques

�e performance of sharding depends on the number of sharded clusters, the sharding key, and 
the distribution of related information among shards. Above all, the sharding key is the decid-
ing factor for other performance characteristics. Various sharding key techniques are developed 
for focusing on speci�c applications. Krasuski and Szczuka proposed a technique to show how 
far sharding assists the performance of data analytics on large databases. Here, the sharding 
technique is used for partitioning the query instead of the database for speedy data analytics [6]. 
BIMCloud is a cloud-based Big Data management tool proposed by Das et al. �e technique 
integrates the splitting and merging of data, social interaction with BIM, and sharding of BIM 
data [7]. Quamar et al. proposed a partitioning technique for online transactions for dynamic 
load balances [8].

Ahirrao and Ingle proposed a not fully dynamic or static partitioning algorithm for online 
transaction data. Initially, a transactions log �le is used for partitioning data, and later, at 
regular intervals, the partitioning is recon�gured [9]. Duong et al. proposed zero replication 
partitioning for minimizing the sharding cost [10]. �e existing techniques are developed 
and proven for speci�c applications and on speci�c databases, such as online transactions, 
social networks, BIM information, etc. �is chapter performs implementation on standard 
techniques that are applicable for any database application and performs detailed comparison 
analysis. �e following is a list of various sharding techniques proposed for various Big Data 
applications:

Sharding techniques

Range-based partitioning
Hash-based partitioning
Tag-aware sharding
Query sharding
Clustering fragmentation [11]
Horizontal partitioning [7]
Workload-driven data partitioning [9]
BlockShard [12]
Consistent hashing [13]
Paxos [14]
Cutting citation and co-citation graph [15]
Random partitioning
Router-based partitioning [16]
Point collection partitioning [17]
FODO [18]
Heat-based load balancing [19]
Ketama hashing algorithm [20]
Network-aware partitioning [10]
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7.2.3  Survey on Data Analytics over Sharded Data

Lin et al. proposed data analytics on health care data with a sharding procedure. �e author con-
cluded that MapReduce shards enhanced the performance of data analytics and data mining opera-
tions, particularly when analyzing interactive e�ects and temporal events [21]. Raj et al. proposed 
the signi�cance of high-performance integrated systems to the optimization of simplifying and 
streaming Big Data for fast analytics operation [22]. Dwivedi and Dubey concluded that data 
analytics tools play a vital role in analyzing the database in a complex environment. MongoDB does 
not provide a trigger built-in feature for data analytics operation. But they proposed a trigger-based 
feature in MongoDB to improve the performance of data analytics operations [23]. Araújo et al. 
proposed an architecture that combines the MongoDB feature replication and the data pipeline 
task through an aggregate command for providing real-time data analytics on behavioral biometrics 
[24]. Social networking sites create a substantial amount of data every day. Bhat et al. suggested that 
the data must be partitioned and shards must be distributed into a number of servers. �ey proposed 
making use of topological details for creating shards. And the results concluded that it provides 
lower network utilization, better query performance, and load balancing [25].

7.2.4  Analysis of Sharding Techniques

�e �ndings of implementation of various sharding schemes and the results analysis are given 
as follows:

 ◾ In addition to partitioning the database, sharding techniques can also be applied on queries 
to provide better analytics.

 ◾ �e knowledge of query and data structure are important factors to �nd new sharding keys, 
and tag-aware sharding is one such key.

 ◾ Implementation of sharding schemes on various databases helps to identify the better shard-
ing key, which is applicable to all data analytics operations.

 ◾ MongoDB autosharding, repartitioning, and load balancing support dynamic sharding 
techniques for load balancing online.

 ◾ Sharding the data with the same category increases the speed of data analytics.
 ◾ �e survey also identi�ed that random and range-based partitioning are not well suited for 

load balancing.
 ◾ �e results of range-based sharding key implementation show that the relevant information 

will be stored in a single chunk to further help to speed up data analytics operations.
 ◾ �e existing survey concluded that MongoDB and Cassandra have built-in auto-sharding 

facilities.
 ◾ Microsoft web application stress tool, iSearch test collection, VbLabelProp, Hadoop-

MongoDB connector, and Graclus are the tools used by sharding schemes.
 ◾ Research work can be further advanced on the following:

– Dynamic online sharding.
– Minimum migration steps for auto-balancing.
– Hybrid solutions, such as the MongoDB-Hadoop connector.
– In-memory computing, such as Spark, improves data analytics speed.
– Query sharding.

�e objective of the proposed work in this chapter is to help readers to realize the signi�cance 
of sharding and sharding keys with an auto-balancing feature to speed up the analytics process.
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7.3  Sharding
Shards: �e large database is partitioned into a collection of data called chunks. One or more 
chunks are stored in a single server with a condition that the same data are not presented on more 
than one server. At the same time, shards have a replica set. A backup of a single shard is also pre-
sented on a di�erent server in the same cluster or in a di�erent cluster. As chunk size grows, split 
operation can be applied to repartition and migrate the chunks to other shards for balancing serv-
ers. �e shard status of the MongoDB command key value pair {balancing: true} indicates 
whether balancing is enabled in the MongoDB shard or not.

Sharding key: Sharding is a complex procedure, which requires shards (database servers), an 
application server, a con�guration server, and a sharding algorithm. �e complexity and e�ciency 
of the algorithm highly depend on the sharding key. �e sharding key is an index �eld or a com-
bination of more than one �eld to assist in partitioning the database into a number of chunks. �e 
e�ectiveness of sharding depends on the shard key. �e key is immutable. MongoDB uses range-
based partitioning, hash-based partitioning, and tag-aware sharding.

7.3.1  MongoDB Built-In Sharding Techniques

7.3.1.1  Range-Based Partitioning

Range-based partitioning divides the database based on the key range from low to high. For 
example, employee name starting with the letters “A” to “K” are grouped in one shard and “L” 
to “Z” in another shard. �e technique is easy for the query router to route the client request to 
matching shards. However, it creates unbalanced shards; that is, shards will be of di�erent sizes.

Case Study 1
Create a student database for the academic details, and partition and distribute the database across 
multiple machines. Select a shard key to assist Admin to identify the students based on their join-
ing year. Which sharding algorithm can be applied? How many shards?

Answer
Sharding algorithm: Range-based partitioning
Number of shards: �ree
Partition the student database into three shards with those joining in 2013 in Shard 1, in 2014 in 
Shard 2, and in 2015 in Shard 3 (Figure 7.1). For this case study, the student database might be 
more or less equal in all the batches. Hence, the shards are balanced, but this is not the case for all 
applications if range-based partitioning is followed.

7.3.1.2  Hash-Based Partitioning

A sharding key with a hashing algorithm is used to create chunks. Hash function is applied to a 
maximum of one �eld to identify the location of a record on a shard. �e �eld is called a shard-
ing key. �e system will get balanced shards, but the related records will not be stored in a single 
shard, and the algorithm is more complicated than range-based partitioning.

Case Study 2
With the same example in Case Study 1, Admin wanted to identify the students based on their 
CGPA. In the following example, shown in Figure 7.2, hashing function CGPA%10 is applied, 
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and records are distributed to four shards. Here again, shards are imbalanced because of the 
hashing function. Hence it depends on the hashing function; shards can be set as balanced or 
imbalanced.

7.3.1.3  Tag-Aware Sharding

�is is a technique to shard the data based on the tags assigned, which balance to organize the 
shards in terms of geographical location of the accessing user, data center, size of the shard, how 
often the data are required, and many other characteristics. �e database is divided into a number 
of shards based on the unique tags assigned. It assists the query router to access the relevant data 
quickly. Here the restriction is that the programmer should predict the nature of access before the 
shards are con�gured.

Reg. no.
13BCE100
13BCE101
14BCE100
14BCE105
15BCE107
15BCE108

Name
Arun
John
Kyle
Vikranth
Andrea
Angela

Total
8.9
9.0
6.7
8.1
5.6
9.3

Shard 1
Reg. no. Name CGPA
13BCE100
13BCE101

Arun
John

8.9
9.0

Shard 2
Reg. no. Name CGPA
14BCE100
14BCE105

Kyle
Vikranth

6.7
8.1

Shard 3
Reg. no. Name CGPA
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15BCE108

Andrea
Angela

5.6
9.3

Figure 7.1 Range-based partitioning.
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John 9.0

9.3

Figure 7.2 Hash-based partitioning.
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Case Study 3
Create shards for a social network website database. Consider that the world map is divided into 
�ve regions, and each region has 100,000 records except Region5, which consists of 200,000 
records. Five shards are �xed in �ve regions. Here the assumption is that the users of the social net-
work often access their details and their friends’ details, and it is less frequent to access the users in 
social networks across the region. Which sharding can be applied? How many shards are required?

Answer
�e most appropriate sharding technique is tag-aware sharding. Initially, create �ve shards for 
�ve regions and create the tags as Region1, Region2, Region3, Region4, and Region5. Assign 
the country names of each region to the corresponding tag from Region1 to Region5. Set the 
shard key as country name for tag award sharding technique as shown in Figure 7.3. Now, to 
balance the shards, the �fth shard can be split into two chunks, and one chunk can be moved 
into a new shard.

In addition to range-based, hash-based, and tag-aware partitioning schemes, several sharding 
strategies are evaluated for various applications, such as social networks, genome analysis, biologi-
cal data, U.S. Census data, health insurance, the scienti�c literature, etc. �e following is the case 
study to show how to choose the suitable sharding key based on the application.

Case Study 4
Fix temperature sensors in �ve di�erent countries: India, China, Brazil, Canada, and Australia. 
�e sensors will generate 1 TB of data every day. You want to store the data for the next 20 
years. �e database will be used by �ve research groups from �ve countries. �ey want to 
access their country data for read, write, and update operations. But they want access to other 
countries’ data for read-only operation to compare their country’s data with others. �ey access 
the last 5 years of data frequently and from the last 6 to 20 years of data on the odd occasion. 
�ey maintain more tables with di�erent formats. Queries access the data from more than one 
table at a time. For example, check the temperature of a particular month for the last 5 years 
and compare the results with other countries’ data, and �nal decisions are again updated in 
the table. Here, the IT solutions group need to answer the following questions and design the 
architecture for the database.

Is sharding necessary? Why?
Yes. Because data size is big and the research group is spread all over the world, sharding is 

very much needed.

Tags

Region1

Region2

Region3

Region4

Region5

Minkey, Region1 --> 100,000, Region1

100,001, Region2 --> 200,000, Region2

200,001, Region3 --> 300,000, Region3

300,001, Region4 --> 400,000, Region4

400,001, Region5 --> 600,000, Region5

Figure 7.3 Tag-aware sharding.
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Which is the most suitable sharding algorithm?
Tag-aware sharding

How many shards? What �eld is chosen for the shard key?
Access is based on research group, so �ve shards and a shard key of country.

What is the replication architecture? Locations of replicas?
One primary and four secondary servers (replica set) because the research group will access 

other countries’ details for read operation. Replicas can be kept in other countries.
Which server needs to be accessed for read, write, and update operations?

Primary server for write and update, replicas for read operation.

�e above case studies (Figures 7.1 through 7.3) point out the features of the most common 
sharding techniques available in MongoDB. �e next section gives the MongoDB sharding con-
�guration steps and overall �ow of the chapter from data retrieval to data analytics.

7.4  MongoDB
MongoDB is an open-source, document-oriented NoSQL data store, which is a popular choice 
for web applications development and Big Data management applications. Basically, MongoDB 
scales well horizontally through sharding techniques. �e implementation of sharding and dis-
tributing the data across multiple machines is easy through MongoDB built-in methods. To 
support reliability, MongoDB shards are replicated internally using a replication factor [26]. �e 
shards can also be placed on the cloud as cloud databases [27]. Also MongoDB has the facility 
of auto-sharding, which is a technique to balance the shards automatically. Many recent projects 
with the growing database opt for MongoDB as the best option instead of relational databases. 
Initially, MongoDB con�gures sharding clusters before the sharding process. Each cluster has 
three components: con�g servers, query routers, and shards. Out of three servers, shards and 
con�g servers are database servers, and the query router is an application server to coordinate 
the client and database servers. MongoDB supports JavaScript as a default scripting language. 
�roughout this chapters JavaScript is used to illustrate the code samples of sharding and data 
analytics query execution.

7.4.1  Sharding Architecture

Shard: �is is a database server-stored partitioned database, and a shard also has a replica set. �e 
client can contact the shard only through query routers. Its sharding and replication details will 
be stored in the con�g server as metadata.

Config servers: �ese are meta servers that store details of the shard key in its shard. �e query 
router initially sends a query to the con�g server to know which shard has which database. Based 
on the con�g server response only, the query router forwards the client request to the right shard 
always. By default, the MongoDB cluster has more than one con�g server.

Query routers: An application server acts as an interface between the shards and client appli-
cation. It routes the client request to the appropriate shards with the help of con�g servers. By 
default, MongoDB uses more than one query router in each cluster. But the client sends a request 
to only one server. �e MongoDB sharded cluster can be set up in a single machine with a fewer 
number of services than the production environment. Figure 7.4 shows a pictorial representation 
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of the MongoDB sharding architecture. MongoDB recommends that the sharding cluster must 
have the following components in a production environment:

 ◾ �ree con�g servers
 ◾ �ree shards
 ◾ Query router

7.4.2  Flow of Data Analytics from Data Retrieval to Analytics Report

�e �ow diagram shown in Figure 7.5 is the step-by-step procedure of the chapter from database 
retrieval to analysis of query execution on various sharding techniques:

Step 1: Retrieve the database from application.
Step 2: Convert the database from CSV to JSON format.
Step 3: Use Mongoimport to import the JSON �le into MongDB.
Step 4: Use aggregate command to extract the required database from existing db (optional).
Step 5: Apply sharding.

 i. Fix and con�gure cong servers.
 ii. Fix and con�gure shard servers.
 iii. Fix and con�gure applicatiion server or query routers.
 iv. Choose range or hash or tag-aware sharding key.
 v. Fix replication factor and balancer.

Step 6: Apply create, read, update, and delete (CRUD) queries and �nd execution time using 
.explain() command.

Step 7: Apply MapReduce and aggregate queries and �nd query execution time.
Step 8: Analyze range-based, hash-based, and tag-aware sharding keys with di�erent queries 

mentioned in Steps 6 and 7.

Client

Query router

Config server
(three replicas)

Shard 1
(with two replicas)

Shard 2
(with two replicas)

Shard 3
(with two replicas)

Figure 7.4 MongoDB sharding architecture.
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Start

Database from external
application (CSV format)

Convert database from
CSV to JSON format

Mongod (fix shard
servers)

Mongod (fix config
servers)

Mongo (fix query
router-app servers)

Mongo import (import
JSON file into MongoDB)

Sharding (distribute
database to DB servers)

Aggregate (extract the
required data)

Analytics query using
MongoDB CRUD commands

Analytics query using
aggregate command

Analytics query using
MapReduce command

Analysis of query execution
time using .explain()

Analysis of query execution time using
db.systion.profile.find()

Concluding analysis of
different sharding schemes

Figure 7.5 Flow of data analytics from data retrieval to analytics report.
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7.4.3  MongoDB Sharding Configuration

MongoDB sharding con�guration steps are given through Case Study 5. �e con�guration steps 
for Case Study 5 are given for a local host machine.

Case Study 5
Set up three con�g servers, two shard servers with replication factor 3, and one application server. 
Create a database collection with 50,000 documents. Distribute the documents into three shard 
servers with range-based partitioning and execute a query on the database with a single server and 
execute the same query on three sharded servers.

Installation of MongoDB in Windows, Linux-based OS is easy. After installation, we have to 
ensure the following:

Check any other mongod instance running in the local system. For example, check this in Ubuntu by

>pgrep mongo

�is command will print, process ID of mongod, which is currently running. Ubuntu will start 
mongod instance automatically. Hence, to delete monogd instance, use admin account:

>sudo kill pid no

A con�g server and sharded servers are database servers, and mongod service is required to 
run these services. �e query router is an application server, and mongos service is required to run 
the query router. �e following steps are required to set up a sharded cluster in a single machine:

Step 1
Create a directory for the con�g server, a meta server to store metadata of shards. �e directories 
can be created in the same drive or di�erent.

sudo mkdir config_svr1
sudo mkdir config_svr2
sudo mkdir config_svr3

�e directory path created must be mentioned in the mongod service with the parameter dbpath.

Step 2
Start the service mongod to con�gure the con�g svr in port no 27019. Execute the following ser-
vice in a separate prompt (Ubuntu). Repeat the steps three times with di�erent port numbers to 
create three con�g servers.

>sudo mongod --configsvr --dbpath /var/lib/config_svr1 --port 
27019 --fork --logpath /var/lib/config_svr1/log --logappend

>sudo mongod --configsvr --dbpath /var/lib/config_svr2 --port 
27020 --fork --logpath /var/lib/config_svr2/log --logappend

>sudo mongod --configsvr --dbpath /var/lib/config_svr3 --port 
27021 --fork --logpath /var/lib/config_svr3/log --logappend
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Now the con�g servers will wait on three ports 27019, 27020, and 27021 to receive the request 
from the query router. �e con�g server run on port 27019 is a default server and on ports 27020 
and 27021 are replicas of the con�g server. In order to run this command on a Linux environment, 
add an option fork as a parameter in the above command.

Step 3
Create a directory for the shard server, database server to store the partitioned database: two shards 
with replication factor 3

sudo mkdir shard_svr11
sudo mkdir shard_svr12
sudo mkdir shard_svr13
sudo mkdir shard_svr21
sudo mkdir shard_svr22
sudo mkdir shard_svr23

�e directories shard_svr11 and shard_svr21 are for shard primary servers, and 
shard_svr12, shard_svr13, and shard_svr22, shard_svr23 are for replica serv-
ers. �e directories can also be created on the same or a di�erent drive, which is to be mentioned 
in the dbpath parameter of mongod service.

Step 4
Create two shards, and every shard server will have a replica set with replication factor 3 using 
mongod service with parameters. �e following service should be executed in a separate command 
prompt (Ubuntu):

Shard 1 with two replicas

> mongod --shardsvr --replSet shard_svr1 --dbpath /var/lib/shard_
svr11 –logpath /var/lib/shard_svr11/log --port 27000 –logappend –
smallfiles –oplogSize 50 –fork –nojournal  

> mongod --shardsvr --replSet shard_svr1 --dbpath /var/lib/shard_
svr12  –logpath /var/lib/shard_svr12/log --port 27001 –logappend –
smallfiles –oplogSize 50 –fork –nojournal   

> mongod --shardsvr --replSet shard_svr1 --dbpath /var/lib/shard_
svr13 –logpath /var/lib/shard_svr13/log --port 27002 –logappend –
smallfiles –oplogSize 50 –fork –nojournal   

Shard 2 with two replicas

> mongod --shardsvr --replSet shard_svr2 --dbpath /var/lib/shard_
svr21 –logpath /var/lib/shard_svr21/log --port 27100 –logappend –
smallfiles –oplogSize 50 –fork –nojournal  

> mongod --shardsvr --replSet shard_svr2 --dbpath /var/lib/shard_
svr22  –logpath /var/lib/shard_svr22/log --port 27101 –logappend –
smallfiles –oplogSize 50 –fork –nojournal   

> mongod --shardsvr --replSet shard_svr2 --dbpath /var/lib/shard_
svr23 –logpath /var/lib/shard_svr23/log --port 27102 –logappend –
smallfiles –oplogSize 50 –fork –nojournal   
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In a Windows environment, the service should be executed on a separate prompt. �e 
parameter 'replSet' in above code is to mention the name of the replica set for the primary and 
replica servers. Here port numbers 27000 and 27100 are primary shard servers, and 27001, 
27002, 27101, and 27102 are replicas. �e above commands successfully created two sharded 
clusters with two replicas. �e next two steps are to con�gure shard servers, initiate, and add 
members into the replica set.

Step 5
Create a primary shard server (query router) and members to the replica set. �e following com-
mand should be executed on command prompt (Ubuntu):

> mongo  --port 27000

which will enter into the MongoDB shell. Now initiate port 27000 as primary

>rs.initiate()

which will create the following prompt. Wait for seconds to convert the mongo shell into the pri-
mary server and add port 27001 and 27002 as members into replicas

shard_svr1:PRIMARY> rs.add("localhost : 27001")
shard_svr1:PRIMARY> rs.add("localhost : 27002")

Now the shard cluster with one primary and two replicas is created. To know the status 
and con�guration details, we can run the rs.status() and rs.conf() commands on the 
MongoDB shell.

Step 6
Exit from the MongoDB shell, go to the prompt, and repeat Step 5 for the second sharded cluster 
of port 27100 (Primary), 27101 (Replica), and 27102 (Replica). Now Steps 5 and 6 successfully 
created and con�gured two sharded clusters. �e next step is to start mongos service and create a 
link to con�g servers.

Step 7
Create a query server and create a link to the con�g servers using mongos service with parameters. 
Execute this command on the command prompt:

>mongos --configdb  localhost:27019 –logpath /var/lib/mongos.log –fork 
–logappend --chunkSize 50 
>mongos --configdb  localhost:27020 –logpath /var/lib/mongos.log –fork 
–logappend --chunkSize 50 
>mongos --configdb  localhost:27021 –logpath /var/lib/mongos.log –fork 
–logappend --chunkSize 50 

�is command successfully connected the con�g servers with the query router. Port 27019 is 
the default con�g server, and the remaining are con�g replicas. All the above steps (Steps 1 to 7) 
created and con�gured a sharded cluster with three con�g servers, two sharded servers with two 
replicas each, and one query router.
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Step 8
Create a link with the MongoDB shard server to the sharded cluster by executing mongo service 
on command prompt:

>mongo

�is will connect to the MongoDB shell with mongos service. Now create a link with the 
sharded cluster by using the  addShard command:

mongos>sh.addShard("localhost:27000")
mongos>sh.addShard("localhost:27100")

�e above steps added two sharded clusters to the query router (mongos) service. Now inter-
nally mongos is connected to the con�g server and the sharded cluster.

Step 9
Assume that the database “Zib” consists of the collection “Zipcode.” �e sharding will be applied 
to the collection “Zipcode” by the following command:

sh.enableSharding( "Zip" )
sh.shardCollection ("Zip:Zipcode" , { "_id" : 1 } )

�e sh.shardCollection() command distributes the collections by the unique key “_id.” �e 
method applies range-based partitioning as explained in Section 7.3.1. �e Zip Collection is par-
titioned based on _id tag and distributed into two shards. Even the database is stored in a single 
shard due to the size and heavy read operations; MongoDB will migrate the chunks from one 
shard to another automatically, which is called auto-balancing.

Step 10
To know the status of sharded collections and chunk details. Run

mongos> sh.status()

�e above steps con�gured shard clusters, con�g servers, and a query router. Also the Zipcode 
collection of database Zip is partitioned and distributed into shards.

7.4.4  Significance of the Sharding Key

As the database is distributed on machines in a number of locations, the key requirement is to 
retrieve the data from shards with minimum latency. �e objective of this chapter is to analyze 
performance of data analytics operations on various sharding techniques. In general, random 
sharding always exhibits poor performance even if the data are distributed on many nodes. Hence, 
the system requires the following techniques for partitioning the database.

Here the sharding key plays a signi�cant role in �xing chunk and shard sizes, balancing 
the shards, and the nature of data distribution over the shards. Selection of the shard key not 
only balances the shards, that is, evens distribution of data over all the shards, but also decides 
the performance characteristics of the system, such as query execution time and fewer chunk 
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migrations. �e following are di�erent sharding algorithms that played signi�cant roles in vari-
ous applications:

 ◾ Random sharding: Each datum is assigned to randomly di�erent shards, leading to near 
worst case performance. Even the algorithm is simple to implement; neighboring data 
always present in di�erent locations.

 ◾ Network-aware sharding: Nodes of a block are assigned to single shards, helping manager 
nodes to search a single node for all the neighbors in a block.

 ◾ Tag-aware sharding: �is is a MongoDB built-in feature for sharding. It considers the global 
scenario and allows more than one tag for sharding. It assists in the balancing operation.

 ◾ Sharding balancer: After the execution of sharding, the database stored in chunks is not 
distributed evenly in most cases. �e required solution is to manage the shards, and the 
balancing operation should not be manual. Hence, the data analytics will make it faster to 
access the data on a distributed environment. �e MongoDB provides the solution through 
a balancer, which works as a built-in process. �e balancer is a built-in process on mongos 
instance, and during sharding execution, it ensures that the chunks are balanced and dis-
tributed evenly on all shards. In most cases, the existing MongoDB con�guration for the 
balancer is su�cient. Here, the implementation con�gures the balancer in three sharding 
schemes.

7.5  Implementation and Results Analysis
�e system is implemented in MongoDB with three built-in popular sharding techniques: range-
based sharding, hash-based sharding, and tag-aware sharding techniques. MongoDB version 3.2 
is installed on Ubuntu 14.4. MongoDB recommends a minimum of three sharded clusters, three 
con�g servers, and one shard server for the production environment. For experimental results 
analysis, the same setup is con�gured on a local host machine as explained in Section 7.4.3. �e 
command sh.status() running on mongos service prints the chunk and sharding con�gura-
tion details. �e partial output of sh.status() is

mongos> sh.status() 
--- Sharding Status --- 
  sharding version: { 

"_id" : 1, 
"minCompatibleVersion" : 5, 
"currentVersion" : 6, 
"clusterId" : ObjectId("56c891089f0db48befdc636e") 

} 
  shards: 
{ "_id" : "Replica1",  "host" : "Replica1/sasikala:27011,sasikala:27012,s
asikala:27013" } 
{ "_id" : "Replica2",  "host" : "Replica2/sasikala:27021,sasikala:27022,s
asikala:27023" } 
{ "_id" : "Replica3",  "host" : "Replica3/sasikala:27031,sasikala:27032,s
asikala:27033" } 

�e above status output shows that three sharded clusters are created as Replica1, Replica2, 
and Replica3, and each cluster has one primary and two secondary nodes. Now the database can 
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be added into the shards. Initially an "employee" database is created with two collections for 
storing employee and production details. �e database is created randomly by using JavaScript. 
First and second collection, initially 1 lac records (documents) are inserted. In MongoDB, the 
database is called the database, the table is called the collection, and a record is called a docu-
ment. �e collections are emp1 and machine. �e _id, name, and location in the emp 
collection and id, name, and manufacturing date in the machine collection are inserted using 
JavaScript. Sharding on a range-based key, hashing key, and tag-aware sharding are implemented 
using the following code.

Run mongo command on prompt; it will enter into mongos instance

>mongo

i. Collection emp (range-based partitioning):

  sh.enableSharding( "employee" )
  sh.shardCollection( "employee.emp1" , { "_id" : 1 } )        //   
  Range based partitioning

�e above range-based sharding steps obtain collection “emp1” from the “employee” 
database and divide the collection by the key “_id.” �e key value pair {“_id”:1} indicates 
that the collection is sharded based on a key “_id.”

 ii. Collection machine (hash-based partitioning):

db.machine.ensureIndex({ "_id" : hashed } )
sh.shardCollection( "employee.machine" , { _id  : "hashed" },
{ numInitialChunks  : 2 } )

�e above hash-based sharding steps assign initially “_id” as the hash key by using the key 
value pair {“_id”:hashed}. In addition, chunks are �xed as 2 at the initial level. Hence, the 
hashing algorithm divides the database into two chunks initially. Moreover, the hashed index 
does not support the �oating point value, and it truncates �oating point numbers. Hence, it 
is better to choose a hash key as an integer �eld. MongoDB computes hash value for " _id" 
�eld, and application is not necessary to apply any algorithm for computing hash.

 iii. Collection inventory (tag-aware sharding)
Here the tag-aware technique sharded the collection "inventory" based on the code 

and id �elds by using the key value pair {" code ": 1," _id": 1}.

sh.shardCollection(" employee.inventory",{" code " : 1,"_id" : 1})
mongos> sh.addShardTag( "Rep1" , "item1" )
mongos> sh.addShardTag( "Rep2" , "item2" )
mongos sh.addTagRange( "employee.inventory" , { code:0 } , {
code:1 }, "item1" )
mongos> sh.addTagRange( "employee.inventory" , {code:1} , {code:2}
, "item2" )
mongos>for( i=0; i<50000; i++ ) { db.inventory.insert ( { iname :
"item1_" +i, count : 100 , code  :0 } ) }
mongos>for ( i=0; i<50000; i++ ) { db.inventory.insert ( { iname :
"item2_" + i , count : 200 , code : 2 } ) }

Output will be
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mongs> sh.status()
— Sharding Status —
sharding version: {

"_id":1,
"minCompatibleVersion":5,
"currentVersion":6,
"clusterId":ObjectId("56cd4dd455729a856d7658f1")

}
shards:

{"_id":"Rep1","host":"Rep1/sasikala:27011,sasikala:27012,sasikala:27013", 

{"_id":"Rep2","host":"Rep2/sasikala:27021,sasikala:27022,sasikala:27023",

{"_id":"Rep3","host":"Rep3/sasikala:27031,sasikala:27032,sasikala:27033"}

After the execution of above commands, the database is sharded over
clusters as follows databases:

{"_id":"employee","primary":"Replica2","partitioned":true}
employee.emp1

shard key:{"_id":1} 
unique:true 
balancing:true 
chunks: 

Replica1 1 

Replica2 7 

{"_id":{"$minKey":1}}—>>{"_id":1}on:Replica1 Timestamp(2,0) 

{"_id":{"$minKey":1}}—>>{"_id":NumberLong("-7186171677479770932")}
on:Replica2 Timestamp(1,11)

{"_id":NumberLong("-7186171677479770932")}—>>{"_id":NumberLong
(-5131248759579078970)}on:Replica2 Timestamp(1,12)

{"_id":1}—>>{"_id":25760}on:Replica2 Timestamp(2,1) 

{"_id":25760}—>>{"_id":38640}on:Replica2 Timestamp(1,3)

{"_id":38640}—>>{"_id":51520}on:Replica2 Timestamp(1,4)

{"_id":51520}—>>{"_id":64400}on:Replica2 Timestamp(1,5)

{"_id":64400}—>>{"_id":77280}on:Replica2 Timestamp(1,6)

{"_id":72280}—>>{"_id":90160}on:Replica2 Timestamp(1,7)

Tag-aware sharding on
shards Rep1 and Rep2

Range-based Sharding on
two Replicas Rep1 and
Rep2 with 8 chunks

{"_id":90160}—>>{"_id":{"$maxKey":1}}on:Replica2 Timestamp(1,8) 

employee.machine 

shard key:{"_id":"hashed"} 
unique:false 
balancing:true 

chunks: 

Replica2 10 

Hash-based sharding on
Rep2 with 10 chunks

"tags":["item1"]}

"tags":["item2"]}
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�e above results indicated an emp1 collection with range-based partitioning sharded into 
Replica 1 (one chunk) and Replica2 (seven chunks). Also the machine collection with hash-
based partitioning sharded into only one cluster, Replica2 (10 chunks). �e number of documents 
in emp1 and machine is 100,000. Because MongoDB enables auto-balancing, the chunks are 
moving dynamically from shard to shard for balancing the shards.

7.5.1  Query Execution on Sharding Key

Analysis has been done on various read operations (db.collection.find()) and update 
operations (db.collection.update()) on three di�erent types of sharding techniques. For 
analysis, the read operation using the sharding key and other criteria other than the sharding key 
are also implemented. �e MongoDB commands db.collection.find().explain() and 
db.collection.find().explain("executionStats") are used to check the number of 
shards checked, the number of documents examined, and the query execution time. For example, 
the following command

mongos> db.emp1.find( {_id : { $gte : 100 , $lte : 120 } } 
).explain("executionStats")

prints the results as (partial output)

"executionStats" : { 
"nReturned" : 21, 
"executionTimeMillis" : 0, 
"totalKeysExamined" : 21, 
"totalDocsExamined" : 21, 
"executionStages" : { 

"stage" : "SINGLE_SHARD", 
"nReturned" : 21, 
"executionTimeMillis" : 0, 
"totalKeysExamined" : 21, 
"totalDocsExamined" : 21,

�e above command returned 21 documents by exactly checking 21 keys. Because the con�g 
server identi�ed the exact shard and chunk, the total document examined is 21 out of 100,000 
documents. �e query execution time in milliseconds is zero. �e above query search of the collec-
tion for the documents between _id is 100 and 120. Here, the key for search and sharding key are 
the same _id. Hence, the documents examined are exactly the same as documents displayed—
that is, it hits what we want exactly.

7.5.2  Query Execution on Other Criteria

�e same command is executed with di�erent criteria other than shard key " _id"—that is, 
searching is based on the name of the employees.

mongos> db.emp1.find({name:{$gte:"emp_100",$lte:"emp_120"}}).
explain("executionStats")
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�e results are (partial): 

               ….
"executionStats" : { 

"nReturned" : 42, 
"executionTimeMillis" : 42, 
"totalKeysExamined" : 0, 
"totalDocsExamined" : 100000, 
"executionStages" : { 

"stage" : "SHARD_MERGE", 
"nReturned" : 42, 
"executionTimeMillis" : 42, 
"totalKeysExamined" : 0, 
"totalDocsExamined" : 100000,

�e above results show that the query examined all Replica Set 2 and 100,000 docu-
ments, and the execution time is 42 ms. In the previous command, it is 21 documents and 0 ms. 
�is is the di�erence between a query executed on a shard key and other search criteria. As with 
the above, read, update, and aggregate commands are executed with di�erent options on three 
sharding techniques in the following section. �e results analysis has been done on four di�erent 
possibilities.

 i. Sharding has been done on a range-based sharding key, and performance reports have been 
taken with parameters execution time, the number of keys examined, and documents exam-
ined for query execution on the sharding key and other criteria. Performance results are 
given in Section 7.5.3.

 ii. Sharding has been done on a hash-based sharding key, and performance reports have been 
taken with parameters execution time, the number of keys examined, and documents exam-
ined for query execution on the sharding key and other criteria. Performance results are 
given in Section 7.5.4.

 iii. Sharding has been done on a tag-aware sharding key, and performance reports have been taken 
with parameters execution time, the number of keys examined, and documents examined for 
query execution on sharding key and other criteria. Performance results are given in Section 7.5.5.

7.5.3  Data Analytics Experimental Results 
on Range-Based Sharding Key Value

�e emp1 collection on the employee database is sharded using a range-based partitioning key, 
and the sharding key is " _id". Now various queries are executed, and the results are given 
in Tables 7.1 and 7.2. Table 7.1 shows that query execution time is based on the criteria shard-
ing key and criteria other than the sharding key. �e following are the di�erent types of queries 
(MongoDB built-in commands):

 i. Read operation on equality condition:

mongos> db.emp1.find({_id:10000})
mongos>db.emp1.find({location:”loc_”=10000})
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Table 7.1 Query Execution Time for Range-Based Sharding Key

Sl. No. Queries
On Sharding 

Key
On Other 

Criteria

1 Read operation (find) 0 68

2 Read operation (range of documents) 0 60

3 Query execution using AND and OR operators 0 88

4 Query execution on embedded document (update) 0 54

5 Query execution on array element 0 42

6 Query execution with multiple criteria on array 
elements

0 64

7 Aggregation commands on sharded databases – 82

Table 7.2 Documents and Keys Examined by Query Execution on Range-Based 
Sharding Key

Sl. No. Queries

On Sharding Key On Other Criteria

No. of 
Keys 

Examined

No. of 
Documents 
Examined

No. of 
Keys 

Examined

No. of 
Documents 
Examined

1 Read operation (find) 1 1 0 100,000

2 Read operation (range of 
documents)

9 9 0 100,000

3 Query execution using AND 
and OR operators

1 1 0 100,000

4 Query execution on 
embedded document 
(update)

1
1

1
1

0 100,000

5 Query execution on array 
element

1 1 0 100,000

6 Query execution with 
multiple criteria on array 
elements

1 1 0 100,000

7 Aggregation commands on 
sharded databases

– – 0 29,353
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ii. �nd() on range of documents

mongos>db.emp1.find({_id:{ $gt:10000,$lt:10009})
mongos>db.emp1.find({location :{ $gt:"loc_"+10000,$lt:""loc_"+10009})

iii. Query execution on $and and $or operators

mongos> db.emp1.find({$or:[{_id:10000},{location:"loc_"+95000}]})

iv. Update() on embedded documents

mongos> db.emp1.explain("executionStats").update({_id:1001},{mail_
id:"aaa@gmail.com"})
mongos>db.emp1.explain("executionStats").update({_id:10001},{"name":"emp
new_10001", "location":"locnew_10001",mail_id:"aaa@gmail.com","addr":{"st
rno":45,"zip":600001}})

v. Query execution on array elements

mongos> db.emp1.explain ("executionStats"). update({name: "emp_10003 "}, 
{$set: {"name": "empnew_10003", "location": "locnew_10001", mail_id: 
"aaa@gmail.com", "addr": {"strno": 45, "zip": 600001}}}, {multi: true})
mongos> db.emp1.find({"addr.strno":  {$gte: 45,  $lte: 46}}). 
explain("executionStats")

�e collection zip is downloaded from the MongoDB website as a JSON (Javascript 
object notation) �le and imported into mongos using

>mongoimport --db employee --collection zip --path /home/hostname/
Desktop/zip.json
then apply sharding command with specific sharding key algorithm

vi. Aggregate command on 29353 document of collection zip

db.zip.aggregate( [    { $group: { _id: "$state", count: { $sum: "$pop" 
}} }])
mongos> db.zip.aggregate( [    { $group: { _id: "$state", tot: { $sum: 
"$pop" }} },    { $match: { tot: { $gte: 10*1000*1000 } } } ] )

Table 7.1 and Figure 7.6 contain the results of di�erent queries executed on sharding and 
based on other criteria. �e results show how much time the system takes to execute a query on 
a single machine. Query execution using an $or operator and aggregate takes more time than 
another process. Query execution using $or operator is applied on two documents with di�erent 
shards. Hence, it takes more time, and the aggregate command needs to retrieve the data from 
the entire database on a single shard. Hence, the range-based partitioning performance depends 
on how far the required data are distributed on the shard cluster. �e read operation on a range 
of relevant documents retrieved from a single shard takes less time than using an $or operator. 
Hence, the range-based partitioning is good for performing a data analytics operation on mostly 
relevant documents, and search is based on the sharding key.

Query execution on the sharding key always searches the exact document, but the other crite-
ria search the entire collection as with a single machine. Hence in Table 7.2, criteria based on the 
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sharding key examine exactly one document and one key. But the other criteria search all 100,000 
documents every time. Hence, it is good to have a compound shard key (i.e., more than one �eld 
as a shard key), which provides the right mix of cardinality and reduces execution time further 
even if we go with other search criteria.

7.5.4  Data Analytics Experimental Results 
on Hash-Based Partitioning Key

A hash-based partitioning algorithm applies a hashing algorithm on the key, which is speci�ed at 
the time of sh.ensureIndex() command execution before applying the sh.shardCollection() com-
mand. Here, the sharding key chosen is “_id.” As in Section 7.5.3, the di�erent types of queries are 
executed on sharded data, and the results are given in Tables 7.3 and 7.4 and Figure 7.7. Here, the 
query execution time is less than in range-based partitioning. �is hash-based partitioning is suit-
able for data that is uniformly distributed. Also, the sharding algorithm distributes the data evenly 

Table 7.3 Query Execution Time for Hash-Based Sharding Key

Sl. No. Queries
Sharding 

Key
On Other 

Criteria

1 Read operation (find)  0 45

2 Read operation (range of documents) 0 41

3 Query execution using AND and OR operators (find) 0 59

4 Query execution on embedded document (update) 0 44

5 Query execution on array element (update) 0 65

6 Query execution with multiple criteria on array elements 
(find)

0 41

7 Aggregation commands on sharded databases (pipeline) – 76
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Figure 7.6 Query execution on sharding key and other criteria using range-based sharding.
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into multiple chunks. Query execution time on �nd command (Sl. No. 1, 2, and 6) is much less 
compared to the update command. �e query that uses $or and $and operators takes more execu-
tion time than another �nd operation, but it is less than the range-based partitioning algorithm. 
�e update command, Sl. No. 5, takes more time because it updates the entire document. �e 
comparison results are given in Figure 7.7. �e sharding algorithm is good for an application that 

Table 7.4 Documents and Keys Examined by Query Execution on Hash-Based 
Sharding Key

Sl. No. Queries

On Sharding Key On Other Criteria

No. of 
Keys 

Examined

No. of 
Documents 
Examined

No. of 
Keys 

Examined

No. of 
Documents 
Examined

1 Read operation (find) 1 1 0 100,000

2 Read operation (range of 
documents)

9 9 0 100,000

3 Query execution using AND 
and OR operators

1 1 0 100,000

4 Query execution on 
embedded document

1 1 0 100,000

5 Query execution on array 
element

1 1 0 100,000

6 Query execution with 
multiple criteria on array 
elements

1 1 0 100,000

7 Aggregation commands on 
sharded databases

– – 0 29,353
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Figure 7.7 Query execution on sharding key and other criteria using hash-based sharding.
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is accessing irrelevant data often. Aggregation is mostly applied for the �elds other than the shard-
ing key; hence, the sharding key-based aggregation command is not tried. �e following are two 
examples of query execution on update command:

mongos> db.machine.explain ( "executionStats" ) . update( { _id : 10008 } 
, { mail_id : "aaa1@gmail.com" } )
mongos>  db.machine.explain( "executionStats" ) . update( { name : 
"machine_10003" } , { $set : { "name" : "machinenew_10003" , "location" : 
"locnew_10001" , "addr" : { "strno" : 45, "zip" : 600001 } } } , { multi 
: true } )

7.5.5  Data Analytics Experimental Results on Tag-Aware Sharding

�e inventory collection is classi�ed as two categories, item1 and item2. �e documents 
are created for item1 and item2. Hence, the inventory detail items belonging to item1 are 
directed to one shard; the item2 documents are directed to another shard. Hence, the items 
that are continuously recorded are not stored in a single shard, which is followed in range-based 
partitioning. �e results are given in Tables 7.5 and 7.6 and Figure 7.8. �e relevant documents 
are not scattered over all the shards like hash-based key; that is, irrelevant documents will not 
be stored in a single shard. Hence, the programmer should know the details of documents and, 
at the time of sharding con�guration, the documents that are under the same category (belong-
ing to item1 and item2) are stored in a single shard. �e query execution on relevant documents 
(Sl. No. 3) takes less time than in range-based and hash-based partitioning. In Sl. No. 1, all 
50,000 documents belonging to item1 will be examined; hence, it takes 30 ms for query execu-
tion. Tag-aware sharding is suitable for sharding the database, which is relevant to a particular 
category like geographical sharding.

Table 7.5 Query Execution Time for Tag-Aware Sharding Key

Sl. No. Queries
Sharding 

Key
On Other 

Criteria

1 Read operation (find) 1 37

2 Read operation (range of documents)  0 53

3 Query execution using AND and OR operators 0 54

4 Query execution on embedded document (update) 0 35

5 Query execution on array element 0 37

6 Query execution with multiple criteria on array elements

7 Aggregation commands on sharded databases 34 79
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Figure 7.8 Query execution on sharding key and other criteria using tag-aware sharding.

Table 7.6 Documents and Keys Examined by Query Execution on Tag-Aware 
Sharding Key

Sl. No. Queries

No. of 
Keys 

Examined

No. of 
Documents 
Examined

No. of 
Keys 

Examined

No. of 
Documents 
Examined

1 Read operation (find)
on two keys (_id)
                   (_code)

1
1

1
50,000

0 100,000

2 Read operation (range of 
documents)

7 7 0 100,000

3 Query execution using AND 
and OR operators

1 1 0 100,000

4 Query execution on 
embedded document

1 1 0 100,000

5 Query execution on array 
element

1 1 0 100,000

6 Query execution with 
multiple criteria on array 

elements

1 1 0 100,000

7 Aggregation commands on 
sharded databases

29,353 29,353 0 29,353
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i. Find command (on sharding key)

mongos> db.inventory.find ( { $or : [ { _id :  ObjectId("56cd56a76dabdafd
01e594e5"} , { code : 0 } ] } ) . explain ( "executionStats"  )

ii. Find command (on other criteria)

mongos> db.inventory.find ( { $or : [ { _id : ObjectId("56cd56a76dabdafd0
1e594e5") } , { iname : "item1_" + 1100 } ] } ) . explain ( 
“executionStats” )

iii. Update command

 mongos > db.inventory.explain ( "executionStats" ) . update ( { "_id" : 
ObjectId ( "56cd56a76dabdafd01e594e5" ) } , { "warehouse" : "aus" , code 
: 0 } )
mongos >  db.inventory.explain ( "executionStats" ) . update ( { iname : 
"item1_1003" } , { $set : { "name" : "item1new_1003", "location" : 
"locnew_1003" , mail_id : "aaa@gmail.com" , "addr" : { "strno":45 , "zip" 
: 600001 } } } , { multi : true } )

iv. Aggregate command
  �e following command is stored as JavaScript �le.js and run the command as mongo 

�le.js use employee; 

d = new Date;
db.zip.aggregate ( [   { $group: { _id: "$state", totalPop: { $sum: 
"$pop" } } },   { $match: { totalPop: { $gte: 10*1000*1000 } } }] )
print(new Date - d + 'ms');

7.5.6  Comparison Results Analysis on Range-Based, 
Hash-Based, and Tag-Aware Sharding Keys

For comparison analysis on the above sharding keys, the zip code database in JSON format has 
been taken and applied to a range-based sharding key with the rule {“_id”:1}, hash-based shard-
ing key on {“_id”:hashed}, and tag-aware sharding key on sh.shardCollection(“ zip.zipcodes”,{“ 
state “: 1,”_id”: 1}). �e comparison results are given in Figure 7.9. �e commands Aggregate and 
MapReduce executed statewise and the execution time are compared. Because the range- and 
hash-based keys sharded the data based on _id, and the tag-aware key sharded based on statewise, 
the MapReduce and Aggregate commands execution time of tag-aware is less than the other 
two. �e opposite would be the case, if the data sharded on the _id �eld and the commands are 
executed on random data. Hence, the results indicated that tag-aware sharding is a better option 
for domain-speci�c sharding, and search should also be domain-speci�c.

�e following conclusions are identi�ed from the experimental results of the above sharding 
schemes:

 ◾ Query sharding can also be a signi�cant area in addition to data sharding.
 ◾ Range-based sharding is a good scheme to apply for the speedy data analytics applications 

that need relevant data.
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 ◾ Range-based sharding also produces optimum results to retrieve the data in sorted order in 
terms of date and serial number.

 ◾ Initially, MongoDB con�gures the database in one shard after the series of data retrieval; the 
built-in auto-balancing technique creates greater e�ect in balancing the shards.

 ◾ Hashing algorithm with right choice of sharding key balances the shards at the initial level 
itself.

 ◾ Hash-based sharding is a completely better option than range-based for random searching.
 ◾ Tag-aware sharding scheme allows the administrator to choose the shard, shard size, and 

decision on shard balancing at the time of con�guration itself.
 ◾ Even if a particular shard size is high, the split function divides the shards further.
 ◾ Auto-balancing provides an additional load to the sharding servers and requires a lot of 

background work to make the balanced shards. Hence, choosing the right key during parti-
tioning reduces the risk of auto-balancing dynamically and frequently.

7.6  Conclusion
Achieving e�ciency in algorithms for partitioning and sharding of a large volume database 
over a distributed network is a great challenge to the research and network administrator 
community. Dynamic balancing of shards automatically without a preprogramming decision 
leads to higher complexity. �is chapter has taken advantage of built-in functions available 
in sharding schemes and demonstrated how important the sharding key is in solving scal-
ability issues of the Big Data management technique. �is chapter has taken standard shard-
ing schemes: Range-based partitioning, hash-based partitioning, and tag-aware scheme. �e 
results concluded that although identifying the sharding algorithm for a speci�c application 
is di�cult, tag-aware sharding and predicting the right tag for the database is a standard 
technique for any type of application. �e chapter assists readers in extending this work on 
di�erent data mining, data analytics, and machine learning algorithms on Big Data in a dis-
tributed environment. �e proposed work can also be extended as sharded clusters in a cloud 
environment; hence, the VM migration with auto-balancing improves the data analytics and 
data mining operations further.
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Chapter 8

Smart Metering as a Service 
Using Hadoop (SMAASH)

Ankur Dumka
Department of Computer Science, University of Petroleum and Energy Studies, Dehradun, India

Abstract

Smart metering as a service using Hadoop (SMAASH) is an approach to analyze the 
electricity consumption of a user on a real-time basis. SMAASH can be used for deter-
mining real-time analysis of electricity consumption using Hadoop technology based 
on customer-based segmentation, area-based segmentation, usage-based segmentation, 
or purpose-based segmentation based on the type of parameter analysis that needs to 

Contents
8.1 Big Data ..........................................................................................................................212
8.2 Introduction ....................................................................................................................214
8.3 Hadoop ...........................................................................................................................215

8.3.1 History of Hadoop ..............................................................................................216
8.3.2 Hadoop Ecosystem ..............................................................................................217
8.3.3 MapReduce ..........................................................................................................218
8.3.4 Hadoop Distributed File System ..........................................................................219

8.4 Smart Metering as a Service Using Hadoop (SMAASH) ................................................221
8.5 Benefit of This System .................................................................................................... 223
8.6 Case Study ..................................................................................................................... 223

8.6.1 Data Flow Description ........................................................................................ 224
8.6.2 Capturing of Data .............................................................................................. 226
8.6.3 Processing of Data in Computer System ............................................................. 229
8.6.4 Target Data in Computer System........................................................................ 229
8.6.5 Advantage of the Project ..................................................................................... 232

8.7 Output ............................................................................................................................235
References ................................................................................................................................235



212 ◾ Computational Intelligence Applications in BI and Big Data Analytics

be done. The analysis of these said parameters can be done based on an hourly basis, 
weekly basis, monthly basis, or yearly basis, and based on these parameters, a suitable 
solution for power theft, time of use tariff options, grid failure, load distribution, and 
the load shedding problem can be provided. Thus, using the SMAASH approach pro-
vides faster and parameter-based real-time solutions for these problems.

8.1  Big Data
Data! Data! Data!

With an increase in the use of IT in each and every field, there is a need for the storing and 
processing of large data, which is a problem with the traditional approach of data analysis and 
maintenance. With the increase in use of IT applications in nearly every field, the data capacity 
reaches from megabytes to terabytes to zettabytes. Nearly 90% of data were generated in the last 
few years. Consider the example of Facebook, which stores nearly 10 billion photos that take up to 
10 petabytes of storage; similarly, Internet archives store around 2 petabytes of data, and it is still 
growing at the rate of 20 terabytes per month because there are multiple sources of data, including 
users, Facebook, Internet archive, etc., which keep on adding data to the data source. In 2011, it 
was assumed that there were nearly 1.8 zettabytes of data, which is constantly booming. There 
are many initiatives taken to control these data, such as Amazon coming up with public data sets 
on Amazon web services, Infochimps.org, and the info.org, and all exist to foster the information 
commons, where data can be shared for anyone to download and analyze. There is a regular need 
for more and better algorithms for handling the data, and thus Big Data comes into the picture, 
which overcomes the problem of data storage and analysis.

Thus, such a large amount of data is termed Big Data, data that are too large and too complex 
to handle with the help of the traditional approach to database management systems because there 
has been a massive increase in the storage capacity of hard disks with an increase of data, but the 
processing speeds have not kept up. To read and write data on a single drive is a time-consuming 
process and takes a large amount of time. So to overcome this problem, one can assume having 
multiple drive processing in parallel to process the same amount of data and thus can reduce the 
time consumption in processing. This can be done by splitting the data into small data sets, group-
ing the data based on matching parameters, and finally storing the data in one location. Using 
multiple drives is not a solution as it seems to be wasteful, but we can think of storing 100 data 
sets, each with fixed bytes and providing shared access to them. Thus, provided with this feature, 
one can reduce the analysis time as the analysis tasks would be spread over time and wouldn’t 
interfere with each other.

Big Data includes data from black box data, including components of jets, airplanes, heli-
copters, recording of microphones, etc.; social media data, which include data from Twitter, 
Facebook, etc.; stock exchange data, which include information about buy and sell decisions; 
power grid data, including the information consumed by a particular node with respect to a base 
station; and transportation data, including model, capacity, and availability of a vehicle. Thus, 
using Big Data, processed information can be obtained that can be used for different aspects; for 
example, using information on social networks, marketing agencies can learn about the response 
to their advertising media. Using information on social networks, product companies and retail 
organizations can plan their production. Using information about the power grid, information 
about usage can be predicted and even power theft can be detected. There are many technologies 
from different vendors in the market.
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Vendors such as Amazon, IBM, and Microsoft are a few that work on Big Data technology. 
The two types of technology used in Big Data technology are operational Big Data and analytical 
Big Data. Operational Big Data includes systems, such as MongoDB, that provide operational 
capabilities in real time. The NoSQL system can provide insights into patterns and trends based 
on real-time data with minimal coding and without the need for data scientists. Analytical Big 
Data includes systems such as massive parallel processing database systems and MapReduce that 
provide analytical capabilities for retrospective and complex analysis that may touch most or all 
of the data. Big Data is also suffering from many challenges, such as capturing data, curation 
of data, storage of data, searching of data, sharing of data, transfer of data, analysis of data, and 
presentation of data.

The data in Big Data can be of three types:

 1. Structured data, such as relational data
 2. Semistructured data, such as XML data
 3. Unstructured data, such as data in word, pdf, text, or media logs

Thus, Big Data is the term used for the collection of data sets that are large and complex and that 
are difficult to process using on-hand database management tools or traditional data process-
ing applications. These large and complex data suffer with the challenges of capturing, curation, 
searching, sharing, transferring, analysis, and visualization. Based on characteristics, IBM classi-
fies Big Data into three parts: volume, velocity, and variety. Volume is the amount of data being 
generated usually in terabytes or zettabytes. Velocity is the speed at which data are generated; 
for example, Facebook is generating data at the rate of 500 terabytes per day. Variety is the type of 
data generated, such as video files or click stream; this includes structured and unstructured data.

In this chapter, we support data generation from the power grid and power from households, 
and based on the real-time analysis of the data of electricity consumption on various parameters 
using Hadoop technology, Big Data provides suitable solutions for efficient electricity management.

Big Data technology can be used to turn information from smart meters and smart grid proj-
ects into meaningful operational insights and insights about company assets and customer behav-
ior. Thus, with this in mind, the SMAASH project is proposed based on Big Data technology, 
which works on smart meter analysis to overcome the existing problems of service providers and 
their customers. SMAASH is used to curb energy consumption by analyzing user data and mak-
ing those insights available to customers in order to show the customer how behavior changes and 
appliance upgrades reduce energy consumption and enhance direct customer communication. By 
using Big Data and analytics, data from the smart grid can help utilities get more from existing 
resources and plan for proactive maintenance and capacity management.

Smart grid is a technology that is advancing at a faster rate. A nascent market is focusing 
on smart grid installation of more than 310 million smart meters globally. It is expected that 
this number will triple by 2022, reaching nearly 1.1 billion according to Navigation Research. 
Represented by fractions of sensors, the grid infrastructure represents a good installation of smart 
meters and rate of growth of the smart grid. They are termed “smart” as they themselves provide 
little utility, having the capability of remotely sensing a device state. Collectively these devices gen-
erate a huge amount of information. In order to realize the economic, social, and environmental 
value of the smart grid, utilities need a solution that can aggregate the sum of these data to cor-
relate and scientifically analyze all of the information generated by the smart grid infrastructure 
in real time. Thus, in order to go to the Big Data solution, Hadoop is used for complex analytic 
requirements of the smart grid.
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8.2  Introduction
With advanced technology, all the data go from a file-based system to computerized data. But 
with more and more data, managing the data is a challenging task; even processing of scaling data 
was a challenge to IT professionals. An increase in the size of hard drives can be a solution for 
storing the large amount of data, but accessing the data is still problematic. Thus, to enhance the 
speed of accessing the data, a solution can be read from multiple disks all at once. But failure of a 
single piece of hardware can cause data loss. To overcome this problem, we can use the redundancy 
concept by replicating the data as done by RAID. Collection of data combined from different 
sources deals with the problem of performing the collection correctly, which is again a challenge. 
This problem is more or less solved by Hadoop. The Hadoop architecture framework includes four 
modules:

1. Hadoop common: Hadoop common consists of Java libraries and utilities required by other 
Hadoop modules.

 2. Hadoop yarn: Hadoop yarn is a framework for job searching and cluster resource 
management.

 3. Hadoop distribution �le system (HDFS): HDFS is a distributed file system that provides high-
throughput access to the application data.

 4. Hadoop MapReduce: Hadoop MapReduce is a new yarn system, which is used for parallel 
processing of large data sets (Figure 8.1).

White (2013) discusses and helps in understanding the Hadoop and MapReduce technol-
ogy as MapReduce and HDFS are two important pillars of Hadoop as shown in Figure 8.1. 
MapReduce processes the entire data set for a whole query, thus having the ability to process 
ad hoc queries to provide results. MapReduce provides a programing model for abstracting the 
problem from disk reads and writes and then transforming it into a computation over a set of 
keys and values. MapReduce is basically a programing model and an associated implementation 
for processing and generating large data sets with a parallel, distributed algorithm on a clus-
ter. MapReduce thus unlocks the data that were previously archived on tape or disk, whereas 
HDFS is used to store the data in an organized manner. Thus, Hadoop, on the whole, provides 

Hadoop

MapReduce
(distributed computation)

HDFS
(distributed storage)

Yarn
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Common
utilities

Figure 8.1 Hadoop architecture.
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a reliable storage and analysis system for the data, in which storage is provided by HDFS and 
analysis is provided by MapReduce.

Thus, Hadoop runs an application using MapReduce algorithms with which the data are 
processed in parallel on different CPU nodes. The working of Hadoop can be classified into three 
stages:

1. In the first stage, a user application can submit a job to Hadoop for a required process by 
specifying terms such as the location of the input and output files in the file system, and the 
Java classes in the form of a jar file containing the implementation of map and reduce func-
tions. The job configuration is done by setting different parameters specific to the job.

 2. In the second stage, the Hadoop job client submits the job and configuration to the job 
tracker, which then assumes the responsibility of distributing the software or configuration 
to the slave, scheduling the task, and monitoring them.

 3. In the third stage, the task tracker on different nodes executes the task as per MapReduce 
implementation, and output of the reduce function is stored into the output files on the file 
system.

Thus, it can be concluded that Hadoop is beneficial in the following ways:

 1. Hadoop allows a user to quickly write and test distributed systems.
 2. Hadoop does not rely on hardware.
 3. Servers can be added or removed from the cluster dynamically without interrupting the 

operation.
 4. Hadoop is compatible on all platforms because it is Java based.

8.3  Hadoop
Hadoop is a framework that allows the storage and processing of Big Data in a distributed envi-
ronment across a cluster of commodity computers using a simple programing model. It uses a 
cluster of nodes for the processing of Big Data in a distributed environment. Hadoop is an open-
source data management tool, which has scale-out storage and distributed processing. The simple 
programing model for Hadoop is termed MapReduce. Hadoop is a versatile open-source tool 
having the feature of distributed computing. When working with large data sets, Hadoop reduces 
costly transmission steps by using distributed storing and transferring code. Hadoop provides 
redundancy, thus recovering from a situation in the case of failure of a single node. Programing 
in Hadoop is also easier as it uses the MapReduce framework, which is easier to program. Within 
Hadoop, the partitioning of data and allocation of the task to the nodes and also communication 
between the nodes are done automatically. There is no need for manual allocation of these tasks. 
This leaves the programmer free to focus on the data and logic that need to be implemented.

Hadoop is a collection of open-source tools that are managed by the Apache Software 
Foundation and are designed for processing Big Data. Hadoop uses MapReduce as its batch pro-
cessing technique by using it for analysis of large, static, historical data sets. MapReduce performs 
this task by breaking large data sets into small sets for processing. Thus, parallel processing of these 
tiny sets is done across multiple machines. In the case of the power system, this might be applied 
to rate case development, “static” customer segmentation and targeting, energy-saving measure 
modeling, and other analytics that do not require real-time data. The MapReduce paradigm is used 
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for processing such types of batch workflow and scales very well with large numbers of work items, 
such as smart meters, as many machines can process the subsets in parallel. The common smart 
grid requirement is its ability to track thousands of data attributes and to subject those attributes 
to thousands of computations, matching the frequency with which these computations vary from 
infrequently (i.e., yearly, monthly, daily, or hourly) in the case of customer energy efficiency pro-
grams to millisecond granularity in the case of maintaining grid load stability.

In Hadoop, a user can scale the network up to any number of nodes in a cluster. Hadoop gives 
us the power to distribute data across a cluster of commodity computers, and these nodes can be 
as big as 10,000 nodes in which data can be stored and retrieved in parallel, and a lot of parallel 
processing can be done using the programming model termed MapReduce.

The features supported by Hadoop are as follows:

 1. Economical
 2. Reliable
 3. Flexible

4. Scalable

Hadoop is economical in the sense that there is no need to purchase a license for it as it is an 
open-source framework. Thus, distribution of Hadoop is free; the only payment will be for its sup-
port. Hadoop can be termed as reliable as it is built in such a way that even in the case of failure, 
data can be retrieved by means of data replication and node replication. Flexibility for Hadoop can 
be confirmed by the scalability Hadoop supports. Hadoop is free from the constraints of nodes. 
The number of nodes within Hadoop is scalable—that is, nodes can be added or removed without 
putting the system down as Hadoop supports an unlimited number of nodes, which gives scal-
ability to Hadoop.

The core of Hadoop consists of the following:

 1. HDFS
 2. The processing part termed MapReduce

HDFS is used for storing data. It consists of a set of clusters of machines that are combined 
together for storing data. The cluster consists of two nodes, termed the namenode and datanode. 
The namenode acts like admin, and the datanode acts as a data store. HDFS is natively redundant, 
which means that redundancy is built in as all the data of one node are replicated to the other node 
to avoid failures. Thus, it stores data at multiple locations to prevent data failure.

MapReduce is used for processing of data. It is a programing model that splits the task across 
processors.

Hadoop breaks the files into smaller blocks of variable size and defines and distributes these 
data among nodes of the cluster, in which the data get processed in a parallel manner using 
MapReduce functions. Thus, Hadoop provides a reliable shared storage and analysis system in 
which the storage is provided by HDFS and analysis is done by MapReduce.

8.3.1  History of Hadoop

The seeds of Hadoop were first planted in 2002 by Internet archive search director Doug Cutting 
and University of Washington graduate student Mike Cafarella with a view that the world wanted 
a better open-source search engine. This project was built keeping that era’s web in mind, and they 



Smart Metering as a Service Using Hadoop (SMAASH) ◾ 217

termed their project “Nutch.” In about a year, Nutch proved to be working pretty well as it was 
able to crawl and index hundreds of millions of pages. Then, in October 2003, Google released 
its Google file system paper and, ultimately, in December 2004, released a paper for MapReduce. 
These papers prove to be revelatory for both engineers building Nutch. Over the course of a 
month, Cutting and Cafarella built up their underlying file system and processing framework 
coded in Java and that would become Hadoop, and they ported Nutch on top of it. Because Google 
MapReduce was using C++, Hadoop proved to be better than Google MapReduce. By 2006, 
Cutting started working with Yahoo, which influenced the Google file system and MapReduce 
papers, and planned to build open-source technology based on them. Hadoop was formed by 
Spuning, the storage and processing part of Nutch, which was named after Cutting’s son’s stuffed 
elephant. Hadoop is an open-source Apache Software Foundation project, and the Nutch web 
crawler remained its own separate project. At Yahoo, the transformation into Hadoop was pretty 
much completed by 2008. In 2011, Yahoo spun off Hortonworks into a separate Hadoop-focused 
software company at which the Hadoop infrastructure consisted of 42,000 nodes and hundreds of 
petabytes of storage. Hadoop became a full-on Apache project that attracts users and contributors 
from around the world.

8.3.2  Hadoop Ecosystem

Components of Hadoop consist of the following parts (Figure 8.2):

1. Oozie—Oozie is a workflow management tool that is used to run a job in parallel.
 2. Hive data warehouse—Hive is a data warehousing system of Hadoop, which was developed 

by Facebook.
 3. Pig—Pig is a data analysis tool developed by Yahoo.
 4. Mahout—Mahout is a machine learning framework used for analysis, such as recommended 

system, clustering analysis, etc.

Oozie (workflow)

Hive
DW system

PIG Latin
data analysis

Mahout
machine learning

MapReduce framework

HBase

HDFS (Hadoop distribution file system)

Flume SQOOP

Import or export

Unstructured or
semistructured data

Structured data

Figure 8.2 Hadoop ecosystem/components of Hadoop.
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5. MapReduce—MapReduce framework is a programing model that is used to read or write 
data from a distributed file system.

 6. HBase—Hbase is used for the database.
 7. HDFS—HDFS is used for loading data into a database.
 8. SQOOP—SQOOP is a tool that is used for moving structured data from the relational 

database management technology (RDBMS) to Hadoop. The name SQOOP is a combina-
tion of SQL and Hadoop.

 9. Flume—Flume is a tool used to import unstructured or semistructured data into Hadoop. 
The SQOOP and flume are tools used to load real-time data into Hadoop.

All of these are open-source systems. For a reporting tool, one can use R language, which can be 
used for predicting risk, analytic analysis, predictive analysis, etc.

8.3.3  MapReduce

David De Witt and Stonebraker (2008) defines MapReduce as a processing technique and a pro-
graming model that is used for distributed computing based on Java. Basically, the MapReduce 
algorithm is divided into two important tasks: map and reduce. The map function is used to take 
a set of data as per the requirement and convert the raw data into another set of data or processed 
data in which individual elements are broken down into tuples. The reduce function takes the 
output from a map as an input and combines those tuples into a smaller set of tuples or reduces the 
data into formatted data as per the requirement of the user. MapReduce is beneficial in the sense 
that it makes it easy to scale data processing over multiple computing nodes.

Thus, the MapReduce program executes in three stages:

 1. Map stage: The map or mapper’s job is to process the input data, which are in the form of a 
file or directory and are stored in the Hadoop file system (HDFS).

 2. Reduce stage: This stage is the combination of the shuffle stage and reduce stage. The reduc-
er’s job is to process the data that come from the mapper.

 3. Inputs and outputs: The MapReduce framework operates on <key values> pairs, i.e, the 
framework views the input to the job as a set of <key, value> pairs and produces a set of 
<key, value> pairs as the output of the job. The <key values> can be scalar or composite. For 
analysis of SMAASH, composite key values have been taken as input. Thus, the <key value> 
map identifies what we want from the data (Figure 8.3).

Input
data

Map()

Map()

Map()

Reduce()

Reduce()

Output
data

Figure 8.3 MapReduce architecture.
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MapReduce consists of Job Tracker, which is a master daemon that distributes a task-to-task 
tracker. Task Tracker is the program that runs on the datanode. Job Tracker is associated with the 
master node or namenode, and Task Tracker is associated with the datanode. Thus, it can be said 
that the datanode is the machine and Task Tracker is the program that runs on these machines.

8.3.4  Hadoop Distributed File System

Fay Chang (2006) discusses HDFS, writing that HDFS was developed using distributed file sys-
tem design. It runs on commodity hardware. HDFS is better than other distributed file systems in 
the context that it is highly fault-tolerant and designed using low-cost hardware. It is used to hold 
a large amount of data and provides easier access. In order to store large amounts of data, the files 
are stored across multiple machines. These files are stored in a redundant manner to prevent data 
losses in case of failure. HDFS makes the application available for parallel processing.

For the storing of a data set that outgrows the storage capacity of the single physical machine, 
partitioning of data needs to be done across a number of separate machines. HDFS is a type of 
file system that manages the storing of data across a network of machines. Thus, HDFS is used 
to store large files based on streaming data access patterns, which run on a cluster of commod-
ity hardware. The streaming data access pattern is based on the idea that the most efficient data 
processing pattern is a write once and read many times pattern. A data set is copied or generated 
from the source, and by using various parameters, analyses are performed on that data set over 
time. For cost effectiveness, Hadoop performs better than other software in the sense that Hadoop 
does not require expensive hardware to run on as it is designed to be run on a cluster of commod-
ity hardware. Apart from using Hadoop on large data and for efficient performance, Hadoop 
fails in certain fields, including applications that require low-latency access to data, in the tens of 
milliseconds range. Lots of small files need to be processed. Also, there is no support for multiple 
writers of a file.

The data are stored in small segments termed a disk. A disk has a small size, which is the 
minimum amount of data that a disk can read or write. The file system deals with data in blocks, 
which are an integral multiple of the disk block size. By default, the size of each block in HDFS 
is 64 MB. The data are broken into chunks and then stored as a separated unit in these blocks. In 
order to reduce the cost of seeking, the size of the HDFS blocks are kept larger than the size of the 
disk block. The time for transferring the data from the disk is made larger than the time to seek 
to the start of the block. The map function performs the map task on each block for operation of 
the block at a time. The reason for making the unit of abstraction a block rather than a file is to 
simplify the storage subsystem, especially for a distributed system in which the failure node is so 
varied. Due to the fixed size block, it becomes easier to calculate the data that can be stored on a 
given disk and eliminate metadata concerns. Even the block is useful in providing the fault toler-
ance by replicating the data. “%hadoopfsck/-files –blocks” is the command that is used to list the 
blocks that make up each file in the file system.

When designing the HDFS cluster, two types of nodes are created that work in a master–
worker pattern. The node, which works as master, is termed the namenode, and the nodes that 
work as workers are termed datanodes. The namenode is used for managing the file system 
namespace. Namenode maintains the file system tree and metadata for all the files and directories 
in the tree. The information for this architecture is stored persistently on a local disk in the form 
of two files named namespace image and editlog. Apart from managing the file system namespace, 
namenode also regulates the client access to the file and is also used to execute the file system 
operations, such as renaming, closing, and opening of files and directories. The namenode is also 
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known as data nodes on which all the blocks for given files are located. The datanode performs 
read–write operations on the file system as per the client request. It also performs operations like 
block creation, deletion, and replication as per the instruction of the namenode. The datanodes are 
the workhorses of the file system. A datanode based on the command from a client or namenode 
stores or retrieves blocks and reports the result back to the namenode periodically with a list of 
blocks that they are storing. A file system cannot work without a namenode as there would be no 
way to reconstruct the files from the blocks on the datanode if lost. In order to avoid such types 
of situations, data backup needs to be maintained. In order to back up the data, a secondary 
namenode is installed whose main role is to periodically merge the namespace image with the 
editlog to prevent the editlog from becoming too large. The secondary namenode usually runs on 
a separate machine because it requires plenty of CPU and as much memory as the namenode to 
perform the merge. A client accesses the file system on behalf of the user by communicating with 
the namenode and the datanode.

All the metadata operations that occur in the namenode are represented in Figure 8.4. Metadata 
are the data that contain information about the list of files; list of blocks for each file; list of 
datanodes for each block; and file attributes, such as time, replication factor, etc., and they even 
store transaction logs, such as records of file creation, file deletion, etc. Thus, it can be said that the 
namenode contains information on the overall file directory structure and places where the data 
block is stored. The metadata are stored in the main memory of the namenode, and there is no 
demand paging of FS metadata. The namenode thus contains only metadata, not the actual data. 
The client interacts with the namenode for metadata operation that is used for extracting informa-
tion from the datanode, which contains the actual information.

The client can read or write to the datanode through a Java interface or HDFS command line. 
The end user can get the result through the client. The client can directly read and write to the 
datanode but gets information on the location of the datanode from the namenode.

Racks are the physical location providing space for multiple datanodes. Multiple racks alto-
gether form clusters. The datanode is commodity hardware, which is divided into blocks, and 
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Figure 8.4 HDFS architecture.



Smart Metering as a Service Using Hadoop (SMAASH) ◾ 221

each block has a specific size, which varies from 64 to 128 MB. Remote procedure call (RPC) is a 
protocol that is used for communication among devices with each other.

The namenode is the master of the system. It is a high-quality and high-availability machine 
that maintains and manages the blocks that are present on the datanode. The namenode is a 
single point of failure; thus, it is a single machine in the whole cluster. Thus, if the namenode 
fails, there is no backup for the namenode, and whole systems fail in such a case. A second-
ary namenode is a solution for disaster recovery. It does not provide redundancy in case the 
namenode fails; rather, a secondary namenode is used to make a backup of the metadata of 
the namenode every hour to an external drive. Thus, in case the primary namenode fails, the 
saved namenode can be used to rebuild a failed namenode. Therefore, a secondary namenode 
is not a hot standby for the namenode; rather, it is used to connect the namenode every hour 
for a backup namenode.

Datanodes are slaves that are deployed on each machine and provide actual storage. They 
are responsible for serving read and write requests for the client. Cheap replicas can be made for 
datanodes and can be in any number. Datanodes work as a database of the file system; they store 
and retrieve blocks when they are told by the client or namenode. The datanodes send reports back 
to the namenode periodically with lists of blocks they are storing.

Thus, the goal of HDFS can be divided into three parts:

 1. Fault detection and recovery
 2. Huge data sets
 3. Hardware at data

The HDFS system is advantageous in the following manner:

 1. It is suitable for distributed storage and processing.
 2. Hadoop also provides a command interface to interact with HDFS.
 3. The built-in servers of the namenode and datanode in HDFS help a user to easily check the 

status of a cluster.
 4. HDFS provides streaming access to file system data.
 5. HDFS provides file permission and authentication facilities.

8.4  Smart Metering as a Service Using Hadoop (SMAASH)
The project titled SMAASH aims at analysis of past and present electricity based on data received 
from smart meters and thus helps in predicting the future analysis of the electricity consumption 
and taking adequate steps for management of electricity. On monitoring and analyzing the elec-
tricity data, parameters, such as climate data, are also taken into consideration along with electric-
ity consumption data, which can be used for prediction of future analysis of electricity and help in 
providing time of use tariff options to the user.

Brophy-Haney et al. (2009) and Darby (2010) defined a meter or a metering system as smart 
or advanced regardless of the utility for which it is being used, such as gas, water, or electricity. 
According to Darby, a meter is termed a smart meter if it can store and transmit measurement at 
frequent intervals. Smart meters can play a vital role in the collection of registry of end-use elec-
tricity consumption on a real-time basis. Advanced electric metering and communication technol-
ogies enable data transfer of end-use electricity consumption data; analysis of this high-resolution 
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data can pinpoint unusual patterns caused by electricity consumption. The importance of manag-
ing customer electricity consumption data at this high level cannot be underestimated. This infor-
mation assists in operational management of electricity over the area as it highlights the electricity 
usage of households with excessive electricity consumption, indicating inefficient use and option 
for electricity theft, which can be investigated using this technology; this can even be used to 
determine peak demand and also provide for time to use a tariff option due to lower resolution of 
logging at hourly intervals.

Britton et al. (2013) and Momoh (2009) discuss that smart metering and associated resource 
consumption visually displayed technologies enable utility for the customers to access their con-
sumption and compare previous usage. This also enables the electricity distributors to manage the 
distribution based on the analysis performed. In particular, identifying and communicating theft 
to customers is something that must be conducted as an ongoing process.

Depuru et al. (2011) discuss smart meters by discussing the working of smart meters; one 
can say that a smart meter works by communicating directly with the energy suppliers, and 
they provide accurate reading of the electricity on a real-time basis. Smart meters can also 
make use of wireless mobile phone type technology for sending the data. Thus, installing a 
smart meter provides cost-effective meter and data management as well as transparency about 
pricing and usage.

Many studies reveal that there are three major challenges in customer management, and they 
are operational efficiencies and reduction of cost to serve, customer satisfaction, and lack of reten-
tion of talents. The study also shows that 52% of utilities worldwide expect to outsource the data 
analysis for their grid operation in 10 years.

SMAASH provides an end-to-end automatic meter and data management solution, which 
delivers cost savings. It provides meter data collection, processing, and scheduled validated data 
delivery; SMAASH also provides for metering device management and a single point of contact 
in a multisupplier environment. Thus, SMAASH is a business process outsourcing tool that 
includes solutions and life cycle management, giving utilities the flexibility to manage smart 
metering operations in the best way possible. By using SMAASH, we provide electricity distribu-
tors the analysis data of electricity consumption to gain insight into customer usage patterns in 
order to achieve several target applications, such as time-of-use tariff, demand response manage-
ment, and billing accuracy. One of the benefits of smart meters is that collection of data in smart 
meters is on a real-time basis, whereas with old mechanical meters, collection of data is done on 
an hourly or monthly basis. In order to benefit from the smart grid investment, it is critical that 
handling the massive amount of data from the smart meters is done efficiently and that it can 
be used by the grid operators to operate the grid safely, economically, and reliably and to make 
timely decisions.

The Apache Hadoop framework is used for provisioning this system that allows distributed 
processing of large data sets across clusters of computers. Hadoop MapReduce is a technology 
that is based on parallel processing of large data sets, which are then used to achieve the target 
with respect to the traditional RDBMS approach, which is inefficient and slower in working as 
compared to the Hadoop framework approach. Thus, for fair economic gain, it is desirable to use 
smart meters for smart distribution and efficient use of electricity so that the generated power 
can be used in an efficient manner: a parallel distribution framework using MapReduce for ana-
lytics of large amounts of data generated from the smart meters in a faster and efficient manner. 
SMAASH provides multipurpose beneficial output that includes accurate billing, a time-of-use 
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tariff plan, per user segmentation, area-based segmentation, and type of usage-based segmenta-
tion. Thus, SMAASH is implemented using an analytics concept and smart meters with a view 
to future use.

Smart meters send energy consumption data at regular intervals to the server, generating a 
huge amount of data. These data are processed using Apache Hadoop, which is an open-source 
framework used for developing distributed application for processing of such a large amount of 
data, thus providing a platform for distributed storage and computational capabilities in which 
a computational tier uses the MapReduce framework and HDFS storage for a distributed file 
system.

The purpose of this section is to provide details on how the data would be transmitted from 
various electricity meters installed in consumers’ places to the subdistribution system of the elec-
tricity plant and from subdistribution. This system identifies the total supply of electricity from 
the main distribution system to the subdistribution system on an hourly basis and the total elec-
tricity supply by subdistribution system to individual or business consumer place. This system 
provides details on the total electricity misuse between the main distribution system and subdis-
tribution systems by reverse reconciling the consumption, and also identifies the total electricity 
misuse between the subdistribution system and the individual or business consumer place by 
reverse reconciling the consumption. The system also identifies the peak usage of electricity on an 
hourly basis based on individual and business consumer places.

8.5  Benefit of This System
This system will provide information on the theft or misuse of electricity related to each subdis-
tribution system, and if the distribution system is considered a transformer, then it will provide 
actual information about which transformer theft is happening and how to control theft. Apart 
from the theft, the SMAASH project is also used for the purpose of finding the load usage 
pattern of the grid, area, or customer, which can be used to prevent grid failure or avail equal 
load distribution for a particular area. The SMAASH project can also be used for usage-based 
analysis, to find out the usage pattern for individual, business purpose usage, etc., which can 
provide the solution of time-of-use tariffs for customers. The SMAASH project can also be used 
for finding the usage pattern for different types of purposes, which can be used for electricity, 
water, gas, or other types of usage and can be used for analysis of these services based on type 
of purpose.

It also helps in identifying the peak usage of electricity in a real-time, hourly, daily, monthly, 
or yearly manner, can be used further for setting up new electricity charges based on consumption 
and time interval; and can also provide other different solutions.

8.6  Case Study
From the background case study, we can conclude that effective measurement of electricity con-
sumption can be performed using smart meters. By means of Big Data technology, we refine the 
solution for the smart meters, and using computation of data, analysis of the raw data can be done 
to obtain the processed data.
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The benefits of this project can be seen from the facts and figures from the case studies of 
the smart meter installation project in various European countries.

Austria
In Austria, the EVN smart meter pilot project was started in 2008 and was finished in 2012. This 
project included installation of smart meters for 300 + 160 customers. Analysis of data was done 
to simplify the data regarding main costs and benefits. The interfaces used to get access to meter 
data were web interface, monthly bills, and in-home displays.

The Strommetz smart meter project was another project started in 2009, which was planned 
to start mass testing, and it will include 400,000 customers by 2020.

Belgium
Belgium started the Eandis smart meter project in 2007, in which 4300 smart meters have 
been installed in the pilot phase and with a plan to install 40,000 meters in the advanced 
phase. The communication interfaces available on the data collector are as follows: a power 
line communication; ethernet interface for home area network, wide area network, and local 
area network; M-bus interface; RS 485 interface; and optional GPRS or WiFi. This causes a 
reduction in technical losses of electricity by up to 0.15% per year, reduction in commercial 
losses up to 4.94% per year, and reduction in maintenance and operations costs up to 5.94% 
per year.

Finland
Finland started the Fortum smart meter project in November 2007 involving 583 customers. 
Energy savings calculated for this project were 28% per year, whereas reduction of operation and 
maintenance costs was 7% per year, and this project also included a reduction in commercial 
losses such as theft, fraud, etc., up to 1.1%.

Hungary
The EDF Demasz smart meter project was an initiative of Hungary that was started in February 
2012. This was a pilot project including 2500 residential customers. A total of 3300 smart meters 
were expected to be installed for this project with 2800 GPRS communication modules and 
530 meters with PCC communication. This project reduced meter reading and operation costs by 
9.04%, operation and maintenance costs by 6.43%, electricity technical loss by 3.18%, and com-
mercial losses such as thefts, frauds, etc., by 4.15%.

8.6.1  Data Flow Description

A city is divided into multiple cells based on transmission unit. Each cell has many electricity 
meters, which are installed for personal or business purposes. Each of these electricity meters for 
a particular cell will transmit electricity usage to its respective main distribution unit. The main 
distribution unit will collate all the data for that cell and then transmit the usage information to 
the main distribution unit (Figure 8.5).

The following information will be captured in this process:

1. Full hourly supply from the main distribution unit to the subdistribution unit
2. Hourly supply received by the subdistribution system
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3. Hourly supply distributed by subdistribution to consumers
4. Hourly usage by consumer to the subdistribution system

 5. Hourly usage by the subdistribution system to the main distribution system

 Setup in the main distribution system:

 a. The main distribution system will capture meter reading on an hourly basis.
 b. Hourly consumption is calculated using the software.

 Setup in the subdistribution system:

 a. The subdistribution system will capture meter reading on an hourly basis.
 b. Hourly consumption is calculated using the software.

 Setup in individual or business consumer place:

 a. The meter reader will capture meter reading on an hourly basis.
 b. Hourly consumption is calculated using the software.

R6 R7

R4 R5R3

R1 R2

Figure 8.5 Data flow diagram.
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8.6.2  Capturing of Data

The main system will transmit electricity to the subsystem. Meter reading at 00:00 hours is cap-
tured at the main system. The meter reading at the main system is MS0000 units. Here MS is the 
main station at 00:00 hours (Figure 8.6).

All subsystems will also capture the meter reading at 00:00 hours. Electricity is transmitted to 
individual or business consumers. Let these units be SS10000, SS20000, and so on. Here SS10000 
is substation 1 at 00:00; SS20000 is substation 2 at 00:00.

At the individual or business consumer, the meter will capture the reading for 00:00 hours. 
Let the meter at this time be IMR10000, IMR20000, BMR10000, and so on: IMR10000 is 
individual meter reading 1 at 00:00, individual meter reading 2 at 00:00, business meter reading 
1 at 00:00.

All individual or business consumer meters will transfer these meter readings to their corre-
sponding substation at 00:00 hours. Meter reading would be transferred to the substation using a 
smart metering device, and the log will be of the form seen in Table 8.1.

The different parameters used for getting the data are as shown in Table 8.1. Here, CustomerID 
is the customer ID, Sub_Station_ID is the ID of the substation from which the electricity is 
distributed, Data and Time fields are related with the actual date and time of meter reading, 
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Figure 8.6 Procedure to capture data from the smart meter.

Table 8.1 Attributes from Smart Meter

CustomerID Sub_Station_ID Date Time Meter_Reading Purpose_Type Usage_Type
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Purpose_Type is whether it is used for electricity meter purposes, water meter purposes, or gas 
meter purposes, and Usage_Type is personal or business.

This information from individual meters will be transmitted to the substation. The substation 
will collate all this information along with its usage and send the information to the main distri-
bution system. The main distribution system will collate all the information from the sub-systems 
along with its usage and create a single log file every hour and send these log files every hour to the 
computer system for analysis purpose.

The data sent by individual meters at 00:00 hours is shown in Tables 8.2 through 8.7. The data 
sent by the substation to the main system is shown in Table 8.8. The data sent by the main station 
to the computer system at 00:00 hours is shown in Table 8.9.

Table 8.2 Meter Reading (Individual) at 00:00 Hours of Customer C0001

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

C00001 Sub0001 00102015 0000 87569 EL IN

Table 8.3 Meter Reading (Individual) at 00:00 Hours of Customer C00032

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

C00032 Sub0001 00102015 0000 2341 EL IN

Table 8.4 Meter Reading (Business Unit) at 00:00 Hours of Customer C00231

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

C00231 Sub0001 00102015 0000 65432 EL BU

Table 8.5 Meter Reading (Individual) at 00:00 Hours of Customer C00034

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

C00034 Sub0002 00102015 0000 432111 EL IN

Table 8.6 Meter Reading (Individual) at 00:00 Hours of Customer C00121

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

C00121 Sub0002 00102015 0000 212111 EL IN
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Here:

MD is main distribution
DP is distribution purpose
IN is individual use
BU is business use

Similarly, data will be sent from the main system to the computer system at 01:00 hours.
The meter reading updated for 01:00 hours is shown in Table 8.10.

Table 8.7 Meter Reading (Business Unit) at 00:00 Hours of Customer C00111

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

C00111 Sub0002 00102015 0000 202111 EL BU

Table 8.8 Meter Reading from Substation to Main Station

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

Sub0002 M00001 00102015 0000 76523109 EL DP

C00034 Sub0002 00102015 0000 432111 EL IN

C00121 Sub0002 00102015 0000 212111 EL IN

C00111 Sub0002 00102015 0000 202111 EL BU

Table 8.9 Meter Reading from Main Station to Computer System at 00:00 Hours

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

M00001 M00001 00102015 0000 462378901 EL MD

Sub0001 M00001 00102015 0000 76533333 EL DP

C00231 Sub0001 00102015 0000 65432 EL BU

C00001 Sub0001 00102015 0000 87569 EL IN

C00032 Sub0001 00102015 0000 2341 EL IN

Sub0002 M00001 00102015 0000 76523109 EL DP

C00034 Sub0002 00102015 0000 432111 EL IN

C00121 Sub0002 00102015 0000 212111 EL IN

C00111 Sub0002 00102015 0000 202111 EL BU
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8.6.3  Processing of Data in Computer System

Data can be processed in the computer system by use of HDFS. Calculation of total load for the 
electricity system for a city with total connection is 100,000. Table 8.11 shows the type of param-
eters that need to be used for the project and size of data type.

8.6.4  Target Data in Computer System

Raw data after processing will look like those as shown in Table 8.12. Table 8.12 shows the size of 
data type for different fields that are being used for the project parameters.

These data can be converted to meaningful information using the reporting tool. The 
reporting tool will process the information as per the requirement based on parameters that 

Table 8.10 Meter Reading from Main Station to Computer System at 01:00 Hours

CustomerID
Sub_

Station_ID Date Time Meter_Reading Purpose_Type Usage_Type

M00001 M00001 00102015 0100 462371701 EL MD

Sub0001 M00001 00102015 0100 76533633 EL DP

C00231 Sub0001 00102015 0100 65532 EL BU

C00001 Sub0001 00102015 0100 87669 EL IN

C00032 Sub0001 00102015 0100 2391 EL IN

Sub0002 M00001 00102015 0100 76523509 EL DP

C00034 Sub0002 00102015 0100 432311 EL IN

C00121 Sub0002 00102015 0100 212161 EL IN

C00111 Sub0002 00102015 0100 202211 EL BU

Table 8.11 Parameter Table

Filed Name Data Type Data Size

CustomerID VARCHAR2 50

Sub_Station_ID VARCHAR2 10

Date VARCHAR2 8

Time VARCHAR2 6

Meter_Reading VARCHAR2 10

Purpose_Type VARCHAR2 2

Usage_Type VARCHAR2 2

Rec Size 88
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Table 8.12 Data Type and Variable Type

Field Name Data Type Data Size

CustomerID VARCHAR2 50

Sub_Station_ID VARCHAR2 10

Date VARCHAR2 8

Purpose_Type VARCHAR2 2

Usage_Type VARCHAR2 2

HH_Reading_00 VARCHAR2 10

HH_Reading_01 VARCHAR2 10

HH_Reading_02 VARCHAR2 10

HH_Reading_03 VARCHAR2 10

HH_Reading_04 VARCHAR2 10

HH_Reading_05 VARCHAR2 10

HH_Reading_06 VARCHAR2 10

HH_Reading_07 VARCHAR2 10

HH_Reading_08 VARCHAR2 10

HH_Reading_09 VARCHAR2 10

HH_Reading_10 VARCHAR2 10

HH_Reading_11 VARCHAR2 10

HH_Reading_12 VARCHAR2 10

HH_Reading_13 VARCHAR2 10

HH_Reading_14 VARCHAR2 10

HH_Reading_15 VARCHAR2 10

HH_Reading_16 VARCHAR2 10

HH_Reading_17 VARCHAR2 10

HH_Reading_18 VARCHAR2 10

HH_Reading_19 VARCHAR2 10

HH_Reading_20 VARCHAR2 10

HH_Reading_21 VARCHAR2 10

HH_Reading_22 VARCHAR2 10

(Continued)
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need to be set. The reporting tool can process the information based on usage of a particular 
customer, which can be selected by using the CustomerID attribute provided by the smart 
meter, which provides information for each customer’s electricity consumption on a real-time 
basis. The reporting tool can even provide information about the analysis of customer usage 
patterns on a daily or monthly basis so that customers can see and analyze their usage of 
electricity on a yearly, monthly, weekly, daily, hourly, or per minute basis and can adjust their 
electricity usage accordingly.

By using the reporting tool, a user can also distinguish electricity usage based on area-wise 
segmentation by using the parameter Sub_Station_ID, which will provide information on meter 
reading in a particular area, and that information can be used for analysis of electricity in a par-
ticular area to determine the usage pattern based on area to get a glimpse of electricity usage of 

Table 8.12 (Continued) Data Type and Variable Type

Field Name Data Type Data Size

HH_Reading_23 VARCHAR2 10

Usage_00_01 VARCHAR2 10

Usage_01_02 VARCHAR2 10

Usage_02_03 VARCHAR2 10

Usage_03_04 VARCHAR2 10

Usage_04_05 VARCHAR2 10

Usage_05_06 VARCHAR2 10

Usage_06_07 VARCHAR2 10

Usage_07_08 VARCHAR2 10

Usage_08_09 VARCHAR2 10

Usage_09_10 VARCHAR2 10

Usage_10_11 VARCHAR2 10

Usage_11_12 VARCHAR2 10

Usage_12_13 VARCHAR2 10

Usage_13_14 VARCHAR2 10

Usage_14_15 VARCHAR2 10

Usage_15_16 VARCHAR2 10

Usage_16_17 VARCHAR2 10

Usage_17_18 VARCHAR2 10

Usage_18_19 VARCHAR2 10

Usage_19_20 VARCHAR2 10
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the particular area and comparison of electricity usage based on area-wise segmentation. This 
area-wise segmentation can be done on a real-time basis, an hourly basis, a daily basis, a weekly 
basis, a monthly basis, or a yearly basis to get the electricity usage of that area and comparison of 
electricity usage with different areas.

By using the reporting tool, a user can also analyze the electricity usage based on usage type, 
which can be individual, main distribution, business use, etc., and based on this parameter, the 
user can have a glimpse of the electricity usage by the type of use of electricity for specific pur-
poses, which can be used to provide the customer with time-of-use tariff flexibility for efficient 
load management. For example, if electricity usage for business purposes is low in the evening 
hours, then individual type users can be provided a low tariff electricity opportunity for using 
their heavy load appliances during odd hours. Thus, management of load can be done based on 
analysis of electricity usage type patterns.

Apart from all these usage reporting tools, the parameter purpose type can be used for further 
analysis of electricity metering. Thus, by using the purpose type parameter, a user can analyze elec-
tricity, water, or gas type of usage, and based on the type of data required, the analysis of specific 
purpose type can be calculated and analyzed. These data can also be calculated for water, electricity, 
gas, etc., on a real-time, hourly, weekly, monthly, or yearly basis, thus providing flexibility and scal-
ability for the analysis of these data, which can be applied for different usage types.

Thus, using the SMAASH project, a user can get the analysis of data of different parameters 
and different usage patterns, which can be used for analysis of data on a real-time basis and differ-
ent time-based parameters as per the requirements of the customer.

8.6.5  Advantage of the Project

The input data will be in the form of a meter image file termed the MIF, which is the meter read-
ings sent by the smart meter at regular times in which the consumption will be in kWh to the 
service provider’s local file server.

The expected result will be in the form of a graphical plot between the time (in years) versus 
expected electricity consumption on the basis of per day, per month, or per year or per user or per 
area depending on the use of the data requirement, and the predictive analysis of these data can be 
used to analyze load profile, which gives the result on the basis of load and time, so the user can 
be allocated a time-of-use tariff, which implies that during odd hours, home users can be provided 
with cheaper electricity for using heavy load appliances. The data can even be used to make the 
customer segmentation based on area-wise or type of usage. The analysis can also be used for lin-
earizing the demand supply, which can be used to avoid problems such as grid failures on the basis 
of predictive data available from the analysis.

When comparing the above system with the current system, it is based on inclusion of manual 
interpretation of the data, which is hard to analyze as there is no technique to handle such a large 
amount of data, and interpret data based on prescribed parameters. In the proposed system, the 
suppliers can predict the consumption pattern of the customer beforehand and can predict the 
electricity consumption in the future (Figure 8.7).

In order to run this program, what we get is the raw data, and these data need to be processed in 
a manner that results in the final processed output. The MapReduce function is divided into two 
phases: the map phase and the reduce phase. Each phase has key value pairs as input and output, 
the type of which may be chosen by the programmer. These two phases are represented by the map 
function and the reduce function.
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The input to the map function is the raw data of the electricity reading that comes from 
the smart meter. The map function is just a data preparation phase that takes input from the 
raw data and pulls out the parameters, such as user type, meter reading, etc., from the raw 
data. We choose a text input format that gives us each line in the data set as a text value. 
The key is the offset of the beginning of the line from the beginning of the file because they 
are of no use, so we can ignore them. The map function is used for extracting customer 
ID, Sub_Station_ID, Date, Time, Meter_Reading, Purpose_Type, and Usage_Type from 
the raw data as these are the fields we are interested in. Thus, here the map function is only 
the data preparation phase, setting up the data in such a way that the reducer function can 
do its work on it. The map function finds a good place to drop the bad records, which are 
not needed as per the requirement. The output from the map function is processed by the 
MapReduce framework before being sent to the reduce function. This processing sorts and 
groups the key value pairs by key. The reduce function will iterate through the list and pick 
up the values as per the requirements set by the user, which can be based on customer ID; 
Sub_Station_ID; hourly, daily, weekly, monthly, or yearly; based on Purpose_Type; or based 
on Usage_Type. The values will be represented in the form of a graph as per the requirement 
for predicting the past and present usage, which can be used for predictive analysis of the 
usage based on the parameter set for the analysis. Comparative analysis based on customer 
ID will be used for predicting the usage of a particular customer on a per hour, per day, per 
month, or per year basis, and based on this prediction, the usage or theft of electricity can 
be determined and also used by the user for comparing his daily, monthly, or yearly usage of 
electricity. Comparison analysis can be based on Sub_Station_ID or can be by area ID. The 
average consumption of a particular substation or a particular area can be determined on an 
hourly, daily, monthly, or yearly basis, which is used for determining the energy consump-
tion of a particular area and can be used for determining the predictive analysis of the usage 
of that area, which can be used for determining the climatic usage of an area, load analysis 
of an area, and other requirements. Predictive analysis can be done based on usage type and 
purpose type, which also can be used for finding the time at which the load is maximum, and 
based on this analysis, we can make the time-of-use tariff option for the user if load usage for 
industry purposes is low in the evening hours and then electricity can be provided at lower 
rates for home usage during those hours so that home users can use heavy appliances during 
those hours.

MapReduce
layer

Task tracker Task tracker Task tracker

Job tracker

Namenode

Datanode Datanode Datanode

HDFS layer

Figure 8.7 High-level architecture of HDFS.
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8.7  Output
Figure 8.8 shows the output for the electricity usage pattern of a customer on an hourly basis for 
each day, thus providing analysis of the electricity usage pattern from a customer’s real-time analy-
sis, which can be used to predict the usage pattern on various days, and the factors that affect the 
load can be analyzed based on the output parameter.

The output in Figure 8.8 is calculated based on a master–slave pattern arrangement of clusters 
made by the namenode and datanode, where the namenode acts as master and the datanode acts 
as slave.

Thus, using a data analytics platform for the smart grid is capable of analyzing slowly and rap-
idly changing data using a combination of batch and real-time data processing techniques, and is 
therefore useful in calculating data on a real-time basis on various parameters and can be used for 
efficient power management.
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Abstract

Service-oriented architecture (SOA) has emerged, supporting scalability and service 
reuse. At the same time, Big Data analytics has impacted on business services and 
business process management. However, there is a lack of a systematic engineering 
approach to Big Data analytics. This chapter provides a systematic approach to SOA 
design strategies and business process for Big Data analytics. Our approach is based on 
SOA reference architecture and service component model for Big Data applications, 
known as softBD and also includes a large-scale, real-world case study demonstrating 
our approach to SOA for Big Data analytics. SOA Big Data architecture is scalable, 
generic, and customizable for a variety of data applications. The main contribution 
of this chapter includes a unique, innovative, and generic softBD framework, service 
component model, and a generic SOA architecture for large-scale Big Data applica-
tions. This chapter also contributes to Big Data metrics, which allows measurement 
and evaluation when analyzing data.

9.1  Introduction
Distributed systems have been developed and deployed in a traditional software architecture 
model based on layered architecture. However, this has not able to provide a sustainable IT 
system that is cost-effective. Therefore, SOA has emerged to address this issue and has emerged 
with key design principles, such as loose coupling, service reusability, service composability, 
and service discoverability. The SOA deployment model is based on a service provider pub-
lishing its services through a registry and a service requester being able access the published 
services, compose new services, and request new services. The major challenge of this work is 
to integrate SOA for Big Data applications. Big Data has emerged to address the challenges 
faced by the volume, velocity, and veracity of data being received and analyzed in real time. 
Therefore, we need an SOA model that tackles the required speed and accuracy of data. The 
model proposed in this chapter aims to achieve these two characteristics. This way, this chap-
ter aims to achieve the merging of two major issues (SOA and Big Data). Zimmermann et 
al. (2013) emphasize the need for an enterprise SOA architecture for Big Data applications 
and have proposed the enterprise reference architecture cube (ESARC) for such large-scale 
application.

Big Data has become a key business improvement indicator for large businesses and the key 
indicator of success in the cloud and IoT computing technologies. Big Data can be defined as 
the management of data received from different sources on the use and behavior of a system in 
real time at the scale of terabytes, petabytes, etc. The size of the data depends on the nature of 
the systems, such as mobile phone usage, web usage, social media usage, real-time Internet and 
sensor data received, and streaming media data received and sent. In formal terms, Big Data has 
been defined as the 5Vs model (volume, velocity, variety, value, and veracity). Value and veracity 
are two essential characteristics that specify the need for valuable and truthful data (Neves and 
Bernardino 2016). Therefore, it is important for businesses and organizations to develop a long-
term strategy for managing, monitoring, analyzing, and predicting data. We have identified a 
measure of Big Data value:

Value of data/information Number of Business( ) ∝ √ Users (BU) Number of Business Areas× (9.1)
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As Equation 9.1 suggests, the value of Big Data is directly proportional (increases in value) to the 
square root of a number of business users, which is multiplied by the business areas in which they 
work. The need to integrate business intelligence and business process modeling for Big Data with 
SOA is the key to achieving business value as suggested by Curko et al. (2007). The SOA  concept is 
a key technology for integration of BI, BPMS, transaction, Big Data, and other IT systems.

However, there is a lack of business intelligence analytics applied to large-scale Big Data that 
has been received from multiple sources and also a lack of applying intelligence and enterprise 
architecture for large-scale Big Data that are emerging from multiple business and data sources. 
In addition, existing approaches (Zimmermann et al. 2013) in this area don’t consider applying 
intelligence analytics for prediction by applying soft computing methods, such as Bayesian theory, 
fuzzy logic, and neurofuzzy.

This chapter divides into two major sections: an SOA approach for Big Data with SOA refer-
ence architecture and a service component model for Big Data applications and, second, a large-
scale, real-world case study demonstrating our approach to SOA for Big Data analytics. Our 
approach is a scalable Big Data architecture model, which is generic and customizable for a variety 
of data applications. The main contribution of this chapter includes a unique, innovative, and 
generic softBD framework, a service component model, and a generic SOA architecture for large-
scale Big Data applications. This chapter also contributes to Big Data metrics, which allows us to 
measure and evaluate when analyzing the data.

9.2  SOA-Based Soft Computing Framework for Big Data
One of the key reasons for choosing the soft compute approach is to apply predictions to the large 
amount of data being generated by IoT, IoE, the cloud system, and other sources, such as user-
generated data. Existing approaches in this area have considered architecture data, but have not 
considered predictive analysis based on the currently collected and previously collected data for 
the similar situation. SOA has emerged, supporting scalability and service reuse. At the same time, 
Big Data analytics has impacted on business services. This chapter provides a systematic approach 
for SOA design strategies and business processes for Big Data analytics. Distributed systems have 
been developed and deployed in a traditional software architecture model based on layered archi-
tecture. However, this has not been able to provide a sustainable IT system that is cost-effective. 
Therefore, SOA has emerged to address this issue and has emerged with key design principles, such 
as loose coupling, service reusability, service composability, and service discoverability as shown in 
Figure 9.1. Thus, this chapter has proposed a reference architecture that is based on SOA and that 
has the potential to solve the classical problem of customization, composability, interoperability, 
etc. The major focus of this chapter is to integrate SOA for Big Data applications. Consequently, 
Big Data have emerged to address the challenges faced by the volume, velocity, and veracity of 
data being received and analyzed in real time. Therefore, we need an SOA model that tackles the 
required speed and accuracy of data. The model proposed in this chapter aims to achieve these two 
characteristics. Earlier studies emphasize the need for an enterprise SOA architecture for Big Data 
applications and have proposed ESARC for such large-scale applications. Consistent with earlier 
studies, this research aims to achieve merging two major issues (SOA and Big Data).

Big Data is now a reality for businesses. Examples include Google’s Gmail, which is an exa-
byte of data; Amazon web services, streaming media globally every second; and other real-time 
life-sensitive data, such as media, weather forecasts, earth monitoring, space application data, etc. 
However, we need a structured model to select, process, and monitor highly relevant data. In this 
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context, Gorton (2013, 2014) describes a lightweight risk reduction approach to Big Data, known 
as lightweight evaluation and architecture prototyping for Big Data (LEAP4BD). This provides 
a good starting point for organizations to use a semantic knowledge-based tool for data selection 
and acquisition. However, it is yet another tool for data extraction. Similarly, Li et al. (2015) has 
proposed a framework for geoscience Big Data, which is multidimensional data, and Hadoop 
(HBase) has been adopted for storing and managing multidimensional geoscientific data, and 
a MapReduce-based parallel algorithm has been used for processing such data. This framework 
does propose large-scale data extraction, but it lacks in generalization and application of SOA 
architecture.

Therefore, we have proposed an SOA-based soft compute framework for big data (softBD) with 
soft compute intelligence algorithms for decision making when collecting, selecting and extract-
ing, validating, and evaluating the data. In addition, soft compute algorithms, such as neuro-
fuzzy and Bayesian theory, allow data prediction based on historical data collected. A softBD 
framework is shown in Figure 9.1

The softBD starts receiving data continuously with cloud platforms, such as Amazon EC2, 
Windows Azure, Google, Salesforce, etc. The data can be from multiple sources, including geosci-
ence; entertainment monitoring, selection, and prediction (home, cinema, theater, etc.); aircraft 
monitoring; IoT devices; health care; mobile, wireless sensor networks (WSNs); and natural disas-
ter areas such as fire, flood, earthquake, and epidemics. The cloud is the most suitable platform as 
it provides elastic services to store and maintain data globally. The next layer is the data-clustering 

SOA platform and workflow

Presentation, visualization, and service

Secure cloud data
collection and

extraction layer
Data security layer

Hadoop/MapReduce
cluster (processing

layer)
Data analytics layer

Soft compute
intelligence layer

Figure 9.1 SOA-based soft compute framework for Big Data (softBD).
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layer, using the Hadoop platform, which can be part of the chosen cloud platform. This layer does 
the data processing, categorizing the data into entertainment, geoscience, WSN, etc. The next 
layer is the data analytics layer, which could include Hadoop/MapReduce algorithms to speed up 
analyzing the data parallelization. The big challenge in Hadoop is resource allocation and sched-
uling for parallel high-performance computing. The final layer on the vertical services is our new 
soft compute intelligence layer, which includes algorithms and models on fuzzy logic, nuerofuzzy, 
and Bayesian theory. The main purpose of this service layer is to offer prediction models on the 
categorized and analyzed data. This also covers the data evaluation, assessment, and validation. All 
of the vertical layers are based on the SOA providing loosely coupled services.

9.2.1  SOA Design Characteristics

SOA has emerged to tackle legacy system design for distributed information system problems and 
limitations by providing loosely coupled systems in which new business services can be composed 
and reused. The enterprise of data requirements can be explained by the relation database man-
agement system (RDBMS) term. An enterprise that is based on the RDBMS would be willing 
to adopt dedicated database servers and present query services to SOA components or a database 
application. These two designs have been accepted for more than five years. This is very success-
ful because of the three dimensions that are query as a service (QaaS). The QaaS is not directly 
linked to the data storage, but it is mapped to the data storage by a single RDBMS architecture. 
The major problem of maintaining Big Data is the double entry or duplication; this is easily solved 
by the single architecture system.

Most Big Data are not maintained in a frequent manner as this would be massive; the data can 
be nonstructural, nonrelational, or even nonupdated. It is very difficult to abstract it to a query 
service if it is not in good form. Big Data is not easy to store in an order as it will be in different 
places where it is connected by networks or the data can be in different formats. These types of 
problems are handled easily by the two different broad choices in SOA, namely the horizontal and 
vertical integrated data models.

The horizontal integrated data model uses multiple interfaces to the applications and provides 
a data management facility with full integrity as the actual data is collected behind an abstract 
set of data services. The data are not accessed by the components directly, but the process is done 
in the form of service in the same way as it is done in the single RDBMS architecture. The data 
management and the application components are kept separate and maintained, not keeping in 
contact. Although this approach can’t create the simple query model of RDBMS for the reasons 
already given, it at least replicates the simple model of RDBMS that we presented earlier.

The vertically integrated data model links application data services to resources in a more 
application-specific way, in which the customer relationship management, enterprise resource 
planning, or dynamic data authentication application is largely separated first at the as-a-service 
level, and that separation is maintained down to the data infrastructure. In this model, the appli-
cation most of the time might have the SOA component, which accesses the data storage by itself. 
To supply well-structured and maintained data integrity, there is a hazard of sacrificing the man-
agement service as SOA components that deliver the ability to work on various data systems doing 
the common task, such as filtering the duplication and matching the integrity, in database-specific 
ways. This access is easier to conform to the data structure and the application. SOA reference 
architecture is discussed, in detail, in the later section of this chapter.

Therefore, it is essential to understand the foundations of SOA design that can be tailored for 
Big Data applications. Figure 9.2 shows the desired design characteristics for solving Big Data 
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processing requirements. As shown in the figure, the characteristics evolved from the large system-
atic literature as well as the requirements for Big Data analytics, which are shown in Figure 9.3.

However, there are some fundamental characteristics of SOA presented by Erl (2005) as follows:

 ◾ Business-driven.
 ◾ Vendor-neutral.
 ◾ Enterprise-centric.
 ◾ Composition-centric.
 ◾ Loosely coupled.
 ◾ Every service has a contract.
 ◾ Service can be discovered.
 ◾ Services are abstract.
 ◾ Services are autonomous.
 ◾ Services can be composed.
 ◾ Services are stateless with respect to complete transactions.
 ◾ Services are reusable.

These are essential characteristics of SOA, and SOA-based services are business-driven and 
should be designed with principles of loose coupling and message-driven services, which are 
autonomous. Figure 9.3 shows the different approaches to Big Data that have provided us an 
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Figure 9.2 SOA design characteristics.
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insight into developing an SOA reference architecture for Big Data analytics that supports various 
demands for analytics. We have extended this work to include financial data predictions based on 
SOA (Chang and Ramachandran 2015).

9.2.2  SOA Reference Architecture and Infrastructure 
for Big Data Applications

Component-based software engineering has been successful in leveraging large-scale reuse and 
productivity (Ramachandran 2008, 2011, 2013). Therefore, components-based service develop-
ment has been a natural choice as it supports service design principles as well as Big Data design 
principles of security; privacy; and large-scale, real-time processing; and customization. Figure 9.4 
provides a service component model for Big Data applications. It is customizable and provides 
services with two types of interfaces, such as “providers” and “requires.” The requires interface is 
a semi-arc with interfaces on IRealTimeData and ISensorData. The provider interfaces include 
IDataPreProcessing to IDataCustomisation&Presentation.

Designing relevant architecture is the key for processing and analyzing data at the required 
scale. Oracle (2013) has proposed a reference architecture for Big Data analytics and discusses 
that any reference architecture for Big Data should consider including Any Data Any Source, a 
full range of applications and integrated analytic applications. Oracle’s proposed reference archi-
tecture is based on a layered model and focuses on three main layers of the architecture: universal 
information management, real-time analytics, and intelligent processes. However, it is based on 
a traditional layered architecture model, which will have similar problems as the traditional IT 
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Figure 9.4 Service component model for Big Data.
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systems. Therefore, in this chapter we have proposed a reference architecture that is based on SOA, 
which is to solve the classical problems of customization, composability, secure Big Data service 
bus, interoperability, etc. Figure 9.5 shows the SOA reference architecture model for Big Data pro-
cessing and analytics. As shown in the figure, it is divided into four layers. The first layer consists 
of business and orchestration in which new business services in Big Data monitoring, analyzing, 
organizing, and prediction take place. The second layer is the most important layer that integrates 
and scales Big Data applications and data sources. This is the backbone of the SOA concept: that all 
communication and data flows through the service bus, which is central to enterprise integration.

The third layer shows data analytics and other Big Data services, such as guided analytics, 
integration, policies, event handling, business rules, business activity monitoring, etc. This also 
includes horizontal and vertical data integration.

9.2.3  SOSE Iterative Methodology for Soft Compute 
Approach for Big Data Analytics

Service computing has emerged to address IT systems development and the maintenance life cycle 
by reducing cost and improving efficiency and reuse. However, existing approaches to service 
computing have been ad hoc and opportunistic. This chapter proposes a systematic approach that 
is based on established software engineering best practices. Figure 9.6 shows the SOSE approach 
to Big Data analytics. This consists of a number of steps that are interactive, starting from our 
softBD, which provides data from multiple sources. The next step is to use soft computing models 
to analyze data and conduct some prediction patterns: knowledge discovery. The next step is to use 
BPMN models for business intelligence; this process includes developing the UI interface: simula-
tion to validate the business process to make sure they are viable and efficient. The next phase is 
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Figure 9.5 SOA reference architecture for Big Data processing and analytics.
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to develop service requirements using traditional requirement engineering processes, such as use 
cases, story cards, etc. The next step is to start developing a service design in which task modeling 
approaches can be used and finally test and deployment.

9.3  Case Study: British Energy Power 
& Energy Trading Ltd. (BEPET)

The concept of service orientation (Erl 2005, p. 291) can be applied to analyze, design, and imple-
ment a new system for British Energy Power & Energy Trading Ltd. (BEPET). First, the business 
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Figure 9.6 SOSE Iterative methodology for soft compute Big Data analytics.
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process would be modeled using business process model notations, that is, BPMN models (Pant and 
Juric 2008). The BPMN modeling would be carried out using BonitaSoft (2015a). Using advanced 
features of the tool, user interfaces would be generated, and a process simulation would be carried out 
for particular workflows. Services would then be identified to realize these workflows. Next, use case 
models would be generated using Enterprise Architect (2015). All identified services would be classi-
fied (Erl 2005, p. 392; Sommerville 2010), and any nonfunctional requirements would be identified. 
Next, as a part of the service design, the system architecture comprising the orchestration, business, 
and application layer services would be identified (Erl 2005, p. 336). Then, the component models 
would be generated using Enterprise Architect (2015), elaborating how these services would interact 
with each other. And finally, these services would be implemented in J2EE (Java EE 2015) using 
SOAP (SOAP specifications 2015) and WSDL (Web Service Definition Language 2015) technologies.

BEPET totally rethought both the way it designs software and its relationships with suppli-
ers as a result of shifting to a service-led model for delivering IT. The energy company moved to 
a process-driven architecture, deliberately shunning the SOA label to disassociate itself from the 
hype. The move enabled BEPET to prioritize processes and make IT better serve the business. 
“Processes are the DNA of our organization. We had to focus on higher-value activities, rather 
than factory-type programming, to be in good shape for future business. There are no prizes for 
second place,” says Jeremy Lock, IT manager at BEPET in 2017.

Having an SOA would enable the IT department to support value-added processes rather than 
supporting functionality in a more piecemeal way. In order to facilitate this shift, BEPET divided 
its business applications into three categories of services, defining a service as a self-contained and 
independent unit of work. The three categories were a task requiring a human decision, an infor-
mation service, and a functional service. Technology services supports all of these three categories.

Converting these activities into services has exposed the energy company to some new ways of 
thinking about intellectual property rights and the execution of design. “Traditionally, we bought 
packages and did little bespoke development. We would lob our requirements into the market-
place, get bids back, build them, and then accept or reject,” Lock says.

However, using an SOA entails a shift in thinking about intellectual property rights. Within 
the new regime, BEPET looks at the best of breed packages on the market but does not customize. 
When packages are lacking in functionality, the team writes a service to supplement it. “Whether 
the service is inside or outside a package, we have to connect to it. And the intellectual property 
rights of every service have to be captured within our model.”

This means that BEPET may own the intellectual property rights of a service within a package, 
an unusual concept for some software and system integrators. “The big five consultancies all have 
their own method for implementing packages. And we are now saying to them, ‘we want you to 
do it our way,’” says Lock.

Harvesting reuse, another major objective of the SOA investment, has also called for a radical 
rethink of the design, says Lock, “You need to design business services at the right atomic level. 
And an upfront investment in design is crucial if you are going to get reuse later down the line. It 
really challenges all the normal paradigms of software design and support.” Even companies that 
are compliant with the IT Infrastructure Library (ITIL), breaking everything into a more granular 
units makes everything more complex by default.

“We have a team of seven supporting 60-odd applications, and when I tell them we are break-
ing these into services, they are rightly concerned about the risks,” says Lock. Governance perhaps 
represents the biggest expenditure of effort in moving to SOA. “Only 30% of SOA is about devel-
opment; the rest is about governance and managing services. Working with partners accelerates 
the adoption rate, but it is important to internalize the lessons and to assume control.”
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9.3.1  Assumptions

 ◾ BEPET sells two types of energy resources—that is, gas and electricity. These are sold to 
direct customers (B2C) or to other companies (B2B).

 ◾ Direct customers of BEPET can be of two types: regular customers or online-only customers.
 ◾ The regular customers receive their bills based on meter readings taken by BEPET, and the 

online customers submit their own meter readings using the customer user interface and 
thereby receive an online customer discount.

 ◾ Direct customers can pay their bills either by direct debit or after the bill has been generated 
for each billing period either monthly or quarterly.

 ◾ Business customers have a dedicated business sales team assigned to them.
 ◾ Business customers can buy energy—that is, gas or electricity—from BEPET only after they 

have entered into a legal contract with BEPET.
 ◾ The business sales team, comprising the sales representative and the sales manager, is respon-

sible for creating and maintaining these contracts.
 ◾ Business customers need to enter into a separate contract for each energy type—that is, gas 

and electricity—that they are interested in buying from BEPET.
 ◾ Business customer contracts are end-dated only—that is, they are not deleted from the sys-

tem but are retained for audit purposes.
 ◾ After entering into a contract with BEPET, business customers can buy their energy in bulk 

over a period of time or, in exceptional cases, request an ad hoc energy top up at the rates 
agreed in their business contracts.

 ◾ Business customers can only pay BEPET using CHAPS transfer mechanisms because they 
deal with significantly large amounts.

 ◾ Direct customers can contact the BEPET call center if they have any issues.
 ◾ The BEPET call center only deals with the direct customers and not the business customers.
 ◾ When customers call the call center, the call center staff would usually take their customer 

details and use these to search the customer accounts on their internal system. And they can 
update this system as appropriate.

 ◾ The call center staff can also raise a refund request for the customer in exceptional cases. 
These refund requests need to be approved by their call center managers before they are sent 
to the accounts team for processing of the refund.

 ◾ Only the use cases relevant to the BEPET core energy B2B and B2C businesses have been 
modeled. For instance, the call center manager would also have additional responsibilities, 
such as managing the call center team, reporting to management, appraisals, etc. As these 
are no more relevant to the BEPET core business, they have not been modeled in the use 
case diagrams.

 ◾ Similarly, only the departments within BEPET that directly deal with the core energy busi-
ness have been considered. For instance, BEPET would have additional departments, such 
as marketing, sales, HR, etc. As these are not directly involved in the energy business, they 
have not been considered for this activity.

 ◾ Meter readers travel to the local end user premises with handheld devices, which can directly 
synchronize with the BEPET servers.

 ◾ It is assumed that the inventory management system is an existing process written in a low-
level language, and it works as expected. Because it very rarely requires updates and due to 
the prohibitively high cost and potential business impact of migrating it to a new system, 
BEPET has made a business decision to not migrate it to the new system for now.
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9.3.2  Business Process Modeling

To understand the various business workflows, the business processes for BEPET would be mod-
eled using BonitaSoft (2015a). Before the BPMN models are generated, the various actors involved 
in the business process are identified based on the role that they perform within the business 
process, and the workflows that these actors would be involved in are shortlisted (Pant and Juric 
2008). These actors can either be external actors, such as the direct customer or the business 
customer, or they can be internal actors such as the call center representative, business sales repre-
sentative, etc. There are also some automated “system” actors, such as the payment gateway, bank 
interface, etc.

Table 9.1 presents a list of workflows that has been identified for external actors.

9.3.3  BPMN Process Models for BEPET

Once all the workflows have been identified, the business process models have been generated 
using the BonitaSoft Community Edition BPM Studio software (BonitaSoft 2015a). As seen from 
the business process model, the interactions between the various business processes have been 
captured well. Additionally, the trigger for each business process as well as the exchange of any 
business messages or notifications has been captured in the BPMN model.

9.3.4  User Interface Screens Using BonitaSoft

The workflow for business sales was used to generate the sample user interface screens for BEPET 
(BonitaSoft 2015b). The next few screenshots indicate how this process was carried out. To gener-
ate these UI screens, the following workflow process was utilized, and the BPMN model for 
adding a new contract business process is shown in Figure 9.7 and its UI interface is shown in 
Figure 9.8.

Table 9.1 External Actors

Actors/Roles Workflows Workflow Business Processes

Direct customer Direct customer Login

UI interaction Record readings

Workflow View bill

Pay bill

Add/Update direct debit details

Check energy consumption

View/Modify personal details

Business customer Business customer Buy energy in bulk

Interaction workflow Ad hoc energy top up

Make payment
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Figure 9.7 New contract business process.
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Figure 9.8 UI interface for new business contract.
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Figure 9.9 Meter reading business process.
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The groups, roles, and users in the BEPET organization were created for billing, call center, 
customer direct, meter reading, overall manager, sales manager, and sales rep.

9.3.5  Process Simulation Using BonitaSoft

The workflow for “Take Meter Reading” was used to perform a process simulation activity 
in Bonita BPM Studio (BonitaSoft 2015c). This process is used to identify opportunities for 
process optimization. The next few screenshots indicate how the simulation process was car-
ried out.

To generate these reports using BonitaSoft, the following workflow process was utilized as 
shown in Figure 9.9. For each task in the workflow, the required time was configured as shown 
in Figure 9.10. And the resources needed to perform the task were configured as shown in 
Figure 9.11. Next required load profiles were added as shown in Figure 9.12. And, finally, the 
simulation process was started as shown in Figure 9.13. This produced the report as shown in 
Figure 9.14.

9.3.6  Cost Optimization

The cost of providing the “meter reading service” to “regular customers” was identified using this 
process simulation. This also allowed BEPET to determine the extent of discount that it can offer 
its “online-only customers.” This allowed BEPET to differentiate itself from other similar energy 
providers by providing additional cost savings. The manpower cost estimates generated are shown 
in Figure 9.15.

Figure 9.10 Simulation parameters for meter reading.
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9.3.7  Resource Profiling

Process simulation also enabled BEPET to identify an optimal resource profile for its meter read-
ing operations. It could identify, using load profiles that varied on the basis of number of custom-
ers, how many meter readers it would need to hire and whether it would be advisable to hire locum 
meter readers or simply hire them as permanent staff. BEPET could also perform a comparative 
assessment of providing the meter reading services only on weekdays versus throughout the week. 
As seen from Figure 9.16, the wait time increases over the weekend due to lack of human resources.

Figure 9.11 Resource configuration simulation parameters.
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Figure 9.12 Load profile for simulation of meter reading BPMN.

Figure 9.13 Starting the business process simulation.
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Figure 9.14 Simulation output graphs.

Figure 9.15 Cost optimization for meter reading business process.
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Figure 9.16 Resource profile simulation.
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9.4  Conclusion
This chapter has contributed a unique, innovative, and generic softBD framework, service com-
ponent model, and a generic SOA architecture for large-scale Big Data applications. This chapter 
has also contributed to Big Data metrics, which allows measurement and evaluation when ana-
lyzing the data. Developing a new system for BEPET has made it possible to apply the concept 
of service orientation. Business process modeling has allowed a better understanding of BEPET’s 
businesses. The application of the various techniques for service analysis and design has enabled 
a better understanding of the decision-making involved in developing a real-world system. The 
execution has made it possible to explore the subjects confronted in developing a complex system. 
The proposed methodologies softBD and SOSE have demonstrated a systematic engineering 
approach to full life cycle service engineering, which has resulted in high-quality services and 
assurance.
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Abstract

The notion of a rough set was introduced by Pawlak, and its extensions have 
proved themselves to be excellent models to capture imprecision in real-life data 
sets. However, a rough set has the limitation of being more suitable to handling 
categorical data than numeric data. The concept of a neighborhood system was 
introduced by Lin in 1998. It was observed by Hu, who introduced the concept of 
neighborhood rough sets, that besides being an extension to rough sets, is capable 
of handling both categorical as well as numeric data sets equally well. Rough sets 
are widely used for imputing missing values in data sets. Also, they are quite effi-
cient in generating rule sets from given data sets. But another problem with rough 
sets is that they cannot handle large data sets of their own. As a result, Zhang et 
al. used techniques such as parallel processing, data reduction, and MapReduce 
to acquire knowledge from Big Data. However, it still cannot handle heteroge-
neous data well. In order to solve this problem, recently it has been observed by 
Hiremath et al. that neighborhood systems are more suitable in this regard. It is 
our aim in this chapter to present these developments along with some problems 
for future work on this topic.

10.1  Introduction
Data analysis is a major focus nowadays, and it has formed a huge branch under data min-
ing. Uncertainty in data has become an integral part. As a result, the traditional techniques 
find themselves not suitable to handle such data sets. With the development of information 
technology, data are collected from various sensors and devices in multiple formats. Such data 
processed by independent or connected applications will routinely cross the peta-scale thresh-
old, which would, in turn, increase the computational requirements. The size of data sets 
follows an ever-increasing trend. There are several models of uncertainty that have been put 
forth so far. The healthy list of such models includes fuzzy sets introduced by Zadeh in 1965 
[1]; rough sets introduced by Pawlak in 1982 [2–4]; intuitionistic fuzzy sets introduced by 
Atanassov in 1986 [5] and their hybrid models, such as fuzzy rough sets and rough fuzzy sets 
due to Dubois and Prade in 1990 [6,7]; intuitionistic fuzzy rough sets [8]; and rough intu-
itionistic fuzzy sets [9]. The basic rough set model and its extensions are excellent tools for 
categorical data sets. But the same is not true for numeric data sets. Neighborhood systems 
were introduced by Lin in 1988 [10–12], and they include both the fuzzy sets and rough 
sets as special cases. Later, it was established by Hu [13] that it is a useful model in handling 
hybrid data, that is, data sets having both categorical and numeric values. Another problem 
with rough sets is that they are not efficient in handling large data sets. So a combination 
of techniques has been found to be useful in handling large data sets [14]. A parallel rough 
set-based knowledge acquisition technique using MapReduce from Big Data was put forth by 
Zhang et al. [15]. These techniques were improved by using neighborhood rough sets instead 
of rough sets very recently by Hiremath et al. [16]. This approach also has some restrictions 
and needs to be improved further. We present all these in this chapter and also propose some 
directions of research.
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10.2  Uncertainty-Based Models
In this section, we introduce some uncertainty-based models, which are to be referenced during 
the compilation of this piece of work. Zadeh introduced the concept of fuzzy sets in 1965 [1] to 
model uncertainty in data by introducing graded membership instead of crisp membership. Let Y 
be any subset of a universal set V. Then,

De�nition 10.2.1 (Fuzzy sets)

Y is said to be a fuzzy subset if it is characterized by a membership function μY, which associates 
every element x of V with a real number in [0,1].

The basic assumption in fuzzy sets is that the non-membership value of an element x is deter-
mined by a function νY such that νY(x) = 1 − μY(x), which is not true in general in many real-life 
situations. This observation prompted Atanassov to introduce the notion of intuitionistic fuzzy 
sets in 1986 [5] as follows.

De�nition 10.2.2 (Intuitionistic fuzzy sets)

Y is said to be an intuitionistic fuzzy subset of V if its nonmembership function νY: V → [0,1] such 
that ∀x ∈ V, 0 ≤ μY(x) + νY(x) ≤ 1.

Another model of uncertainty that follows the boundary of uncertainty concept due to Frege 
was introduced by Pawlak in 1982. This is the first model that distinguishes the notions of vague-
ness and uncertainty.

For any equivalence relation T over V, the generated equivalence classes are denoted by V/T. 
For any x in V, the equivalence class of x is denoted by [x]T. Let H = (V, τ) denote a knowledge 
base, where τ is a family of equivalence relation over V. The indiscernibility relation over W, where 
W(≠ ϕ) ⊆ τ is the intersection of all equivalence relation in W, and it is represented by IND(W  ).

De�nition 10.2.3

For any subset Y of V and S ∈ IND(H), two crisp sets, called the S-lower and S-upper 
approximations of Y, are associated. These are denoted by SY  and SY , which we define as 
SY y V y YS= ∈ ⊆{ }[ ]  and SY y V y YS= ∈ ≠{ }[ ]  φ , respectively.

The uncertain elements of Y with respect to S are denoted by BNS(Y  ) and are the complement 
of SY  in SY . Y is said to be rough or undefinable with respect to S if the lower approximation and 
the upper approximation are unequal; equivalently the boundary is a nonempty set. Otherwise, Y 
is said to be S-definable.

The lower approximation SY  consists of elements that certainly belong to Y with respect to 
the knowledge provided by S. The elements of the upper approximation are possible elements of 
Y with respect to S.
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10.3  Neighborhood Rough Sets (NRSs)
Rough set theory provides efficient tools for different data mining and artificial intelligence tech-
niques, such as feature selection, rule extraction, and knowledge discovery. Feature subset selection 
is also used for pattern recognition and machine learning. Much progress has been made on feature 
subset selection during the past few years. These may be categorized as filter, wrapper, and embedded, 
supervised or unsupervised. Out of the two approaches under feature selection, the algorithms, in 
symbolic method all features are considered to be categorical, and under the numerical method, all 
attributes are considered as real valued variables. In case a data set is heterogeneous—that is, the set is a 
mixture of categorical as well as numerical attributes—the algorithms are first modified to transform 
them into a single category, and then the algorithm is applied. In order to apply symbolic methods 
for numeric attributes, the real valued variables are transformed by using a discretizing algorithm in 
order to consider them as symbolic features. Similarly, the numeric method code treats the categorical 
features as numeric attributes after transforming them into a series of numbers. But these approaches 
have their own drawbacks; for example, the transformation of numeric attributes into categorical ones 
is likely to cause information loss due to nonconsideration of the membership degrees of numeric val-
ues in the transformed discretized ones. Also, the measure of similarity, which has been the Euclidean 
metric, is not suitable for categorical attributes. The feature subset selection from a heterogeneous 
feature set was not dealt with fully in any study until Hu et al. proposed an approach by using NRSs 
[13], which were applied for the reduction of rules, features, and attributes. The closeness of the values 
within a system is governed by the corresponding neighborhood system [10] using certain characteris-
tics to the effect. In [14], data sets having categorical attributes have been considered for experimenta-
tion. On the other hand, an analysis like rough sets is used in [13] by computing the lower and upper 
approximations, where the attributes have no restrictions to be specifically nominal or categorical. 
The granules generated here are termed neighborhood granules. The standard deviation is used as the 
threshold value to compute the size of the neighborhoods. The Minkowsky distance [17] is used to 
determine the shape and size of the neighborhoods. The reduction in the number of rules is carried out 
to improve the reasoning time, employing neighborhood covering reduction. The dependency of basic 
rough sets introduced by Pawlak on equivalence relationships makes it handicapped in the sense that 
it can only be applicable to categorical attributes. On the contrary, a family of neighborhood granules 
is generated from numerical attributes using neighborhood relationships. Instead of equivalence gran-
ules, neighborhood granules are used to approximate decision classes. These neighborhood granules 
can be used to approximate decision classes. The NRS model was introduced by Hu et al. [13] in order 
to study the feature subset selection for heterogeneous attribute data sets.

The NRS model is presented here:

De�nition 10.3.1 [18]

Let us take a sample yi from the database V, E be the set of attributes, and F be a subset of E. The 
neighborhood information granule (NIG) of yi in F is defined as

 
δ δF i j j

F
i jy y y V y y( ) , ( , )= ∈ ≤{ }∆  (10.1)

where yi, yj ∈ V and Δ is a distance function, which satisfies the following properties:

 ∆ ∆( , ) , , ( , )y y y y y y y y1 2 1 2 1 2 1 2U and iff≥ ∀ ∈ = =0 0 ;;  (10.2)
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∆ ∆( , ) ( , ), , ;y y y y y y V1 2 1 2= ∀ ∈2 1 (10.3)

 ∆ ∆ ∆( , ) ( , ) ( , ), , ,y y y y y y y y y V1 1 1 2 33 2 2 3≤ + ∀ ∈ . (10.4)

Suppose there are M attributes in a database represented as B = {b1, b2,…,bi, …bM}, and the 
function g(y, bi) is used to represent the value of the tuple y at the attribute bi, i = 1, 2, …, M. Then 
the Minkowsky distance function over the database elements x, y in V is defined as
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The Manhattan distance Δ1 is obtained when p = 1 in Equation 10.5 as
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The Euclidean distance Δ2 is a special case of Equation 10.5, which is obtained by taking p = 2. 
In fact,
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De�nition 10.3.2 [18]

We denote the set of numeric and categorical attributes in E by N and C.
Then, the NIGs of a tuple y induced by E, N, and E ∪ N are given by

 
δ δN i i iy y y y yN( ) ( , ) ,= ≤ ∈{ }∆ V ; (10.8)

 
δC C( ) ( , ) ,y y y y yi i i= = ∈{ }∆ 0 V ; (10.9)

 
δ δN C i N i C i iy y y y y y y∪ = ≤ ∧ = ∈{ }( ) ( , ) ( , ) ,∆ ∆ U0  (10.10)

Here the Δ represents the “distance function,” and ∧ represents the logical “and” operator.
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The sets N and C take care of numeric attributes and categorical attributes, respectively. Hence, 
N ∪ C represents a set of hybrid attributes that is a mixture of numeric and categorical attributes. 
For two numeric elements in the neighborhood granule, they should be identical, and for categori-
cal attributes, they should not be beyond a distance of threshold δ.

De�nition 10.3.3 [18]

Given a neighborhood relation M over V and a subset Y of V, we denote the lower and 
upper neighborhood approximations of Y by MY  and MY , respectively, and define them as 
follows:

 
MY y y Y yi i i= ⊆ ∈{ }δ( ) , V ; (10.11)

 
MY y y Y yi i i= ≠ ∈{ }δ φ( ) , ; V  (10.12)

The neighborhood boundary of Y is denoted by BN(Y  ) and is defined as

 BN Y( ) = −MY MY (10.13)

In the continuations below, we use M(yi) in the place of δM(yi) to avoid complexity in 
representation.

De�nition 10.3.4

We define M = {M(y1), M(y2)…M(ym)} as the neighborhood relation over V = {y1, y2, y3…, ym} and 

the corresponding covering over V as M y Vi
i

m

( ) =
=1


.

10.4  Use of MapReduce to Extract Knowledge from Big Data 
Applying Rough Set-Based Techniques in Parallel

Of late, the size of data sets in real-life applications has increased exponentially, and so there is 
pressure to acquire the inherent useful information from these data sets as quickly as possible. This 
is one of the various techniques used in Big Data.

In order to analyze a large amount of data by using a group of computers in a distributed 
environment, a software framework called MapReduce was introduced by Google [19,20], and 
it has since become a popular and effective technique. Google has been using this in many of 
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its implementations, and people have added this technique to existing methods to enhance their 
capability to handle large data sets.

10.4.1  Implementation of MapReduce

Apache Hadoop is a software framework that helps in constructing reliable, scalable, distributed 
systems [21]. Phoenix is a shared-memory implementation of Google’s MapReduce model for 
data-intensive processing tasks [22]. Mars is a MapReduce framework on graphic processors [23]. 
A twister is a lightweight and iterative MapReduce runtime system [24].

10.4.2  Hybridization of MapReduce

Machine learning algorithms of the Hadoop platform that are scalable can be implemented using 
Apache Mahout [25]. In [26], one such application for rapid parallel genome indexing is put 
forth. Also, there we find implementation details for several joint strategies for log processing in 
MapReduce. In [27], rapid clustering algorithms are proposed by using MapReduce such that the 
exactness is almost certain. Similarly, it is used in development of graph algorithms and design 
patterns efficiently [26].

Rough set theory, since its inception, has been extensively used as a fruitful model in the area 
of data mining in order to discover knowledge from data sets [3,28,29]. It is a profound theory 
to support extraction of rules [30–33] and attribute reduction, which can also be called attribute 
selection [18,34,35].

All the abovementioned features of rough sets are confined to small data sets and a single 
computational device. In order to extend the applicability of these algorithms so that they 
can handle large data sets and acquire knowledge, some parallel methods were proposed in 
[1]. MapReduce becomes a very helpful tool in such extensions while the characteristics of 
the data are being kept in view [36]. The Hadoop platform was used for the development of 
such algorithms [21].

10.4.3  MapReduce Programming Model

A detailed explanation of this model is as follows: The input and output of this computation 
model are a set of key/value pairs. The MapReduce libraries are used by specifying the computa-
tion of the functions map and reduce with another function, the combination of which is not 
mandatory.

Definitions of the three functions (compulsory and optional) mentioned above are as follows:

 ◾ Map: This produces an intermediate set of key/value pairs from an input pair. These cor-
responding pairs are grouped according to the intermediate keys, and combine/reduce func-
tions are used to transform groupwise.

 ◾ Combine: Local maps are used to gather keys and their corresponding set of values for merg-
ing so that smaller groups of values can be generated by the use of the “reduce” function.

 ◾ Reduce: The functionality of “reduce” is partially explained above in the combine step. Its 
function is to form smaller groups by merging the values identified to be associated with a 
single key. Mostly, binary outputs are produced once this procedure is activated.
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10.4.4  Rough Sets and Knowledge Acquisition

De�nition 10.4.1

An information system is a fourfold structure T = (V, B, W, g) where

V is a universal set having a nonzero number of elements
B is a set of attributes having a nonzero number of elements
W is the union of all the domains of attributes in B
g is a mapping from V × B → W such that g(y, b) ∈ Wb for y ∈ V and b ∈ B.

A decision system is an information system T = (V, B, W, g) with B = E ∪ F, where E is a set of 
condition attributes, and F is a set of decision attributes such that E ∩ F = ϕ.

De�nition 10.4.2 [1]

Let D = {d1, d2, d3…dℓ} ⊆ E be a set of condition attributes. Then the information set with respect 
to D for any y ∈ V by the ℓ-tuple

 
y g y d g y d g y dD

� ��
�= ( )( , ), ( , ),... ( , )1 2  (10.14)

The set of all the attributes D taken together generates a granular structure on V, which is called 
the indiscernibility relation generated by D denoted as IND(D), where

 
IND( )D = ∈ × ={ }( , ) ( , ) ,u v u v V V u vD D

� �� � ��
 (10.15)

This says that two elements u, v in IND(D) cannot be distinguished by considering the attribute 
set D. Elements in V get decomposed into disjoint equivalence classes with respect to IND(D). 
The equivalence relation generated is given by

 
V y y VD/IND( )D = ∈{ }[ ] , (10.16)

where [y]D denotes the equivalence class determined by y with respect to D, that is

 
[ ]y z V zD = ∈ ∈{ }( , ) IND( )y D . (10.17)

10.5  Case Study 1
This is a case study to illustrate the concepts introduced above. We use Table 10.1 for this pur-
pose. Let us consider a patient database, in which each patient is assessed with respect to a set of 
symptoms {H, TR, TN, F}, where H represents headache, TR represents temperature with respect 
to rough set criteria, TN represents temperature with respect to NRS criteria, and F represents flu. 
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The set of attributes E = {H, TR, TN} denotes the set of condition attributes, and F is the only 
decision attribute. We select a subset D = {H, T } of E. To be concise, we use the abbreviations N = 
“No” and Y = “Yes.”

There are five equivalence classes: P1, P2, P3, P4, and P5 where P1 = {y1, y5, y7, y11}, P2 = {y2, y8}, 
P3 = {y3}, P4 = {y4, y10}, and P5 = {y6, y9, y12}. We use Nr = normal, Hg = high, and VHg = very high 
for brevity.

Referring to Table 10.1, we have (y10)D = {Y, VHg}, (y10)F = {Y}, and (y10)D∪F = {Y, VHg, Y}.

De�nition 10.5.1

{P1, P2,… PN} and {Q1, Q 2,… Q M} are partitions of E and F, respectively. Then for any two elements, 
Pi and Q j, the support (sup), accuracy (ac), and coverage (co) of Pi → Q j are defined as follows:

 

Sup(E |

Ac(P |

i j j i i j

i j j i

D Sup D E E D

Q Ac Q P

→ =

→

) : ( ) ;

) : ( )
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P
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P Q

Q

i j

i

i j j i
i j

j





;

) : ( ) .Co(P |

The following methods are for acquisition of rules using the above concepts.

Table 10.1 Decision Table

U H TR TN F

y1 N Nr 97.02 N

y2 N Hg 101.02 Y

y3 Y Nr 99.00 Y

y4 Y VHg 103.40 Y

y5 N Nr 98.60 N

y6 Y Hg 100.60 N

y7 N Nr 99.30 N

y8 N Hg 101.50 Y

y9 Y Hg 100.90 Y

y10 Y VHg 104.00 Y

y11 N Nr 97.80 N

y12 Y Hg 101.50 Y
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De�nition 10.5.2

When Ac(Q j|Pi) = 1, we say that the rule Pi → Q j is a consistent rule with Co(Q j|Pi).

De�nition 10.5.3

When Ac(Q j|Pi) ≥ γ and Co(Q j|Pi) ≥ δ hold such that γ ∈ (0.5, 1) and δ ∈ (0, 1), we say that the 
rule Pi → Q j is a probabilistic one.

De�nition 10.5.4

For some γ′, δ′ ∈ (0, 1), if Ac Q P Ac Q Pj i
h M

h i( ) max { ( )
, ,...

| |= ≥ ′
=1 2

γ  and Co(Q j|Pi) ≥ δ′, we say that the 

rule Pi → Q j is a max-accuracy probabilistic rule.

In [6] using MapReduce, three methods based on parallel techniques were proposed for knowl-
edge acquisition based on rough set theory. The following additional definitions and concepts are 
needed before introducing these procedures.

De�nition 10.5.5

A decision table T = (V, E ∪ F, W, g) can be decomposed into a set of decision subtables Tj, j = 1, 

2,… p such that T Tj
j

p
=

=1

 and Ti = (Vi, E ∪ F, W, g), and {Vj: j = 1, 2,… p} is a decomposition 

of V into pairwise disjointed subsets.
Result 1: Let P be a set of attributes such that P ⊆ E. Suppose P generates two equivalence classes 
G and H with respect to two subtables of T. Then the two following disjointed cases occur.

 1. The case in which G HP P

� �� � ���
= , G and H can be combined to form a new equivalence class K 

with respect to P such that K G HP P P

� �� � �� � ���
= = .

 2. Otherwise, G and H cannot be combined to form a new equivalence with respect to P.

It can be derived from the result below that the cardinality of equivalence classes, decision 
classes, and their union for the subtables can be computed independently, and the results can be 
combined under suitable conditions. So, the problem of finding the cardinality now boils down 
to that of a MapReduce one.
Result 2: Let us consider the decision table T = (V, E ∪ F, W, g), which is the union of a set of n 
subtables Ti = (Vi, E ∪ F, W, g). Let P be a subset E and {F1, F2…Fl} be the partition of V corre-
sponding to P. Similarly, { , ,..., }F F Fk k kpk1 2  is the partitions of Vi corresponding to P, i = 1, 2, …, 
l. So, we have F F F F F F Ftotal p l l lpl

= { , ,... ,... , ,... }11 12 1 1 21
 and F Cj

C F C Ftotal F jP

=
∈ =
∑

,
� ��� � ���

.

The following two steps are used in all the proposed knowledge acquisition methods in [21].

Step 1: Since the computation of the cardinalities of G, F, and G ∩ F can be carried out in 
parallel, algorithms can be framed to compute these values using MapReduce/Combine.
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Step 2: After the computation of the cardinalities of the three sets in Step 1, Ac(F|P) and Co(F|P) 
can be found out. Next, the three kinds of rules can be generated using 10.5.3–10.5.5.

Note: While the executions in Step 1 are parallel, those in Step 2 are sequential by nature.

10.6  Algorithms
The following algorithms were put forth in [21] in order to implement steps 1 and 2 above.

Algorithm 10.6.1 [21]: Map (key, value)

Input: The name of the document, the values for the subtables, and global variables P ⊆ E are 
given as input.

Output: Information about the set of objects in the sets of condition, decision, and their union 
attribute sets is generated.

For each tuple in the subtables Vi, the required information about the objects “y” in it is 
computed in a variable output_key by using the formulae “output_key = ‘EQ’+ yP ,” “output_
key = ‘DE’+ yF

� ��
,” and “output_key = ‘AS’+ yP F∪

� ����
,” where “EQ,” “DE,” and “AS” are flags for 

the equivalence class, decision class, and association class, respectively. These values are output 
by calling a function representing it.

Algorithm 10.6.2 [21]: Combine (key, V)

Input: The information about the objects in the subtables P, F, and P ∪ F and the list of counts 
are given as input.

Output: The information about the objects in the subtables P, F, and P ∪ F, and the count are 
generated.

Initialize the value to “0” and out_key to key. Then, for each element in the value set, recursively add 
the values to the initial value. This will generate the total values. Output this value along with the key.

Algorithm 10.6.3 [21]: Reduce (key, W)

Input: The information about the objects in the subtables P, F, and P ∪ F, and the list of counts 
are given as input.

Output: The information about the objects in the subtables P, F, and P ∪ F, and the count are 
generated.

The output values for out_key and out_value are initialized to the current_key and 0, respec-
tively. The out_value is updated by adding all the values from the domain value. Finally, the 
out_key and out_value are shown as output.

The parallel method for knowledge acquisition is explained in Figure 10.1.
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In Section 10.6.1, some new algorithms are presented, which are to be used in the NRS 
approach to the above problem.

10.6.1  Use of MapReduce for Knowledge Acquisition through NRSs

As discussed in earlier sections, the rough set-based method is handicapped by the fact that it can 
handle the categorical attributes well, but it will not be efficient to handle numeric attributes. But, 
as observed by Hu et al. and also demonstrated by them, the NRS model is very efficient at han-
dling hybrid attributes. So the approach in Section 10.4 was generalized and made more efficient 
by the introduction of this model of knowledge acquisition by Hiremath et al. [16]. We discuss 
their approach in this section.

The following additional algorithms were introduced for this purpose.

Algorithm 10.6.4: NSR (involving neighborhood subset reduction)

Neighborhood system concepts are used in order to generate neighborhood subsets from the sam-
ples taken in the (E, D) format.

Inputs:

 ◾ V = {(Ej, Fj); j = 1, 2,…m}, where E and F represent the condition and decision attribute sets, 
respectively

 ◾ A set of attributes B ={b1, b2,…bp} out of which “q” is numeric
 ◾ Samples from V are denoted by yj, j = 1, 2, …, m
 ◾ g(yj, bp) is a function generating information from V

Input the decision table
T = (V, E ∪ F, W, g)

Compute |E| based on
MapReduce

Compute |D| based
on MapReduce

Compute acc (D/E) Compute cov (D/E)

Generating three different kinds of
rule sets according to  (10.5.2)–(10.5.4)

Step 1:
in parallel

Step 2:
sequential

Compute |E ∩ F| 
based on MapReduce

Figure 10.1 Parallel methods for knowledge acquisition.
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Output: A set of neighborhoods Nbd(yj), j = 1, 2…m

 1. For each attribute bj, j = 1, 2,…p and for each sample yi, i = 1, 2, …, m, the normalized 
function values g(yi, bj)/max (g(yi, bj)) are computed, and each g(yi, bj) is replaced by the 
 corresponding normalized value.

 2. For each i = 1, 2, …, m, the margin of samples m(yi) and the neighborhoods Nbd(yi) are 
computed. It is of note that, in any case, if m(yi) < 0, then it is set to 0.

 3. Let Nbd denote the set of all Nbd(yi), i = 1, 2, …, m generated in the previous step. Then 
while (Nbd ≠ ϕ), the neighborhoods that are subsets of another neighborhood are removed. 
This process is terminated when there are no neighborhoods satisfying the condition.

Algorithm 10.6.5: COMPUTE (computing support, accuracy, and coverage)

This algorithm provides the intermediate step between the neighborhood generation in the previ-
ous step and rule generation, which satisfies the knowledge acquisition process. It computes the 
support, accuracy, and coverage values for each rule using the definitions given under Definition 
4.2.3.

We designate the numeric attributes as b b bk k kp1 2
, ,...  such that for all i, ki ≤ m, and I = {1, 2, 

…, n} − {k1, k2, …, kp}.
Inputs:

 ◾ The set of neighborhoods obtained in the above algorithm
 ◾ The equivalence classes E1, E2,…En of decision attributes
 ◾ The set of all attributes
 ◾ The set of categorical attributes

Output: The values of accuracy, coverage, support for each rule.

 1. For each element yi in every neighborhood and each attribute bj, compute Fp = {g(yi, bj) ∩ 
Nbd (yi)}, which is a set of equivalence classes and find Fp ∩ Em, m = 1, 2, ..., n.

 2. Next compute support, accuracy, and coverage using the definitions provided in Definition 
4.2.3.

The next algorithm is used to compute the neighborhood covering reduction (NCR).

Algorithm 10.6.6 [37]: NCR

Using the margins of individual elements, this algorithm computes the neighborhood covers in a 
sequential manner.

Inputs:

 ◾ A set of training elements {(yj, ej); j = 1,2…m}
 ◾ A set of testing elements {(yk, ek); k = 1,2…p}
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Output: Set of rules

 1. The margins mar(yj), j = 1, 2…m are computed, and if any of these values turns out to be 
negative, then it is set to 0.

 2. The neighborhood values Nbd(yj), j = 1, 2, …, m are computed and put in a set named Nbd, 
and the rule set is initialized to ϕ.

 3. For each of the elements of Nbd, the number of tuples covered by it is computed.
 4. While (Nbd ≠ ϕ), select the covering element Nbd(x) covering the largest number of samples and 

add a rule (y, m(y), z) to S, where z is the decision of y, and remove Nbd (y′) if Nbd (y′) ⊆ Nbd(y).

10.7  Case Study 2
In [21], the following steps were followed for knowledge acquisition.

Step 1
Using the three Algorithms 10.6.1, 10.6.2, and 10.6.3 to apply the three operations of map, 
combine, and reduce were done in [21] to generate in parallel the number of elements in F, G, 
and F ∩ G. Here, F and G represent the set of equivalence classes for the condition {headache, 
temperature (rough sets)} and decision {flu} attributes, respectively. For an example, F1 = {N, Nr} = 
{y1, y5, y7, y11}. For instance, G1 = {N} = {y1, y5, y6, y7, y11}. Also, for F ∩ G, the attributes {headache, 
temperature (rough sets), flu} are the union of both the elements in F and G. As an example, F1 ∩ 
G1= {N, Nr, N} = {y1, y5, y7, y11}.

 Step 2
Using formulae given in Definition 10.5.1, the values of support, accuracy, and coverage are 
generated.

Tables 10.2, 10.3, and 10.4 provide the results obtained after Step 1.
Values obtained after the mapper function in which each class is in the form of a <key, value> 

pair are given in Table 10.2. Each distinct class is identified and assigned a value “1.” Next, in 
Table 10.3, we get the values obtained after the Combine function wherein the values are the 
cumulative values obtained for each distinct class and those belonging to the same subtable. 

Table 10.2 After the Map Function (Rough Sets)

|F| |G| |F ∩ G| |F| |G| |F ∩ G|

(N, Nr), 1 (N), 1 (N, Nr, N), 1 (N, Nr), 1 (N), 1 (N, Nr, N), 1

(N, Hg), 1 (Y), 1 (N, Hg, Y), 1 (N, Hg), 1 (Y), 1 (N, Hg, Y), 1

(Y, Nr), 1 (Y), 1 (Y, Nr, Y), 1 (Y, Hg), 1 (Y), 1 (Y, Hg, Y), 1

(Y, VHg), 1 (Y), 1 (Y, VHg, Y), 1 (Y, VHg), 1 (Y), 1 (Y, VHg, Y), 1

(N, Nr), 1 (N), 1 (N, Nr, N), 1 (N, Nr), 1 (N), 1 (N, Nr, N), 1

(Y, Hg), 1 (N), 1 (Y, Hg, N), 1 (Y, Hg), 1 (Y), 1 (Y, Hg, Y), 1
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Finally, in the Reduce function, we get the final values again in the <key, value> form where the 
value represents the total number of times each distinct class is occurring.

The values of accuracy and coverage are computed using Definition 10.5.1. Then, the accuracy 
and the coverage of rules are computed, and rule sets are generated as shown in Table 10.5, where 
✓ and × mean it is a rule or not, respectively. We can see that the number of rules followed is four, 
four, and five for these three methods defined in Definitions 10.5.2, 10.5.3, and 10.5.4.

Rough sets are generally used for categorical values and are not competent to handle numerical 
values. The numerical values in the data set are usually discretized into ranges and converted to 
categorical attributes before being used.

Table 10.3 After the Combine Function (Rough Sets)

|F| |G| |F ∩ G| |F| |G| |F ∩ G|

(N,Nr), 2 (N), 3 (N, Nr, N), 2 (N, Nr), 2 (N), 2 (N, Nr, N), 2

(N,Hg), 1 (Y), 3 (N, Hg, Y), 1 (N, Hg), 1 (Y), 4 (N, Hg, Y), 1

(Y,Nr), 1 (Y, Nr, Y), 1 (Y, Hg), 2 (Y, Hg, Y), 1

(Y, VHg), 1 (Y, VHg, Y), 1 (Y, VHg), 1 (Y, VHg, Y), 1

(Y, Hg), 1 (Y, Hg, N), 1

Table 10.4 After the Reduce Function (Rough Sets)

|F| |G| |F ∩ G|

(N, Nr), 4 (N), 5 (N, Nr, N), 4

(N, Hg), 2 (Y), 7 (N, Hg, Y), 2

(Y, Nr), 1 (Y, Nr, Y), 1

(Y, VHg), 2 (Y, VHg, Y), 2

(Y, Hg), 3 (Y, Hg, N), 1

(Y, Hg, Y), 2

Table 10.5 Step 2—Accuracy, Coverage, Rules

F → G Acc(F|G) Cove(F|G) Method 1 Method 2 Method 3

(N, Nr) → (N) 4/4 = 1.00 4/5 = 0.80 ✓ ✓ ✓

(N, Hg) → (Y) 2/2 = 1.00 2/7 = 0.29 ✓ ✓ ✓

(Y, Nr) → (Y) 1/1 = 1.00 1/7 = 0.14 ✓ × ✓

(Y, VHg) → (Y) 2/2 = 1.00 2/7 = 0.29 ✓ ✓ ✓

(Y, Hg) → (N) 1/3 = 0.33 1/5 = 0.20 × × ×

(Y, Hg) → (Y) 2/3 = 0.67 2/7 = 0.29 × ✓ ✓
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Consider Table 10.6 where we have defined the same attributes as used in Table 10.1 with the 
exception that instead of using categorical values for all the attributes in the table we are defining 
the temperature attribute to be the numerical attribute. The range we have considered for tem-
perature varies over

Normal temperature: (97.02–99.5°F)
High temperature: (99.5–101.5°F)
Very high temperature: (101.5–104°F)

The values in the table corresponding to the temperature attribute are normalized using 
Equation 10.2.

The margin values for the corresponding g (yi, T ) are computed using Equation 10.3.
Using Definitions 10.3.1 and 10.3.4, the neighborhoods of yi corresponding to the margin 

values are calculated, and we find the final sets of relatively irreducible neighborhood sets by 
applying Algorithm 10.6.6. The neighborhood sets that we get are Nbd′(y) = {Nbd(y1), Nbd(y3), 
Nbd(y4), Nbd(y6), Nbd(y10)}. Since Nbd(y4) is similar to Nbd(y10), we consider either one of the 
neighborhoods.

The proximity classes generated are

 

PR y y PR y y y y y1 1 11 2 3 5 6 7 11N N, Hg= = = ={ , } { }; { , , , , } { };

PPR y y y y PR y y y y3 4 8 1 12 4 2 6 8 9Hg, VHg= = ={ , , , } { }; { , , ,0 ,, } { }y12 Hg=

Table 10.6 Decision Table for Neighborhood Systems

V
Temperature (NBRS) 

f(xi, T)
Normalized 

Value Margin m(xi)
Neighborhoods 

(N(xi))

y1 97.02 0.933 0.012 {y1, y11}

y2 101.02 0.971 0.003 {y2, y9}

y3 99.00 0.952 0.015 {y3, y6, y7, y5, y11}

y4 103.40 0.994 0.021 {y4, y10, y8, y12}

y5 98.60 0.948 0.003 {y5}

y6 100.60 0.967 0.009 {y6, y8, y12, y2, y9}

y7 99.30 0.955 0.004 {y7, y3}

y8 101.50 0.976 0.009 {y8, y6, y9, y2, y12}

y9 100.90 1.00 0.002 {y2, y9}

y11 97.80 0.940 0.005 {y11}

y12 101.50 0.976 0.009 {y8, y6, y9, y2, y12}
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The decision classes generated are

 

e y y y y y

e y y y y y y

no 1 5 6 7 11

yes 2 3 4 8 9 1

=

=

{ , , , , };

{ , , , , ,, 0 yy12 }

The accuracy and coverage values are displayed in Table 10.7, where F = {F1, F2, F3, F4, F5, F6, F7}

F1 = {y1, y11} = {N, Nr};
F2 = {y5, y7, y11} = {N, Nr};
F3 = {y8} = {N, Hg};
F4 = {y2, y8} = {N, Hg};
F5 = {y3, y6} = [{Y, Hg}, {Y, Nr}];
F6 = {y4, y10, y12} = [{Y, VHg}, {Y, Hg}];
F7 = {y6, y9, y12} = {Y, Hg}.

Also, G1 = gno and G2 = gyes
Here the values of Ei are obtained by taking the intersection of the proximity classes with the cat-

egorical attributes. The MapReduce operation is performed on the elements obtained after the intersec-
tion. The map function as described in Algorithm 10.6.1 is applied to individual elements of the set, 
whereas the reduce operation as described in Algorithm 10.6.3 is applied to the set as a whole. Table 10.7, 
row 9 [{yes, very high}, {yes, high}] means that both these values belong to the same proximity class and 
are hence represented together. The similar approach has been followed while computing D and E ∩ D.

10.8  Case Study 3
Let us take PR1 = {y1, y11} representing normal range. To obtain F1, Headacheno ∩ AR1 is per-
formed, which gives the set {y1, y11}. Then the map function is applied to the elements to y1 and 

Table 10.7 Accuracy and Coverage for Neighborhood Systems

F → G
|F ∩ G| 

(Support) F |F| G |G| Accuracy Coverage

{N, Nr} → N} 2 F1 2 G1 5 1 0.4

{N, Nr} → N 3 F2 3 G1 5 1 0.6

{Y, Hg} → N 1 F5 2 G1 5 0.5 0.2

{Y, Hg} → N 1 F7 3 G1 5 0.33 0.2

{N, Hg} → Y 1 F3 1 G2 7 1 0.14

{N, Hg} → Y 2 F4 2 G2 7 1 0.29

{Y, Nr} → Y 1 F5 2 G2 7 0.5 0.14

{Y, Hg} → Y 2 F7 3 G2 7 0.667 0.29

[{Y, VHg}, {Y, H}] → Y 3 F6 3 G2 7 1 0.428
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y11, which comprise F1. At the end of this operation, we get [{(y1), 1}, {(y11), 1}]. Later, by applying 
the reduce function, the result [{N, Nr}, 2] is obtained as y1 and y11; both have their values {no, 
normal}. A similar procedure is followed to derive |F| and |F ∩ G|.

It is clear from Table 10.7 that if numerical values are taken for some attributes, we get a range 
of values for accuracy and coverage instead of discrete ones. Crisp values, more often than not, 
do not represent the cases appropriately. The possibility of occurrence becomes more flexible and 
provides better representation.

Next, let us apply Algorithm 10.6.6 for NCR, and the computed value is then given as input 
to Algorithm 10.6.5 for generating the values of accuracy, coverage, and support.

After the covering algorithm defined in Algorithm 10.6.6 is applied, the neighborhoods that 
we obtain will be
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According to Algorithm 10.6.6, the largest covering sample here is Nbd″(y3) having cardinal-
ity 3. Now, applying Definition 10.3.4, we can find the relative reducible sets. After applying this, 
we get three classes as follows:

S = [{y3, 0.015, 1}, {y4, 0.021, 1}, {y1, 0.012, 0}, with ‘0’ and ‘1’ representing “no” and “yes,” 
respectively.

The class generated for y3 represents that it is one of the three covers that is not relatively reduc-
ible with respect to the other elements in the universe. The margin value computed for y3 is 0.015, 
and the element represented by y3 satisfies the decision {yes}.
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Therefore, reduced neighborhood covering or approximate classes that we get are Nbd″ = 
{Nbd″(y1), Nbd″(y3), Nbd″(y4)}. We follow the same procedure as described in Step 1 of Section 
10.7 to find |F|, |G|, and |F ∩ G| and then apply the definitions in 10.5.1 to compute the support, 
accuracy, and coverage for the rules generated.

In the fourth row of Table 10.8, we find [{Y, Nr}, {Y, Hg}], which indicates that these two val-
ues are sufficiently close to each other and so are represented together. In order to compute F and 
F ∩ G, a similar procedure is followed.

10.9  Conclusion
In this chapter, we discussed knowledge acquisition from Big Data using two approaches. The first 
one uses basic rough sets, and the other one uses NRSs for the purpose. Although neighborhood 
systems have been around for a while, they have not been used for the purpose of computing the 
accuracy, support, and coverage of decision rules in a decision table. Its application on a data set 
on which only parallel rough set-based methods were used formerly for the calculation of the 
values of support, accuracy, and coverage has led to further enhancements as here we show that 
numerical attributes can also be worked upon and processed to retrieve relevant information. 
Neighborhood systems, when used, give proximity classes with a certain amount of overlapping in 
the equivalence sets that, in turn, help to generate a range in the accuracy and coverage values as 
opposed to the exact values obtained earlier. This gives a certain amount of flexibility, thus giving 
more accurate results. Moreover, the concept of NCR has led to a decrease in processing time as 
the number of rules has come down, which becomes quite significant, especially in a Big Data set. 
But this reduction in the number of rules generated comes at the cost of the values of accuracy 
and coverage computed.

10.10  Scope for Future Research
It has been observed in the NRS framework that as the number of rules decreases, the accuracy 
and coverage values tend to be more general than specific.

Table 10.8 The Number of Elements Obtained from Neighborhood Sets

F → G |F ∩ G| Support Accuracy Coverage

{N, Nr} → N 2 1 0.4

{N, Nr} → N 3 1 0.6

{N, Hg} → N 0 0 0

[{Y, Nr, {Y, Hg}] → N 1 0.5 0.2

{N, Hg} → Y 2 1 0.29

{(Y, Nr), (Y, Hg)} → Y 1 0.5 0.14

{(Y, VHg), (Y, Hg)} → Y 4 1 0.57
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 ◾ So one can work out an approach such that there will be a reduction in the number of rules, 
but the accuracy and coverage values obtained by the covering technique are similar to those 
values as in [2] a neighborhood subset model.

 ◾ Also, the concepts discussed under the NRS approach can be extended such that they work 
efficiently with data sets that have a compound attribute defined using both categorical as 
well as numerical values.
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Abstract

The data clustering algorithms have applications in many areas of data mining, pat-
tern recognition, information retrieval, and image processing. The enormous amount 
of data generated every day by different sources and their structure and complexity 
have put forth a major challenge for researchers in the present day for their analysis 
and mining fruitful rules or finding patterns from them. The traditional clustering 
algorithms do not have the capability to handle such situations. Developing scalable 
computing platforms has turned out to be in high demand. The uncertainty hidden in 
these large data sets has further complicated situations like their counterparts in nor-
mal data sets. Researchers are trying to follow the incremental approach in improving 
the existing data clustering algorithms to make them fit to this challenging situation. 
However, there have been limited efforts so far. The main objective of this chapter is to 
present the existing data clustering algorithms available in the literature with a critical 
review and present some more possibilities in this direction.

11.1  Introduction
The collection of a vast amount of data during the last decade or so has necessitated develop-
ing techniques to store and handle them efficiently so that useful information can be obtained 
for use in the future. But the large volume of these data along with their unstructured nature 
and other complexities involved has made the process very challenging. Clustering of data has 
been pursued for nearly 40 years or so. The clustered data granular structure can be used in 
pattern recognition, information retrieval, rule generation, and many such applications. As is 
well known, clustering is the process of decomposing the input data set into groups of similar 
elements such that the elements inside each cluster are closer to each other than those in differ-
ent clusters. Clustering also solves the data visualization problem in Big Data by grouping data 
together or binning. Several techniques for cluster analysis, such as K-means, fuzzy C-means, 
intuitionistic fuzzy C-means, etc., have been enhanced to tackle the Big Data situation and 
their problems. Their predecessors are either lower in speed of execution or generate poor 
results.

Several developments with respect to technology and the Internet specifically have forced us 
to face voluminous data, which is an increasing trend every day. At present, various improve-
ments in existing technologies or introduction of new technologies unknown until very recently 
have led to the generation of a large amount of data. One of the primary sources of this huge 
amount of data is from several online services, which are established to provide a wide range of 
services to their clients. Some of these services include social networks, cloud storage, and sensor 
networks, which not only produce a lot of data but also have a need to store and reuse these data 
for several analytical aspects. These services are facing major difficulties in performing operations 
on these voluminous data. Operations like information retrieval and analytical processes have 
become highly time-consuming and difficult to handle. One technique of handling these issues 
is to represent these data in a compact format. This compact format needs the help of clustering 
the input data such that levels representing the clusters provide relevant information on the entire 
data. Hence, good clustering techniques are needed to be developed for use. Thereby, researchers 
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are needed to help corporations, which will be profitable as they can provide tools to deal with 
critical systems.

11.1.1  Big Data

Big Data is a popular expression or a catchphrase these days, one that portrays a large volume of 
both organized and unstructured data. These data are hugely expansive and are difficult to process 
using customary database and programming methods. Enormous amounts of information can 
possibly help organizations enhance operations and make quicker, shrewder choices. Big Data is a 
term for information sets so substantial or complex that customary techniques for processing are 
insufficient. Challenges that come with Big Data include examination, capture, information cura-
tion, searching, sharing, stocking, exchange, representation, and data security.

Studying of data sets can find novel correlations to spot business trends, prevent diseases, 
combat crime, etc. Researchers, business administrators, specialists in media and publishing, and 
governments alike frequently face troubles with expansive data sets in fields including Internet 
browsing, money, and business informatics. The main challenges faced by Big Data are volume, 
variety, and velocity [1]. Some of the other challenges include the need for speed, data under-
standing, data quality, displaying meaningful results, and dealing with outliers [2].

11.1.2  Clustering

Clustering refers to binning a set of objects in such a way that objects in the same group are 
more similar to each other than to those in other groups. Clustering is being used in many fields, 
including image analysis, information retrieval, machine learning, pattern recognition, and bio-
informatics. It is a very important tool in data mining and also for Big Data analysis. Big Data 
refers to terabytes and petabytes of data. Clustering algorithms include high computational costs. 
The research question here is on finding techniques to implement clustering algorithms on Big 
Data and obtaining the results in a favorable time frame. Clustering is used as an initial tool in 
order to group data into reasonable components, which are further useful in discovering learning 
components.

Hard clustering alludes to the partition of data into particular groups, in which every single 
data component has a place with precisely one cluster. In soft clustering, data components can 
be part of more than one group, and associated with each element is a set of membership values. 
These denote the inclusion percentage of the data element in that particular cluster.

The classification of clustering methods is provided in Figure 11.1.

Clustering algorithm

Partitional
-K-means
-K-medoids
-PAM
-CLARANS
-CLARA

Hierarchical
-BIRCH
-CURE
-ROCK
-Chameleon

Density-based
-DBSCAN
-OPTICS
-DENCLUE

Grid-based
-Wave
-Sting
-CLIQUE
-OptiGrid

Model-based
-EM
-COBWEB
-CLASSIT
-SOMs

Figure 11.1 Clustering taxonomy.
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11.2  Fuzzy Clustering in Big Data
Big Data analytics is separated into three levels. The main level manages the accessing of data 
and its processing. The second level manages the protection, and the third level manages the data 
mining algorithms. The principal issue in data mining is to produce global models. Combinations 
of supervised and unsupervised techniques in the form of clustering and classification help in 
handling larger data sets. Consensus functions are being applied to clustering ensembles to obtain 
stable clustering. But application of these functions directly on high dimension data is found to 
be expensive and also impractical. This indicates that a multistage scheme may be successful. For 
example, one of the genetic algorithms, namely ant colony optimization, has proven to be a solu-
tion for metaheuristic issues. Also, hybrid techniques can be used for clustering large medical data 
sets. Uncertainty has become a common characteristic of large data sets also. So uncertainty-based 
techniques are to be developed in order to handle large data sets also. Unfortunately, the existing 
techniques for normal data sets are found to be wanting. So one can develop new techniques with 
the large data sets in view or enhance the existing techniques for normal data sets suitably to make 
them fit to handle the additional problems of large data sets. Efforts have been ongoing since a few 
years back, but progress has been described as incremental rather than substantial. We describe 
the extensions of a few well-known algorithms, such as the K-means algorithm and also the fuzzy 
C-means algorithm (FCM).

The notion of fuzzy sets was introduced by Zadeh [3] in 1965 as an extension of the earlier con-
cept of crisp sets introduced by Cantor. This notion is one of the most fruitful models developed so 
far as a model of uncertainty and also from the application point of view. It provides graded mem-
bership to elements instead of dichotomous membership provided by crisp sets, which is more 
realistic and also provides space for approximation rather than certainty. Although K-means is 
the simplest of the clustering algorithms, it cannot handle uncertainty, and the clusters generated 
are disjointed in contrast to the real-life experience that they may not be so in most cases. FCM 
takes care of this problem and is the first such algorithm found in the literature. With the size of 
the solution space being infinitely large, no exhaustive search can be done. As a solution to this, 
the objective function approach developed by Bezdek is found to be good enough. In fact, this 
objective function approach, which needs to be optimized, has subsequently become instrumental 
in the development of many more algorithms for normal data. Obviously, FCM requires a little 
more computation time. But the advantages of this algorithm outshine this small disadvantage in 
many ways. FCM handles issues related to pattern matching and classification of noisy data, and 
provides approximate solutions faster. Several algorithms in the form of rough C-means, intuition-
istic FCM (IFCM), and more importantly, algorithms based upon their hybrid models like rough 
FCM and rough IFCM exist along with their kernelized versions and possibilistic versions. But, as 
far as large data are concerned, most of these algorithms are yet to be extended to this big setting.

Going by the literature, we find that the single pass FCM algorithm is an algorithm that 
produces clusters similar to FCM but does not use complicated data reduction techniques or data 
structures. This algorithm is faster than FCM [4]. Hierarchical techniques of clustering generate 
partitions in a hierarchical manner [5,6]. The divisive and agglomerative techniques are used in 
these algorithms. The agglomerative technique generates clusters sequentially by combining clus-
ters produced in a higher level. On the other hand, the divisive technique is the converse of the 
agglomerative technique. A hierarchical clustering algorithm has been developed [7] for the plan-
ning of business systems. Another modification of hierarchical clustering that uses fuzzy-based 
equivalence relations is introduced in [8]. The fuzzy clustering algorithms used in graph theory 
are different from their counterpart for normal data due to the fact that data representation in 
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graphs is given by connectivity of nodes. The fuzzy graph notion was introduced in [9], and their 
characteristics are explained; following this, a cluster analysis technique has been proposed in [10] 
by using fuzzy graphs.

The frequently used FCM was developed in 1974 [11]. Several modifications have been intro-
duced since then. The Gustafson–Kessel (GK) algorithm [12] is a method that approximates local 
covariance by partitioning data into subsets that can fit with linear submodels. The Gath–Geva 
algorithm [13,14] overcomes the fitting problem. The fuzzy C varieties (FCV) [15] algorithm deals 
with multidimensional prototypes of clusters. Fuzzy clustering algorithms are being applied in the 
field of image segmentation [16,17]. Coming to the context of large data, in [18], a variation of 
K-means clustering is developed.

For Big Data clustering, a MapReduce implementation of DBSCAN was introduced in [19]. A 
MapReduce-based parallel K-means clustering algorithm was developed in [20]. In [1,21,22], approaches 
with MapReduce-based K-means are developed for document clustering. In order to make it fit for large 
data sets, a modified self-organizing map (SOM)-based clustering algorithm is proposed in [23]. In 
[24], the authors applied the MapReduce framework on DISCO (DIStributed CO-clustering with 
MapReduce). A fast clustering algorithm, including a constant factor, was introduced in [25]. Some 
other Big Data clustering methods based on MapReduce were proposed in [26,27]. Also, the ant colony 
optimization approach was used for decomposing Big Data into several partitions.

Fuzziness in Big Data can be handled by using the various fuzzy clustering techniques. But due 
to the large volume of data, these algorithms perform more slowly. This can be improved by using 
data division techniques like Spark or Hadoop. After this, clustering algorithms can be applied 
to each of the components of these divided data so that all the clusters can be unified to provide 
clusters of the original data set [28,29]. A variant of FCM was developed in the form of fast FCM 
(FFCM) in [1] and, as expected, takes much less time for processing and generating the clusters.

Some more approaches to clustering big data are the CLARA [30], the CURE [31], and the 
corset algorithms [32]. Also incremental clustering [33], divide and conquer-based clustering [34–36], 
BIRCH [37], CLARANS [38], Garden [3], and Cluto [39] were successful in designing algorithms 
for handling large amounts of data. Although these algorithms work quite well, all these are appli-
cable only to crisp data sets. Hence, their use applicability gets reduced to a large extent due to the 
inherent uncertainty in large data sets also.

Some of the clustering algorithms, like the FFCM [40] and the multistage random FCM 
[41], have higher computational speed than the normal FCM for Big Data. Some of the other 
algorithms mentioned in [2] and [42] also have improved efficiency and are modifications of basic 
FCM for Big Data. Some deviational algorithms are like the fast kernel FCM [43], which was 
proposed to work on processing of MRI images.

The nonmembership grades in the case of fuzzy sets are just one complement of their corre-
sponding membership grades. Generalizing the notion of nonmembership grades and making it 
from this constraint, the model of the intuitionistic fuzzy set was introduced by Atanassov [39] in 
1986. This is a better model to handle uncertainty than the fuzzy sets. So, IFCM was proposed 
and examined experimentally by Chaira and Anand [41] and Tripathy et al. [42]. Basically, she 
had applied it to medical image data sets and found that the segmentation process generates better 
images than its fuzzy counterpart.

The rough set model introduced by Pawlak in 1982 [44] is not just another model of uncer-
tainty, but in some facets, it is better than fuzzy sets. It follows the idea of a boundary region of 
uncertainty proposed by Frege, the father of modern logic in 1883. So we find several rough set-
based algorithms for data clustering, starting with that of Lingras et al. in 2004 [45] and improved 
by Peters in 2006 [46]. Also, it has been established both theoretically and experimentally that 
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hybrid models are better than the individual components from which they have been formulated 
simply because of the procedure of their framing by taking the strong points of the individual 
components and hiding or neglecting their weak points through suitable methods of composi-
tion. So several hybrid algorithms for data clustering exist in the literature, and they are framed 
on these hybrid notions. However, we do not find any parallel algorithms for large data sets so far. 
Moreover, our objective in this chapter is to deal with the clustering algorithms based on fuzzy 
techniques only in order to make it more exploratory and the concentration specific.

Before describing the fuzzy technique-based algorithms for large data sets, we present below 
their versions for normal data sets proposed in the literature as these are instrumental in the devel-
opment of the earlier ones. We start with the FCM.

Although FCM was first proposed by Ruspini in 1967, its version using the objective function 
approach was developed by James C. Bezdek [40]. For technical reasons, we present the version 
due to Bezdek below. In this, the data elements can be a member of more than one cluster. Each 
data element has a corresponding membership value.

11.3  Fuzzy C-Means Algorithm
1. Assign the initial cluster centers.
2. Calculate dik, which is the Euclidean distance between data objects xv and centroids

 v d x y x y x y x yn ni ( , ) ( ) ( ) ( )= − + − +…+ −1 1
2

2 2
2 2  (11.1)

 3. Generate membership matrix U:
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  Or else

 µiv = 1

 4. The centroids are calculated using the formula
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 5. Calculate new U by using Steps 2 and 3.
 6. If ∥U(r) − U(r+1)∥ < ε, stop the process or else start from Step 4 [47].
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As explained earlier, IFCM is supposed to handle uncertainty in data in a better way, and in 
terms of area of application, it has wider areas. This was put forth by Chaira [48]. The algorithm 
in its original form is presented below.

The hesitation function πA associated with every intuitionistic fuzzy set A is defined for every 
element x in the universe of discourse as πA(x) = 1 − μA(x) − νA(x). In the case of fuzzy sets, its value 
is zero for all x in U, the universe of discourse.

11.3.1  IFCM

1. Initialize cluster centers.
 2. Compute Euclidean distances dik between items yi and cluster centers wk.
 3. Compute membership matrix V = (μik) such that μik = 1 if dik = 0, or else μik is computed 

using Equation 11.2.
 4. Compute the hesitation matrix π.
 5. Calculate the modified membership matrix V′ using

 ′ = +µ µ πik ik ik (11.4)

 6. Calculate cluster centers using
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7. Repeat Steps 2 to 5 for computing the new partition matrix.
 8. Stop if ∥V′(r) − V′(r+1)∥ < ε or else repeat Steps 4 to 8.

Next, we provide some case studies in connection with the FCM for large amounts of data.

11.4  Case Study 1: Hadoop Intuitionistic 
Fuzzy C Means (HIFCM)

Direct application of IFCM is cumbersome on Big Data. Hence, a new algorithm was developed 
by Tripathy et al. [44] with which chunks of data are identified by Hadoop’s mapper class. The 
mapper class takes input as clusters and their centroids and performs an update of centroids after 
each iteration. This step is done after the chunks of data are merged by the reducer. Hadoop helps 
in effective computation of clusters and reaches local minina effectively. The algorithm HIFCM 
is as follows:

1. Allocate centroids randomly based on data set.
2. Mapper class is fed with input data set that contains initial centroid information.
3. Mapper class reads the file and by using appropriate data structures organizes data in chunks.
4. Mapper recomputes nearest centroids using Step 1 to 5 in IFCM. These values are provided 

to reducer.
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5. Reducer then emits updated centroids.
6. It is said to be converged if distance < 0.1. Terminate the process or else repeat from Step 2 

utilizing updated centroids.

11.4.1  Experimental Results

Accuracy, sum squares between (SSB), sum squares within (SSW), Dunn–Dunn index (DDI), 
Davies–Bouldin (DB), and silhouette coefficient (SC) are the metrics used. Accuracy depicts how 
correctly the clusters were formed.

SSW indicates the closeness of the sample to the center of the cluster. SSB depicts the distance 
of the sample from a different cluster. DB is a ratio that indicates separation within clusters to that 
with the different clusters. Lesser DB indicates better clustering. DB determines the compactness 
and separation of clusters from each other. DDI range lies in [0,∞]. SC determines cluster quality. 
Its value ranges from −1 to 1 with 1 indicating the best clustering [27,28].

DB index is calculated using
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D index is calculated using
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11.4.2  Results

This algorithm was implemented in Java and was applied on UCI’s credit, glass, wine, and 
Wisconsin data sets. Cluster formation for glass and wine data sets is given in Figures 11.2 and 
11.3. From the clustering, it is inferred that HIFCM-produced clusters are distinctive. It has pro-
duced dense clusters of high quality.

11.4.3  Execution Time

The execution speed of the developed algorithm in comparison to parallel K-means (PKM) and 
modified PKM (MPKM) developed by Juby Mathew and Vijayakumar [49] is given in Table 
11.1 and represented graphically in Figure 11.4. It is clear from the results that execution time of 
HIFCM is better than PKM and MPKM.

11.4.4  Performance Metrics

The graphs in Figure 11.5 indicate that the HIFCM algorithm is more accurate when compared 
to PKM and MPKM.
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Table 11.2 gives a clear picture that HIFCM is more efficient than PKM and MPKM. HIFCM 
has lower dispersion as its DBI value is low. A large value of DI depicts higher intercluster and 
lower intracluster distance. HIFCM has a higher SC value, which is closer to one.

11.5  Case Study 2: Survey of Clustering Algorithms [45]
11.5.1  BIRCH

The BIRCH algorithm [40] scans the data set and builds a clustering feature (CF) tree. This 
algorithm works in two phases: scanning the database and building in a memory tree. It is then 
applied to leaf nodes. The CF tree has two parameters: B, branching factor, and T, threshold. 
BIRCH uses the concept of radius for controlling the boundary of the cluster. Hence, it does not 
work well when clusters are not spherical in shape. The algorithm is given in [50].
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Figure 11.2 Wine data set clusters: (a) 3 clusters, (b) 4 clusters, (c) 5 clusters, and (d) 6 clusters.
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11.5.2  DENCLUE

The DENCLUE algorithm [19] integrates the data points and influence functions for modeling 
the distribution of clusters. The influence function depicts the relationship impact of a data point 
in its neighborhood. This algorithm requires input parameters that have to be selected carefully 
as they influence quality of clustering results [18]. Some of the properties of DENCLUE are (a) it 
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Figure 11.3 Glass data set clusters : (a) 3 clusters, (b) 4 clusters, (c) 5 clusters, and (d) 6 clusters.

Table 11.1 Execution Time of PKM, MPKM, and HIFCM

Data Set Size N 100K 200K 300K 400K 500K 600K 700K 800K 900K 1000K

Execution 
Time

PKM 3.12 6.56 10.8 12.9 15.92 19.9 24.2 27.9 29.76 31.43

MPKM 3.02 6.32 10.4 12.7 15.3 19.4 23.4 26.46 28.67 29.14

HIFCM 1.65 4.11 6.12 8.78 7.89 11.23 15.23 17.64 18.63 19.76
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has a mathematical foundation, (b) it deals with data having noise, and (c) it describes clusters in 
arbitrary shape mathematically.

The algorithm is given in [50].

11.5.3  Optimal Grid (OptiGrid)

The OptiGrid algorithm [20] does partitioning in optimal grids. It uses projections to find the 
optimal cutting planes. This is achieved by constructing the best cutting hyperplanes through 
a set of selected projections. These projections are then used to find the optimal cutting planes. 
OptiGrid makes use of a density function to find the clusters. It is applied in a recursive fashion 
on the clusters. But this recursion reduces dimensions and hence shows poor performance in 
low-dimension subspace. In addition, it fails when grid sizes exceed available memory [14]. The 
algorithm is given in [50].

11.5.4  Expectation Maximization (EM)

The EM algorithm [10] approximates the parameters of likelihood in a statistical model in several 
situations. This uses two steps, the E step and the M step, for approximating the unknown model 
parameters. Sensitivity in selecting initial parameters is a major disadvantage of the EM algorithm 
[29]. The algorithm is described in [50].
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Figure 11.5 Performance metrics comparison of HIFCM with PKM and MPKM: (a) SSB, (b) SC, 
(c) DDI, (d) DBI, (e) Accuracy, and (f) SSW values of HIFCM with PKM and MPKM.
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11.6  Case Study 3: Incremental Weighted 
Fuzzy C Means (IWFCM) [4]

Initially data sets are partitioned. Centers are calculated, and membership values are assigned for each 
partition. The Hadoop environment is used for the implementation of the algorithm. MapReduce 
decreases the data sets. The output obtained is further processed in the IWFCM environment. The 
IWFCM algorithm can be seen in [4]. The architecture of IWFCM is provided in Figure 11.6.

Table 11.2 Cluster Validity Measures

Data Set Algorithm Accuracy SSW SSB DBI DI SC

Credit PKM 89.68% 0.6578 6.89 1.31 0.11 0.78

MPKM 93.45% 0.6478 6.82 1.29 0.1 0.75

HIFCM 96.32% 0.61 6.13 0.84 0.14 0.838

Glass PKM 56.32% 1.1709 7.65 2.41 0.02 0.6

MPKM 65.89% 1.1821 12.69 1.68 0.14 0.83

HIFCM 72.32% 1.12 5.22 1.14 0.236 0.956

Wine PKM 75.34% 92.34 680.2 1.81 0.14 0.62

MPKM 75.40% 88.45 967.3 0.87 0.04 0.76

HIFCM 79.39% 78.34 540.628 0.61 0.269 0.827

WDBC PKM 78.84% 84.22 23.2 3.51 0.05 0.66

MPKM 78.84% 81.56 19.3 2.87 0.12 0.54

HIFCM 91.46% 74.43 12.427 1.42 0.19 0.783

Fuzzy
clustering

For every partition

Database

Data sets

Partitioning

Data partitions Clusters

Cluster
center

computation

Membership
matrix

computation

Knowledge
extraction

Figure 11.6 Architecture of IWFCM.
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It is clear from the graph in Figure 11.7 that IWFCM takes lesser time for each iteration when 
compared to FCM. Since weight is added to every data set, it is more efficient.

11.7  MapReduce-Based FCM Algorithm (MR-FCM)
Previously, message passing interfaces (MPI) [34] or parallel virtual machines (PVM) [35] were 
used for parallel applications. Parallelization helps in faster processing of Big Data, and hence, 
researchers are developing new ideas with respect to parallel computing.

Parallel implementation of FCM with MPI was introduced in [36]. This consisted of three 
master–slave processes. The first computes centroids, the second computes distances and updates 
the partition matrix and new centroids, and the third computes the validity index. Google has 
introduced a MapReduce programming paradigm for easier development of parallel applications. 
This divides large computations into submodules.

The MapReduce model works as follows: The input and output are a set of key value pairs. The 
map function takes an input pair and returns a set of intermediate key value pairs. All intermedi-
ate values are then grouped and associated with the same intermediate key. It is then passed to the 
reduce function [51].

map (l1, w1) → list (l2, w2)
reduce (l2, list(w2)) → list (w3)

To incorporate FCM to MapReduce, FCM has to be partitioned into two jobs. The first job 
calculates the centroid matrix, and the second job is necessary since the calculations that follow 
require complete centroid matrix as input.

Figure 11.7 Comparison graph.
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The developed algorithm is shown in Figures 11.8 and 11.9. In the first MapReduce job, a por-
tion of the data set and membership matrix are contained in mappers, and centroid submatrices 
are produced. The reducer then combines the submatrices into the centroid matrix. The second 
MapReduce job involves more computations to be executed.

Because centroids have to be calculated before computing the membership matrix, two 
MapReduce jobs are required.

11.8  Future Directions of Research
The work done so far in the clustering of large data is too meager. So there are a lot of options for 
future research, including the following:

 ◾ So far, the hybrid model-based clustering algorithms have not been developed for large data. 
This can be handled like in the case of normal data.

 ◾ There are variants of the normal uncertainty-based clustering algorithms like the kernelized 
ones. Research can be done to establish algorithms in this direction.

 ◾ Image processing is an important application field for clustering algorithms, leading to 
image segmentation. Algorithms developed can be applied in this direction for analyzing 
images to draw conclusions from them in various directions.

Data set
Membership
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Map

Centroid submatrix
Reduce

Centroid matrix

Figure 11.8 First MapReduce job.

Data set

Centroid matrix
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Distance submatrix

Map
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Figure 11.9 Second MapReduce job.
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11.9  Conclusion
Clustering is a technique to group similar data such that the distance between elements in dif-
ferent groups is larger than that of elements in the same group. In order to handle uncertainty in 
data, several models exist, and fuzzy sets are one of them. Several FCM algorithms are found in 
the literature. The extension of FCM is in the form of IFCM. But these basic algorithms are not 
applicable to large data. So fresh algorithms have been developed to handle the case of large data 
sets, or the existing algorithms have been extended for the purpose. In this chapter, we provided 
the basics of crisp and fuzzy technique-based clustering algorithms. Also, we presented all the 
fuzzy technique-based clustering algorithms developed so far for large data. We find that the 
research done so far is insufficient in this direction. There is a lot of potential for research in this 
direction. So it is a fruitful field for future research.
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Abstract

Recent advances in pattern recognition have allowed engineers and scientists to 
jointly address automatic analysis of human behavior via computers. This chapter 
explores a number of different aspects and open challenges in the field of human 
behavior analysis (HBA) in the context of Big Data. Human behavior is recognized 
in different levels with the high-level knowledge in addition to the context. Human 
pose recognition, action recognition, and interaction recognition are considered as 
different levels, depending on the number of actors involved. The goal of this chapter 
is to recognize human behavior analysis in different situations by employing vari-
ous learning models. Here, the data have been received from the different cameras/
locations in streaming; thus, we need an effective learning algorithm that can deal 
with such situation. Over time, new data become available and the decision struc-
ture needs to be revised accordingly. Therefore, different learning models have been 
identified and studied in the machine learning community under several hierarchies 
called generative learning, discriminative learning, imitative learning, graphical 
models, etc. As a result, this chapter addresses the different learning models with 
respect to HBA for large video data sets, as well as the pros and cons of each learning 
model. This work also discusses the state-of-the-art learning methodologies that are 
required to analyze the behavior with respect to Big Data. This chapter also discusses 
the applications and presents a case study with respect to behavior analysis in large 
volumes of data.

12.1  Introduction
A video surveillance system is the most recent and important research in the smart environment. 
In order to enhance safety and privacy protection, surveillance cameras are deployed in all com-
mercial and public places, such as airports, banks, parks, ATMs, retail, etc., and for business 
intelligence analysis. The widespread use of this technology demanded new functionalities to 
become smarter surveillance systems. Nowadays, research is mainly focused on multiobject track-
ing, occlusion handling, event detection, scene analysis, and behavior analysis with respect to sur-
veillance video processing. The objective of this chapter is to recognize human behavior analysis 
(HBA) in the context of Big Data. The videos from day-to-day activities are recorded and stored. 
The videos are collected using several surveillance cameras in real time. The video data are of large 
volume, and they are increasing exponentially over time. The large volume of surveillance videos is 
collectively known as Big Data with respect to videos, and they need to be analyzed using machine 
learning approaches for proper exploration (analytics) and analysis. The videos need to be analyzed 
in order to identify the behavior of the person in the environment.

HBA plays a major role in the video surveillance system. The aim of human activity recogni-
tion is to automatically analyze the ongoing activity from an unknown video.

12.10 Applications ..................................................................................................................319
12.11 Performance Metrics.................................................................................................... 320
12.12 Case Study: HBA Using Neurofuzzy Systems ..............................................................321
12.13 Conclusions ................................................................................................................. 322
References ............................................................................................................................... 323
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Since the data have been received from different cameras and locations during continuous 
streaming, we need an effective learning algorithm that can deal with such situations to per-
form analytics. The data set manipulated in the smart environment grows continuously over time, 
making the previously constructed classifier obsolete. Indeed, the addition of new records (or 
deletion of old ones) may potentially invalidate the existing classifier that has been built on the 
old (still valid) data set. Over time, due to the increase in new data, the decision structures need 
to be revised further. In most cases, usage of large data sets results in improving the accuracy of 
the classifier. Thus, the learning model has been identified and studied in the perspective of the 
machine learning community under several hierarchies, named generative learning, discrimina-
tive learning, imitative learning, graphical models, etc. The main focus of this chapter is to address 
the different learning models with respect to HBA for large video data sets, the pros and cons of 
each learning model, and the model that can solve the learning problem, and it also discusses the 
state of the art of learning methodologies that are required to analyze behavior with respect to 
large-scale video (Big) Data.

Figure 12.1 shows the overview of HBA. Aggarwal and Ryoo (2011) categorized human activi-
ties into four different levels based on their complexity: gestures, actions, interactions, and group 
activities. Gestures are elementary movements of a person’s body parts. Actions are the single- 
person activities that are composed of multiple gestures organized temporally. Concurrent activi-
ties are the activities that are performed by multiple persons at the same time. An activity that 
takes place in the sequence of the actions temporally arranged is called a sequential activity. An 
activity that takes place repeatedly for some time intervals is also known as a recurrent activity. 
Interactions are the higher level human activities that happen between two or more persons and/
or objects.

Human behavior is modeled as a stochastic sequence of actions. Action recognition is achieved 
using previously seen actions from the image feature databases. Behavior (Gowsikhaa et al., 2012, 
2014) can be represented using the location of the person. The same action sequence can represent 

1. Generative
    learning 
2. Discriminative 
    learning
3. Imitative 
    learning

Surveillance
camera

Big Data
(video data)
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analytics
(processing)

Computational
intelligence
(learning)

Human behavior analysis

Video
analyst Impossible

Figure 12.1 Overview of human behavior analysis (HBA) system.
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different behavior in different situations. Human behavior can be determined using person inter-
action with a static object, or person interaction with another person, or interactions between a 
group of persons. Further, this behavior could be modeled using a suitable learning algorithm to 
detect abnormalities.

The analysis of human behavior in image sequences consists of three steps:

 a. Extract quantitative data from a tracking algorithm
 b. Extract qualitative information
 c. Predict and classify it into one behavior pattern

Quantitative data from the human behavior system can be obtained by tracking the human 
using trajectories, body parts of the human, and the face of the human. Qualitative information 
has been obtained using semantic concepts. Hence, some prior knowledge about the scenario must 
be provided in order to deal with the semantic gap in every system devoted to extracting qualita-
tive information from numerical data. The system cannot understand the semantic terms—that 
is, those semantic terms are given by human beings with respect to their representation in natural 
language. The semantic gap is present in both learning and recognition of behaviors. Then, by com-
bining quantitative and qualitative data, the system interprets and classifies the behavior pattern of 
the human. With respect to activity and interaction, the possible behaviors are listed in Table 12.1.

Example of Semantic Gap
Given the quantitative input as a trajectory, two possible interpretations can be done:

 1. The agent is searching his parked car (considered to be normal behavior).
 2. The agent is kicking the car (or) trying to steal a car (suspicious behavior).

For this given situation, no possible behavior can be identified until prior information is obtained 
or provided beforehand.

12.2  Open Research Issues in HBA
HBA involves stages such as preprocessing, tracking of humans, extraction of features, estimat-
ing the pose of the body, and understanding human behaviors from the sequence of images. It is 
the major application in surveillance and behavior analysis in the sports domain, etc. The task of 

Table 12.1 Behavior with Respect to Activity/Interaction

Action Levels Semantic Concepts Behavior Predicted

Activity Two persons facing each other, 
person behind one another

Talking, queueing

Interaction Handshaking, talking, departing Get together

Recurrent interactions Kicking, punching, lying down Fighting

Concurrent interactions Handshaking, billing (transaction), 
queueing

Shopping mall scenario
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tracking has been done using filtering approaches. Mainly, particle filter-based methods are used 
so as to maintain multiple probabilistic hypotheses with respect to body posture. Pose estimation 
can be performed using stick figure models or motion history image features.

The challenges that exist in the preprocessing stage are background clutter, dynamic back-
grounds or environment (indoor and outdoor), illumination change, camera movements, etc. 
During the tracking and feature extraction stages, the prevailing challenges are suitable feature 
selection, low-level feature extraction, occlusion analysis, etc. In the pose estimation, motion anal-
ysis, saliency computation, changes in body shape and pose, different dressing style, camera view 
angles, multicamera, fusion, etc., are considered. The main problem is with the temporal classifica-
tion of the sequential images. As a more focused challenge, the performance of the system heavily 
depends on the automatic classification of or learning human behavior from the large volume of 
video data, and this is discussed in detail in this chapter. Behavior pattern learning and under-
standing may be considered to be the classification of time-varying feature data. The fundamental 
problem of behavior understanding is to learn the reference behavior sequences from training 
samples and to devise both training and testing methods effectively with small variations of the 
feature data within each class of features.

Existing approaches for learning video data are generative learning, discriminative learning, 
and imitative learning. Generative learning makes stronger assumptions about the data, and when 
these assumptions are correct, we can achieve good results when compared to other models. Also 
generative models need less data for training purposes. Discriminative learning lacks prior knowl-
edge, structure, and uncertainty. Discriminative classifiers overcome the limitation of generative 
learning, and it has alterations for penalty functions, regularization, and kernel functions. The 
relationship between the variables is not explicit in the classifiers. Discriminative learning can-
not be used if there are no labeled data. The combination of a generative and discriminative pair 
is known as imitative learning. If the features are conditionally independent, both the models 
improve the results along with additional features. It is known that graphical models (Kaneko et 
al., 2012) are the best to model many variables that are interdependent. Some of the challenges 
that occur in undirected graphical models are the following: Even with complete data, the parti-
tion function can introduce dependencies between the parameters. Although maximum likeli-
hood learning is adequate when there are enough data, in general, it is necessary to approximate 
the average over the parameters. Usually, non-Bayesian methods use averaging methods to avoid 
overfitting. Figure 12.2 shows the framework of the learning model.

 ◾ A model that mathematically relates the visual data x to the world state w. The model speci-
fies a family of relationships that depends on parameters θ.

 ◾ A learning algorithm fits parameters θ from paired training examples Xi, Wi.
 ◾ An inference algorithm uses the model to return Pr(w|x) given new observed data x.

Real world
scenario 

1. Gather data
2. Gather knowledge
    (a priori information)   

1. Parameter
    estimation
2. Learning
3. Inference 

1. Performance
    metrics 

Representation Modeling
Evaluation

Figure 12.2 A framework of the learning model.
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A well-defined learning problem is described in three ways: A computer program is said to 
learn from experience E. Learning takes place with respect to class of tasks T and performance 
measure P. The performance at tasks T, as measured by P, improves with experience E. For exam-
ple, learning is to recognize the human behavior in the scene. Tasks T: Recognize the human 
behavior. Training E: Sequence of images is recorded while observing the human. Performance 
measure P: Error happened as judged by the human observer.

It is better to have a machine that learns from a large data set. In learning, rule-based expert 
systems are replaced by probabilistic models. A key challenge in behavior modeling is model selec-
tion, how to choose a model at different levels of complexity. Rule-based and manually driven 
models are replaced by probabilistic data-driven models. The classification of learning models 
along with the references is shown in Figure 12.3.

Example: In the sequential learning problem from Cheng (2013), the construction of a clas-
sifier h contains a set of labeled sequences from a training set. Every position in a sequence has 
an observation vector XT and a discrete label YT, where T is the index into the sequence. For time 
series data, T represents a discrete time step in the sequence. The observation vector XT contains 
one or more variables that either are discrete or real valued. The labels YT are drawn from a finite 
set of discrete values, and the size of the label set is represented as |YT|.

All observations in a sequence are referred to as X = {X1, X2, X3,……XT}, where T is the length 
of the sequence. Similarly, we refer to the labels for a single sequence as Y = {Y1, Y2, Y3,……YT}. 
A labeled sequence is the pair (X, Y ), and the training set of n labeled sequences is defined as 
D X Y i

i

n
= { } =( , ) 1. While T is used to denote the length of arbitrary sequences, it does not neces-

sarily hold that the length of ((X, Y )(i)) ∈ D is equal to the length of ((X, Y )( j)) ∈ D when i ≠ j. 
Furthermore, while h is trained on labeled sequences, the label sequence is unavailable at test time, 
and the trained classifier h maps from X to Y. That is, given a sequence of observations X, h predicts 
a corresponding label sequence Ŷ .

Learning models

Generative models Discriminative models
Imitative learning
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5. S. Sun and X. Xu, 2011. 
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Figure 12.3 Learning models along with the list of references.
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Based on the current trend, in order to predict a single label y from a single observation vec-
tor x, we assume that individual observation label pairs (X, Y ) in the data are independent and 
identically distributed (IID). In the sequential classification problem, the data are assumed to be 
IID at the level of entire sequences. That is, all of the variables in ((X, Y )(i)) are independent of the 
variables in ((X, Y )( j)) for i ≠ j, but there is no assumption about the relationship between the vari-
ables within a single sequence XT and YT. When defining the learning problem, no independence 
assumptions are made within a sequence to predict the solution.

12.3  Generative Probabilistic Models
Generative methods model the joint probability distribution and prior probability and describe 
the data using structured probabilistic models. The observations are random variables whose 
distribution depends on model parameters. The generative model allows the imposition of prior 
knowledge specified by the user. This is called “generative” because when the samples are drawn 
from the model, they generate new data. Generative models require making assumptions on both 
the correlation of data and the way in which data are distributed given the activity state. The risk is 
that the assumptions may not reflect the true attributes of the data. It is hard to integrate complex 
features in this model. Some of the popular generative models are Naïve Bayes (NB), Gaussian, 
mixture of Gaussians, and the hidden Markov model (HMM).

Example: Consider a classification problem in which we want to learn to distinguish between a 
zebra (y = 1) and nonzebra (y = 0) based on some features of the image. Given a training set, a classifi-
cation algorithm tries to find elephants and zebras. To classify a new animal as either zebra or nonze-
bra, the algorithm checks the decision boundary where it falls and makes the prediction accordingly.

Here’s a generative approach. First, looking at a zebra, a model is built on what a zebra looks like. 
Then, looking at a zebra, a separate model is built on what a nonzebra looks like. Finally, to classify a new 
animal, we can match the new animal against the zebra model and match it against the nonzebra model, 
to see whether the new animal looks more like the zebra or more like the nonzebra in the training set.

For instance, if y indicates whether an example is a nonzebra (0) or a zebra (1), then p(x|y = 0) 
models the distribution of nonzebra features, and p(x|y = 1) models the distribution of zebra fea-
tures. After modeling p(y) (called the class priors) and p(x|y), our algorithm uses Bayes’ rule to 
derive the posterior distribution on y given x:

 
p y x

p x y p y
p x

|
|( ) = ( ) ( )
( )  (12.1)

 
arg max arg max ( )y yp y x p x y p y| |( ) = ( )  (12.2)

12.3.1  Example of Generative Model

12.3.1.1  Gaussian Mixture Models for Representing Images

A Gaussian mixture model (Westerveld et al., 2007; Sun and Xu, 2011) is the model that captures 
the main characteristics of the image. An image sample is generated by a mixture of Gaussian 
sources, and the number of Gaussian components is fixed for all images.
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For example, in a particular image, feature vectors are extracted, and from the feature vectors, a 
Gaussian mixture with three components is estimated. The mean vector, covariance matrices, and 
the prior probability of the components describe the resulting model in the high dimensional feature 
space. Three Gaussian components are used, but that is not necessarily enough to capture all the 
information in an image. Any distribution can be approximated closely by a mixture of Gaussians. If 
the number of components in the mixture is high, then the approximation can be better.

12.3.1.2  Gaussian Mixture Models in HBA

Human behavior is represented in a hierarchical manner, such as person-centered actions, actions with 
spatiotemporal context, action sequences, and finally behavior. An approach to recognize the behavior 
has been proposed by Robertson and Reid (2006). The current action sequence has been explained by 
the set of predefined HMM and by computing likelihood from the set. In the upper levels, they used 
Bayesian networks and belief propagation; the lowest level used nonparametric sampling from a previ-
ously learned database of actions. At each time step, the most likely action was computed. The sequence 
of actions and their likelihoods over a number of time steps is used to find the most likely behavior 
by computing the likelihoods of predefined behavior HMMs explaining the current action sequence.

Human actions are a collection of different human body poses moving sequentially at dif-
ferent time intervals. Piyathilaka and Kodagoda (2013) proposed a Gaussian Mixture Model 
(GMM)-based HMM for human activity detection. In this work, the authors used only skeleton 
features provided by a RGB-D camera. Gaussian mixtures are useful in clustering data into dif-
ferent groups as a collection of multinomial Gaussian distributions. Therefore, each body pose 
can be described as a collection of multinomial distributions, and HMM can model the intraslice 
dependencies between each time period.

Each skeleton joint is separately considered for each activity in the data set and trained with 
single-stream HMM with GMM output. The K-mean algorithm was used to initialize the mixture 
components and Gaussian parameters. The optimum sequence of the hidden joint states is deter-
mined using the Viterbi algorithm. This process is repeated for each joint, and optimum joint state 
sequences are added together to form a new feature vector for a given activity. Again, the feature 
vector is clustered using the K-mean algorithm according to the number of states of the proposed 
GMM-based HMM. Then the new sequence of observation vectors was obtained by concatenating 
the observation vectors assigned to each state. For each and every state set of the pose nodes, mix-
ture parameters and Gaussian parameters were initialized using the K-means algorithm. Finally, 
with the initial parameters, the expectation maximization (EM) algorithm was applied.

Kuehne and Serre (2015) focused on understanding long action sequences to recognize human 
daily activities. The authors proposed a method that uses reduced Fisher vectors (FVs) in conjunc-
tion with structured temporal models for the recognition of video sequences. It shows that the 
overall generative properties of FVs make them especially suitable for a combination of generative 
models like Gaussian mixtures. As the resulting FV representation is too high dimensional to be 
processed in a generative framework, principal component analysis (PCA) is used to reduce the 
dimensionality of the feature vector. In order to improve the accuracy of recognition of activities, 
the authors combined the compact video representation based on FVs with HMMs.

12.3.1.3  Learning and Inference in GMM

To train the generative models from data, the maximum likelihood approach is used. The parameter 
settings of a model describing an image are those that maximize the likelihood of observing that 
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image. The maximum likelihood estimate cannot differentiate the characteristics that are common 
for many images in a collection and characteristics that are typical of a particular image. For retrieval, 
this distinction is very important. Therefore, the model is interpolated with a background model, 
describing the main characteristics shared by many images in the collection. This interpolation will 
reduce the influence of common characteristics and thus improve retrieval results. Finally, the model-
ing of textual information in the same generative model can be adapted to describe video documents.

12.4  Discriminative Probabilistic Models
Discriminate methods are models directed by the posterior probabilities (Fahad and Rajarajan, 2015). 
This model focuses on the computational resources of a given task in order to provide better perfor-
mance. It is more expensive to learn, and you need to run decoding (Viterbi method) during training 
and usually multiple times for an example. It is easy to integrate features in this model and focus only 
on modeling the posterior probability regardless of how the data are distributed. Discriminative models 
usually provide less accuracy for small data sets. Some of the popular models are logistic regression, sup-
port vector machine (SVM), nearest neighbor, conditional random field (CRF), and neural networks.

12.4.1  Examples of Discriminative Models

12.4.1.1  SVM Classifier

SVM performs classification using linear decision hyperplanes in the feature space. The hyper-
planes are calculated during training, and they are used to separate the training data with different 
labels. Using the kernel function, SVM has many extensions, such as regression, density estima-
tion, and kernel PCA. If the training data are not linearly separable, the kernel function is used 
to transform the data into a new space. SVMs (Manosha Chathuramali and Rodrigo, 2012) scale 
well for very large training sets and perform well and produce better results. When the number of 
training samples increases, the complexity in training also increases.

12.4.1.2  Discriminative Models in HBA

Zheng et al. (2015) presented a different approach for human activity recognition. This paper uses a 
hierarchical method to recognize 10 activity classes. In this work, 10 classes were divided into five dif-
ferent classification problems. The Least Squares SVM (LS-SVM) and NB algorithm have been used 
to classify the different activity classes. The activities are recognized based on the features, such as 
mean, variance, entropy of magnitude, and the angle between triaxial accelerometer signal features.

The authors recognized 10 activities, and these 10 activities are grouped into four different 
activities, such as 2-D walking, 3-D walking, walking activities, and static activities. To achieve 
higher scalability than the single-layer framework, a multilayer classification framework was pre-
sented. In this method of activity recognition, three layers have been designed. The walking-
related activities are recognized in the first layer, static activities are recognized in the second 
layer, and 2-D and 3-D activities are recognized using the third layer. Using this methodology, 10 
activities have been recognized with an accuracy of 95.6%.

However, many classifiers face the problem of long training time and large size of the feature 
vector. These problems in human activity recognition are solved using the SVM classifier along 
with spatiotemporal feature descriptors. Manosha Chathuramali and Rodrigo (2012) proposed 
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human activity recognition using SVM. Their system is compared with existing classifiers using 
two standard data sets, and their results were good. Due to the imbalance in training examples, 
the computation time is less.

Yu et al. (2014) proposed an approach based on weighted feature trajectories to recognize the 
activity. The SIFT and particle BOFs are combined, and weighted spatiotemporal descriptors are 
used for action recognition. SVM is used for action classification.

A data set D X Yi i i

s
= { } =

,
1
 is given along with Yi = {−1, +1}, Xi

s∈ . The SVM algorithm 
calculates a hyperplane that can separate the data by reducing the following equation:

 
( , )θ ε θ ε= +

=
∑∫ 1

2
2

1

C i

i

s

 (12.3)

 Y X bi i i i( ) ,.θ ε ε+ ≥ − ≥1 0 (12.4)

where θ is the weight vector, and C > 0 is the coefficient for constraint violation. For multiclass 
classification, the one-against-rest approach is used. A multichannel χ2 kernel is employed to train 
SVM.

Kapsouras and Nikolaidis (2014) introduced a novel method for action recognition in motion 
capture data. The motion capture sequence is represented using the joint orientation angles and 
the forward differences of these angles in different temporal scales. Initially, K-means is applied 
on training data to discover the most representative sequence on the motion capture data. The 
periodic nature of angular data is applied on the K-means variant. Each frame is then assigned to 
one or more of these informative patterns and histograms that describe how many times the same 
sequence occurs for each movement. The nearest neighbor and SVM methods of classification 
have been used in this work to classify the actions. This method has been tested using motion 
capture data. It is very clear that SVM χ2 classification provides better results. This χ2 kernel takes 
the codebook or histogram into consideration.

12.5  Learning and Inference in SVM
In general, SVM is a binary classifier and discriminative model. Given training data (Xi, Yi) for 
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that is, yi f(Xi) > 0 for correct classification. A linear classifier has the form f(x) = W TX + b in 2-D. 
W is the weight vector for the linear classifier, and it is normal to the line. b is the bias. The training 
data are used to learn the parameter W. Only W is needed to classify the new data.

Learning an SVM has been formulated as an unconstrained optimization problem over W 

and ε 
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2
 subject to Yi(W TXi + b) ≥ 1 − εi for i = 1, 2,……N. The constraint 

Yi(W TXi + b) ≥ 1 − εi can be written more concisely as yi  f(Xi) ≥ 1 − εi, which together with εi ≥ 0 
is equivalent to εi = max (0, 1, −yi  f(Xi)).
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where max (0, 1, −yi f(Xi)) is the loss function, and W
2
 is the regularization parameter. If yi f(Xi) > 

1 and yi f(Xi) = 1 represent the points outside the margin, then this will not contribute to loss. If 
yi f(Xi) < 1 represents the points violating the margin constraints, then this will contribute to loss.

12.6  Probabilistic Graphical Models in HBA
A graphical model is a probabilistic model in which the graph is specified to determine the con-
ditional dependency between the variables. Graphical models provide a flexible framework for 
modeling a large collection of variables with complex interactions (Koller and Friedman, 2009).

12.6.1  Directed and Undirected Graphs

An undirected graph (undirected network) has a set of objects that are connected together, and the 
objects are vertices and edges. In the undirected graph, all the edges are connected bidirectionally. 
However, in the directed graph, the edges are pointed in a particular direction. When drawing 
an undirected graph, the edges are typically drawn as lines between pairs of nodes as illustrated 
in Figure 12.4. Each edge represents the dependency as shown in the figure. An example of an 
undirected graph is the Markov Random Field (MRF). Undirected graphs are represented as fac-
tor graphs. Examples of directed graphs are Bayesian networks. This is the Directed Acyclic Graph 
(DAG). Bayesian networks are not compatible with undirected graphs or factor graphs. CRF is the 
discriminative undirected graphical model. This is widely used in the sequence labeling task. CRF 
is used to encode the known relationship between observations and construct the interpretations 
in sequential data.

12.6.2  Generative Graphical Model

An HMM is the most important generative graphical model that models sequential data or time-
series data. HMM is used in many applications, such as speech recognition, protein/DNA sequence 
analysis, robot control, and information extraction from text data. HMM depends on the formu-
lations whether to “generate” the output from a state or a transition. We assume that an output 
symbol is always generated from a state and that any state can be a starting state or ending state.

An undirected graph A directed graph

Figure 12.4 Undirected and directed graphs.
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HMM plays a vital role in determining activities that are vision based. Research (Yamato et al., 
1992; Li et al., 2008b; Aggarwal and Ryoo, 2011; Figueroa-Angulo et al., 2015) proves that HMM 
is one of the most appropriate models for person activity prediction. Li et al. (2008a) proposed 
a graphical model for learning and recognizing human actions. In order to encode actions in a 
weighted directed graph, known as an action graph, nodes of the graph represent salient postures. 
The transitional probability between the two postures is represented by the weights between two 
nodes. An action is encoded using an action graph, and the postures are encoded using a GMM. 
The pose and actions are learned from the training samples through unsupervised clustering and 
an EM algorithm. Oliver et al. (2004) stated that, “a layered hidden Markov model (LHMM) 
can obtain different levels of temporal details while recognizing human activity. The LHMM is 
a cascade of HMMs, in which each HMM has different observation probabilities processed with 
different time intervals.” Hu et al. (2013) have proposed an LHMM as a statistical model, which 
is derived from the HMM.

In the context of HBA, Li et al. (2014) proposed a novel technique for automatic activity 
recognition based on multisensor data. An offline adaptive HMM is proposed to utilize the data 
efficiently and overcome the Big Data problem. A sensor selection scheme based on an improved 
Viterbi algorithm is presented. The series of hidden states are used to capture the temporal evolu-
tion of an activity, and the hidden states are observed from appearance and/or motion observa-
tions. For example, Yamato et al. (1992) proposed an HMM to recognize the activity that observes 
a sequence of symbols over the video frames in varying time intervals. Once a particular activity 
is trained, the model assigns higher probabilities to a sequence of symbols that more closely match 
the learned activity.

Lv and Nevatia (2006) performed key pose matching with sequence alignment via Viterbi 
decoding. Xu et al. (2013) extended HMMs to model the duration of each state in the tem-
poral evolution of activities. During execution, these models are highly robust to time shifts 
as well as time variance in activities. However, this model lacks information about the spatial 
structure. This spatial structure can be crucial for making recognition; for example, spatial 
structure makes the decision in understanding whether a motion comes from the upper or 
lower body or whether the two parts meet or miss each other in a relative motion. Trabelsi et 
al. (2012) proposed a method that takes into account the sequential appearance of the data. 
The sequential appearance of the data has been considered for temporal acceleration data 
to accurately detect activities. The observed acceleration data are multidimensional. As an 
extension of standard HMM, HMM regression is presented. Each segment is described by a 
regression model while preserving the Markov process in modeling the sequence of unknown 
(hidden) activities. The standard HMM-based approaches use simple Gaussian densities as 
density of observation.

HMM is the most successful approach to modeling and classifying dynamic behaviors. Human 
action recognition (Brand et al., 1997) has been done using three-layered HMM. Their system was 
capable of recognizing six distinct actions, including raising the right arm, raising the left arm, 
stretching, waving the right arm, waving the left arm, and clapping. From the observations made 
in the survey process, most of the previous work centered on identification of particular activities 
in a particular scenario, and less effort has been put into recognizing interactions. The LHMM 
and Coupled Hidden Markov Model (CHMM) are the major attempts to enhance the robustness 
of the interaction analysis system by reducing the training parameters. An effective learning pro-
cess has been carried out by combining the max-belief algorithm and the Baum–Welch algorithm 
(McCallum et al., 2006). The max-belief algorithm is used to derive the most likely sequence of 
results in observation activities, and the Baum–Welch algorithm reduces the inference errors.
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12.6.3  Discriminative Graphical Model

CRF was proposed by Lafferty et al. (2001) and is a discriminatively trained model for structured 
classification. Activity recognition, with which the observations and labels arrive in a sequence 
over time, is a structured domain, and CRFs are well suited for activity recognition. Sutton and 
McCallum (2010) introduced CRFs as undirected graphical models, in which the graph struc-
ture encodes independence relationships between labels. The term “conditional” refers to that 
condition on the observations. In other words, the structure of the graph encodes independence 
relationships between labels and not the observations. The CRF model assumes no independence 
relationships between observations, and inference in CRFs remains tractable even when the rela-
tionships are complex and the observations have arbitrary features.

Lan et al. (2012) proposed CRF to model group activities. For example, for the group activ-
ity of talking, ideally the people want to keep the interactions with people facing each other but 
eliminate the noisy interactions, such as people facing the same direction, which will confuse 
talking with queuing.

From Figure 12.5, the group activity class is represented by Y, which are indices of classes, such 
as talking, standing in a queue, and so on. Actions are represented by h. For both activity y and 
actions h, they have used feature level descriptions, denoted by x. In this case, they used HOG. 
The model is an MRF model, which encodes the joint likelihood as the summation of the clique 
weights and the clique potentials. The first set of cliques encodes the co-occurrence relationship 
between activity and actions. The next set of cliques is the co-occurrence between pairs of actions. 
The dashed line has been used to indicate the connectivity. This is because the structures of this 
layer have been treated as a latent variable in the model and automatically infer it during learn-
ing and inference. They are not using a fully connected model here; only a set of actions that are 
closely interacted will be connected to each other. For learning the hidden structures, standard 
Integer Linear Programming (ILP) has been used and a graph sparsity constraint in the objective 
function. Also making the graph sparse will make the inference more suitable. This is one of the 
challenges in the learning problem involving hidden variables, structured learning, and parameter 
estimation.

x1 x2 x3 xn

h1 h2 hn

Y

Input features-
HOG 

Action–standing
right, standing left

Activity–talk,
queue  

Figure 12.5 Conditional random field (CRF) model representation. (Adapted from T. Lan, 
L. Sigal, and G. Mori, Social roles in hierarchical models for human activity recognition, in: IEEE 
International Conference CVPR, 2012.)
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12.7  Learning and Inference Methods Used in HBA
Graphical models are mainly used for pose estimation, action recognition, interaction recogni-
tion, and behavior recognition. These models represent the relationships between different body 
parts and performers. Poses are usually denoted as nodes in the graph, and edges depict specific 
relationships between poses. In the Bayesian network, the conditional distribution of a set of 
nodes is given as V′ = {v1, v2,……vi} and another set of nodes W′ = {w1, w2,……wi} in the MRF 
by summing over all possible assignments to u ∉ V′, W′; this is called exact inference. However, 
exact inference is a P complete problem. Markov chain Monte Carlo and loopy belief propagation 
are the approximation techniques that are mostly used in practice.

Mukherjee et al. (2014) proposed a graphical approach to recognize interactions. They gener-
ated the dominating poses of each person and used these as nodes of the graph. All possible combi-
nations of dominating poses of two persons and doublets are created for each interaction. Ranking 
is done using a graph to produce dominating pose doublets. The corresponding interaction is repre-
sented as a selected set of dominant pose doublet. Another new graphical approach known as 2.5-D 
graph representation was proposed by Yao and Li (2012) to recognize actions from single images. 
The key joints of the body parts are represented as graph nodes, and spatial relationships between 
key joints are represented as graph edges. Each key joint is represented by 2-D appearance features 
and 3-D positions. An exemplar-based representation is used to classify actions. The similarity 
between actions is measured by matching their corresponding 2.5-D graphs.

Many approaches model human poses by localizing body joints. The poses are represented 
using spatial configuration of body joints. Lan et al. (2010) proposed action recognition in videos. 
The authors modeled the spatial pose structure as well as temporal pose evolution using body 
joints. They estimated human joint locations and calculated the best estimated joints for each 
frame. Then the estimated joints are grouped into five body parts and sets of selective co-occurring 
pose sequences of body parts in spatial and temporal domains were obtained. For example, the 
“lifting” action involves the right and left arms moving up concurrently. In the testing phase, 
histograms of detected body parts are created as inputs of SVM classifiers. Meng et al. (2012) used 
the locations of the body joints to recognize human interactions. They have recognized intraper-
son and interperson interactions between the parts of the same person and between the parts of 
different persons, respectively. In order to learn the model, joint relative locations are represented 
as semantic spatial relational features.

CRF is the framework of labeling and segmenting structured data, and it is able to deal with 
various features in a single unified model. Specifically, in order to handle the “multiscale” relation-
ships, fully connected CRFs have been introduced by Kaneko et al. (2012). Instead of specifying 
the range of human relationships, this approach describes human relationships in position, size, 
movement, and time sequence as potentials so as to deal with various types, sizes, and shapes of 
groups. The unary only, adjacently connected, and fully connected models are the various models in 
CRF. The features extracted from the detected persons and the observed data are defined as x = {x1, 
x2,……xN}, where xi is the observed data from the ith person, and N is the number of detected per-
sons. The corresponding activity labels are = {y1, y2,……yN}; each variable yi is the set of labels L = 
{l1, y2,……lk}, where k is the class of labels. A CRF {x, y} is characterized by a Gibbs distribution.
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where Z(x) is the partition function, and E(y) is the Gibbs energy.
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where ψu and ψp are the unary potential and pairwise potential. In inference, the maximum a 
posteriori (MAP) labeling of the random field is estimated.
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Since it is intractable to compute the exact distribution P(y|x) for all the sets of labels LN, this 
model uses a mean field approximation. The mean field approximation is calculated. However, the 
pairwise potential in this model is defined by the gaussian kernel; therefore, it is possible to use 
a highly efficient approximated inference algorithm via high-dimensional filtering. The calcula-
tion complexity is reduced from quadratic to linear in the number of variables N. In learning, the 
kernel parameters are defined with respect to size, position, and motion. The collective activities, 
such as queuing, talking, walking, and gathering, are recognized.

12.8  Imitative Learning (Generative 
or Discriminative Paired Model)

Imitative learning is simply the generative–discriminative paired model (Cheng, 2013). The popular 
model is NB–logistic regression pair and HMM and CRF. The generative–discriminative paired 
model is shown in Figure 12.6. The meaning of the paired model is that they have the same form as 
a linear classifier, but the parameter has been estimated in different ways. For feature x and label y, 
NB estimates a joint probability p(x,y) = p(y)*p(x|y) from the training data and uses the bayes rule to 
predict p( y|x) for the new test instances. On the other hand, logistic regression estimates p(y|x) directly 
from the training data by minimizing an error function. These differences have inference for error rate:
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Figure 12.6 Generative–discriminative pair.
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1. When there are very few training samples, an overfit problem occurs in logistic regression 
because there are not enough data to estimate p(y|x) reliably. NB can do it better because it 
models the entire joint distribution.

 2. When a large-scale data set is used, the NB classifier might “double count” features that are 
correlated with each other because it assumes that each p(x|y) event is independent when 
they are not. Logistic regression can provide good results by naturally “splitting the differ-
ence” among these correlated features.

If the features are mostly conditionally independent, both models might improve with more 
and more features, provided there are enough data instances. The problem arises when the training 
set size is small relative to the number of features. In these cases, priors on NB feature parameters 
or regularization methods for logistic regression are useful.

Ordóñez et al. (2013) proposed the combination of the discriminative capabilities of an arti-
ficial neural network (ANN) or an SVM, and the dynamic time warping abilities of HMM can 
achieve better results for dynamic problems. The model proposed in this paper is denoted as a 
hybrid HMM approach, in which the temporal characteristics of the data are modeled by HMM 
state transitions, and an ANN is used to model HMM state distributions. The different types 
of hybrid HMM systems have successfully been applied in a large-scale video data set; particu-
larly, the popular approach is to combine HMMs with ANNs. The authors have applied a hybrid 
HMM/ANN methodology to predict time series data, obtaining a model that gave a much better 
segmentation of the series. Models based on a hybrid ANN framework have been also widely used 
for various recognition tasks, namely, speech recognition, handwritten text recognition, sentence 
recognition, and digit recognition.

Lester et al. (2013) presented a hybrid approach to recognize activities, which combines the 
useful features and ensemble of static classifiers to recognize different activities with HMMs 
to capture the temporal regularities and smoothness of activities. The activities people perform 
have certain natural regularities and temporal smoothness—for example, people do not abruptly 
change between walking and driving a car; thus, the recent observations can help in predicting 
the present. From the instantaneous classifiers, the sequence of posterior probabilities is computed 
and used to train HMMs that significantly improve the performance of the recognition system. 
By incorporating the static classification results, we overcome the weakness of HMMs as effective 
classifiers. The proposed model succeeded in identifying a small set of maximally informative fea-
tures and was able to identify 10 different human activities with an accuracy of 95%.

12.9  Summary
Activities can be recognized (Aggarwal and Ryoo, 2011) as single layered approaches and in hier-
archical approaches. Single layer approaches are suitable to recognize human activities based on 
image sequences, and they are suitable for gesture or action recognition. In contrast, hierarchi-
cal approaches recognize high-level activities, which are complex in nature. It has been observed 
from the literature that the hierarchical approach is well suited to recognize high-level activities 
(interactions). Thus, many researchers proposed a different level of graphical models as hierarchi-
cal HMM, semi-HMM, 2-D HMM, factorial HMM, coupled HMM, asynchronous IO HMM, 
fully connected CRF, tree CRF, hidden CRF, layered CRF, etc. The activity recognition models 
that are used in large-scale data sets are summarized in Table 12.2.
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Table 12.2 Activity Recognition Models in Large-Scale Video Data Sets

Author, Year
Learning Methods 

Used Inference Used
Activities 

Recognized

Generative Models

Hilde Kuehne and 
Thomas Serre, 2015

Combination 
of generative 

framework FV and 
Gaussian mixtures

For mice behavior, 
Bigram model—

parsing technique, 
Viterbi algorithm—

FV encoding

Activities recognized 
from the data sets:
ADL, Olympic, Toy 

Assembly, 
CMUMMAC, 
MPIICooking, 

50 Salads, Breakfast, 
and CRIM13

Jose Israel Figueroa-
Angulo et al., 2015

Compound HMM Viterbi learning 
algorithm

Sit still, stand still, 
stand up, sit down, 

walk

D. Trabelsi et al., 
2013

HMM in a multiple 
regression context—

multiple HMM 
regression (MHMMR)

EM algorithm (a) Climbing stairs 
down, (b) climbing 

stairs up, (c) walking, 
(d) sitting, (e) standing 

up, (f) sitting on 
the ground

Lasitha Piyathilaka 
and Sarath 
Kodagoda, 2013

GMM-based HMM 
model

EM algorithm Twelve unique 
activities done in five 

different 
environments: office, 

kitchen, bedroom, 
bathroom, and living 

room

Hejin Yuan et al., 
2015

Semisupervised learning: 
k-means clustering, 
skeleton features 

(cumulative skeleton 
image, silhouette history 

image)

Nearest neighbor-
based classification

Weizmann data set 
(10 basic actions): 
bend, jump, jump, 
jack, wave, wave 1, 
wave 2, side, walk, 

run

Discriminative Models

Bruce Xiaohan Nie 
et al., 2015

Spatiotemporal and/
or graph model; 

learning coarse and 
fine level 

parameters—coarse 
level—linear SVM; 

fine level—structure 
latent SVM

Dynamic 
programming

Sub-JHMDB data set: 
baseball pinch, 
baseball swing, 

bench press, bowl, 
clean and jerk, golf 

swing

(Continued)
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Table 12.2 (Continued) Activity Recognition Models in Large-Scale Video Data Sets

Author, Year
Learning Methods 

Used Inference Used Activities Recognized

Mahmoud Elmezain 
and Abdel-Rahman 
2015

Latent Dynamic 
Conditional Random 

Field (LDCRF)

Gradient ascent 
with the BFGS 
optimization 

technique

Walk, run, jog, box, 
clap, wave

Michalis Raptis and 
Leonid Sigal, 2013

Max-margin learning 
framework

Structured SVM UT interaction data 
set

Generative/Discriminative Pair

Rómer Rosales and 
Stan Sclaroff, 2006

EM Algorithm—
maximum likelihood 
parameter estimation

Deterministic 
approximation for 

inference, the mean 
output solution 

(MO)

Pose estimation

Fco. Javier Ordóñez 
et al., 2013

Hybrid scheme: ANN 
and HMM

Viterbi algorithm Leaving, toileting, 
showering, sleeping, 

breakfast, dinner, 
drink

Jonathan Lester et 
al., 2013

Adaboost algorithm—
feature extraction; 

ensemble of 
classifier—decision 

stumps 
(discriminative) and 
HMM (generative) 

EM Algorithm Sitting, walking, 
jogging, entering 
a building, driving 

a car 

Yuhuang Zheng, 
2015

Hierarchical 
classification—four 
different classifiers, 
least square support 

vector machine 
(LS-SVM) and NB 

classifier

Maximum 
likelihood 
estimation 

Ten activities, such 
as walking (forward, 

left, and right), 
walking (upstairs, 

downstairs), 
jumping, running, 
standing, sitting, 

and sleeping

Graphical Models

Ninghang Hu et al., 
2014

Latent CRF—hidden 
latent conditional 

random field (LCRF)

Max margin 
approach—learning 

parameters; exact 
inference—dynamic 

programming; 
learning—structural 

SVM

Reaching, moving, 
pouring, eating, 

drinking, opening, 
closing, placing, 

scrubbing, and null 

(Continued)
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12.10  Applications
Graphical models have been applied to a variety of domains, including text processing, computer 
vision, and bioinformatics. MRFs are used in image processing to generate textures as they can 
be used to generate flexible and stochastic image models. In image modeling, the task is to find 
a suitable intensity distribution of a given image, for which suitability depends on the type of 
application. Application of MRF includes image and texture synthesis, image compression and 
restoration, image segmentation, surface reconstruction, image registration, texture synthesis, 
super-resolution, stereo matching, and information retrieval. They can be used to solve various 
computer vision problems, which can be posed as energy minimization problems. The different 
regions have to be distinguished using a set of discriminating features within an MRF framework 
to predict the category of the region.

The different graphical structures that occur in the literature have different applications. 
One of the first large-scale applications of CRFs was by Sha and Pereira (2003) to segment noun 
phrases in text. Then, graphical models have been applied to many problems in HBA at various 
levels, including pose recognition (Rosales and Sclaroff, 2006; Eweiwi et al., 2011; Raptis and 
Sigal, 2013; Wang et al., 2013), action recognition (Lv and Nevatia, 2006; Yao and Li, 2012; 
Jain et al., 2013; Jiang et al., 2015; Lan et al., 2015), interaction recognition (Kaneko et al., 2012; 
Cho et al., 2013; Sener and Ikizler-Cinbis, 2015), behavior recognition (Lan et al., 2010, 2012; 
Elmezain and Abdel-Rahman, 2015; Nie et al., 2015; Ziaeefard and Bergevin, 2015), and many 
others.

Another application is to multilabel classification, in which each instance can have mul-
tiple class labels. Rather than learning an independent classifier for each category, Ghamrawi 
and McCallum (2005) proposed a CRF that can learn the dependencies between the variables, 
and classification performance has been improved. Finally, the skip-chain CRF is a general CRF 
that represents long-distance dependencies in information extraction. The collective activity 

Table 12.2 (Continued) Activity Recognition Models in Large-Scale Video Data Sets

Author, Year
Learning Methods 

Used Inference Used Activities Recognized

Tian Lan et al., 2012 Max-margin learning 
framework

Exact inference—
belief propagation

UT interaction data 
set (handshake, hug, 

kiss)

Takuhiro Kaneko et 
al., 2012

Fully connected 
conditional random 

field (CRF)

Gaussian kernel—
kernel parameters, 

(multiscale 
relationship)

Collective activities—
queuing, walking, 
talking, gathering, 

crossing

Sunyoung Cho et 
al., 2013

Visual and textual 
information—features 
undirected graphical 

model using 
structured learning 
with latent variables 

Nonconvex 
minization 
procedure

High five, handshake, 
hug, and kiss
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recognition problem can be solved using a new graphical CRF structure using a fully connected 
CRF using a piecewise learning model (Kaneko et al., 2012).

12.11  Performance Metrics
Every system has been evaluated using statistical metrics to measure the performance of the sys-
tem. The study of these metrics gives more details about the strength and weakness of the system. 
The performance evaluation metrics are described as follows:

True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) are called 
frame-based metrics, where,
TP – correct identification
TN – correct rejection
FP – incorrect identification
FN – incorrect rejection

Precision (Positive Predictive Value [PPV])
  Precision is defined as the number of TPs relative to the sum of the TPs and the FPs—

that is, precision is the fraction of correctly detected items.

 Precision TP TP FP= +/ ( )

Recall (sensitivity or TP rate)
Recall is defined as the number of TPs relative to the sum of the TPs and the FNs. Recall = 

TP/(TP + FN).
Specificity (TN rate)
  Specificity is defined as the TNs relative to the sum of the TNs and the FPs.

 TNR TN TN FP= +/ ( ).

 FP rate (FPR) specificity FP/ FP TN= − = +1 ( )

FN rate sensitivity FN TP FN= − = +1 / ( )

Negative predictive value NPV TN/ TN FN( ) ( )= +

Precision recall curve
The system evaluation can be done using precision and recall measures based on the cor-

rect behavior predicted. The precision and recall curve identifies the system that maximizes 
recall for a given precision.

F-Score
  The F-score can be used as a single measure of performance test for the positive class. The 

F-score is the harmonic mean of precision and recall and is given as

 F-Score Recall Precision / Recall Precision= +2 * ( * ) ( )
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Accuracy
Accuracy is defined as the sum of the TPs and the TNs relative to the total number of 

ground truth objects. This is a measure of the actual performance of the system with regard 
to both correctly detecting and correctly rejecting target behavior.

 Accuracy TP TN / TP TN FP FN= + + + +( ) ( )

Some of the metrics play a major role in measuring performance of the HBA system. The 
extracted features have been used in the experiments to analyze the behavior of the person. 
Receiver Operating Characteristic (ROC) and Correct Classification Rate (CCR) are some 
of the important metrics that are defined below, and the performance metrics that are used 
in recent research are tabulated in Table 12.3.

ROC Curve
  HBA performance is evaluated using ROC curve. The ROC curve denotes a trade-off 

curve between a FPR and TP Rate (TPR) in the x- and y-axes, respectively, when the accep-
tance threshold is varied by a receiver.

Correct Classification Rate
  The CCR is defined as the rate at which the correct behavior recognition is done by the 

system.

12.12  Case Study: HBA Using Neurofuzzy Systems 
(Acampora et al., 2015)

This chapter has been especially devoted to the study of HBA. The authors intended to design a 
new architecture to recognize human behavior in normal and abnormal situations from videos. 
The uncertainty and vagueness of the video data becomes difficult to analyze, and it is hard 
to design and develop from everyday human activities. In order to overcome this difficulty, the 
authors (Acampora et al., 2015) propose a novel hybrid architecture, an HBA model with different 
computational intelligence methodologies. This HBA model provides more scalable and effective 

Table 12.3 Performance Metrics Used in Recent Research

Reference Performance Metrics

Acampora et al., 2015 Precision, recall, F-score, ROC curve

Sener and Ikizler-Cinbis, 2015 Accuracy

Fahad and Rajarajan, 2015 Precision, recall, F1-score, accuracy

Kapsouras and Nikolaidis, 2014 Correct classification rate (CCR)

Yu et al., 2014 Mean average precision, accuracy

Ordóñez et al., 2013 F-measure, precision and recall

Cheng, 2013 Precision, recall, F1-score, accuracy

Lester et al., 2013 Precision and recall
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behavior detection. The effectiveness of the system has been tested using the CAVIAR data set. 
The system can recognize the normal and abnormal behavior of the person in the ATM scenario. 
The behaviors, such as meeting, walking, money withdrawing, bag leaving, and fighting, are rec-
ognized using the system.

The behavior learning has been done using a combination of the Time Delay Neural 
Networks (TDNN) and a Fuzzy Inference System (FIS). The novel hybrid architecture has 
been modeled using lower and higher layers. The lower layer is based on the TDNN, and 
the higher layer is based on the fuzzy inference engines based on the tracking algorithm. The 
primitive behaviors, such as walking, running, stopping, and loitering, are recognized from 
the tracking algorithm data in the lower layer. From these primitive behaviors, a context-aware 
process has been added using fuzzy inference engines, and high-level behaviors, such as meet-
ing, walking, money withdrawing, and dangerous situations, are recognized in an effective 
manner.

The features, such as horizontal position, vertical position, and speed, are given as input to the 
channels 1, 2, and 3. TDNN has been designed in such a way that it has two hidden layers, and 
each layer has 15 neurons. FIS has been designed using contextual rules that provide contextual 
features. Assuming both O1 and O2 are humans, the contextual rule is given as

IF (distance O1; O2 is small) AND (loitering1 is yes)
AND (loitering2 is yes) THEN (output is fighting)

The labels are represented as distance O1; O2; loitering1; loitering2 and output, respectively, 
the distance between the human O1 and the human O2, the micro behavior related to the human 
O1 is loitering, the micro behavior related to the human O2 is loitering, and the inferred group 
behavior is fighting in this case. The performance of the system has been measured using precision, 
recall, F-score, and accuracy of the behavior detector.

12.13  Conclusions
In this chapter, the problem with respect to the learning method in large data sets from big 
video data has been discussed. Mainly, this work focuses on the different learning approaches 
that can handle big video data synchronously. Performing classification of such data sets requires 
techniques that limit access to the secondary storage in order to reduce substantially the overall 
execution time. Big video data in the context of a smart environment aim to improve accuracy 
in HBA. In learning large and entire data sets, classification or learning techniques are used. The 
generative model, discriminative model, imitative or paired model, and graphical model are used 
based on the applications. The pros and cons of each learning techniques are discussed. Features 
that link the observations to transitions or incorporate observations from several time steps are 
often required for good classification accuracy in activity recognition tasks. As a model, CRFs 
do not make independence assumptions between the observations; they can link a particular 
observation (or any function computed on the observation sequence) to state transitions, and 
as discriminatively trained models, they will often have lower error rates than the correspond-
ing generative model. It is then identified that conditional random fields are suitable models for 
large-scale data.
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Abstract

In the information era, people’s lives are deeply impacted by IT due to exposure to 
social networks, emails, RSS feeds, chats, white papers, web pages, etc. Such data are 
considered very valuable for companies nowadays since they will help them improve 
their strategies, for example, by analyzing their customers’ trends or their competitors’ 
marketing interventions. Several decisional tools have been developed in the past few 
years, but they still faced a big challenge. Being mostly based on relational databases, 
it was di�cult to use them to analyze unstructured data, which represent nowadays 
more than 85% of the available data. �us, there is a rising need for a suitable manage-
ment process for unstructured data through collecting, managing, transferring, and 
transforming them into meaningful informed data. In this chapter, we explore a new 
analytical model of big unstructured data for the competitive intelligence system XEW.

13.1  Introduction
People nowadays rely on information technologies in their everyday lives, resulting in petabytes of 
shared data. �is can present a huge opportunity for companies in order to evolve and improve their 
presence in the market as well as their strategy as a whole. �e use of traditional decision tools, mostly 
based on relational databases, has shown its limits in analyzing such data. According to Merrill Lynch, 
more than 85% of all business information exists as unstructured data commonly appearing in emails, 
memos, notes from call centers and support operations, news, user groups, chats, reports, letters, sur-
veys, white papers, marketing material, research, presentations, and web pages (Blumberg and Atre 
2003). Plejic et al. (2008) claimed that unstructured data are often part of a document’s text body, 
content not included in structured data management systems. Common examples in which we can 
�nd unstructured data are emails, maps, reports, contracts, images, movies, spreadsheets, web con-
tent, and presentations. As we can see, unstructured data also come in di�erent forms. �us, the user 
will encounter many issues in handling these data that will require extra programming and coding 
(Yafooz et al. 2011). In this study, we explored several ways to deal with unstructured data, which all 
agree on the necessity of extracting the data and structuring them for later use. �en, synthetic infor-
mation often takes a relational form based on the connections between actors, semantic networks, etc. 
Representing this information as a graph may ease its analysis for nonexperts since understanding a 
network’s (graph’s) structure helps  in understanding the way its components interact.

It is worth mentioning that visualization in existing systems is not satisfactory when it comes 
to readability; it would be in the global structure or in the detailed analysis of local communities, 
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especially when it comes to complex networks. Two approaches may be chosen: simplifying the net-
work to a reduced graph in which each node represents a group or exploding the graph into subgraphs.

�is new approach we have adopted in our competitive intelligence system XEW resides in 
incremental clustering. �is technique helps to represent each class by its most signi�cant node. It 
is modi�ed in order to randomize the number of classes. Yet it is not su�cient when it comes to 
evolving data. �e total graph can be divided into several period graphs when the time dimension 
is taken into account. With these two solutions, each class may �rst be analyzed separately on the 
reduced graph and then on a speci�c time slice.

�e rest of the chapter is structured as follows: Section 13.2 presents the problem of Big Data; 
Section 13.3 discusses the methods of managing unstructured data, and Section 13.4 introduces 
the approach proposed in our solution, the competitive intelligence system XEW in mining and 
visualizing unstructured data. In Section 13.5, XEW will be tested in a case study in which we 
will extract up-to-date data from the online database BioSpace and visualize the strategic alliances 
between biotechnology companies.

13.2  Big Data
�e growing amount of data has made researchers as well as professionals set standards de�ning what 
we call Big Data (Zikopoulos et al. 2012). Until recently, this trend has been de�ned as in Figure 13.1.

�is model has been extended to 5 Vs more recently, which was explained by Lomotey and 
Deters (2013) as follows:

 ◾ Volume: �e actual size of data keeps growing at an exponential rate. It is believed that the 
amount of data produced within the last two years is more than the total electronic data 
ever created.

 ◾ Variety: �e data being generated come in heterogeneous formats and from multiple sources. 
Besides, the data have no standard schema to contain semistructured or unstructured data.

 ◾ Velocity: �e concept of data sets (batches) is very fast moving to data streams due to the 
speed of data coming in and going out.

 ◾ Value: To remove the frequent confusion in the de�nition of the value between either qual-
ity or cost, Lomotey and Deters (2013) have identi�ed it as the cost, adopting the fact that 
enterprises are in possession of various data that have di�erent price values.

 ◾ Veracity: Getting the “noise” out of the data will guarantee its quality and will make sure 
that the data we get are what we want.

Big
Data

Variety

VelocityVolume

Figure 13.1 Initial 3 Vs of Big Data.
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13.3  Significance and Methods of Managing Unstructured Data
Today’s business routine cases require analyzing gigabytes of documentary data (Big Data) on a 
daily basis. �e need arises due to these facts (Geetha and Mala 2012):

 ◾ 80% of all entity data are unstructured.
 ◾ �e amount of unstructured data is doubling every 2 months.
 ◾ A computer’s inability to manage content-based data still remains a problem.
 ◾ Most sophisticated arti�cial intelligence tools are still unable to realize proper analysis.
 ◾ Text analysis technologies seem better at data reduction than actual data analysis.

In this section, we present several methods of managing unstructured data, especially textual and 
image data.

13.3.1  Using Relational Databases

�e relational database management system (RDBMS) has a powerful and robust data structure 
for managing, organizing, and retrieving structured data (Doan et al. 2009), which has made 
it the most preferred way to manage data in the business world for more than 30 years. Yet the 
exponential growth of unstructured data has made it di�cult for the RDBMS to keep up with it 
since, besides their enormous size, they come in di�erent shapes and store the data without any 
constraints or rules, such as textual documents in directories, emails, reports, and online news 
articles. Gupta and Lehal (2009) pointed out that 80% of information is often stored in text docu-
ments, thus the urgent need for a suitable management process for unstructured data.

Most of the techniques proposed so far are based on mapping the unstructured data to struc-
tured data.

Abdullah and Ahmad (2013) suggested that this mapping should be according to the follow-
ing four steps:

 ◾ Extraction: �is is about identifying the format and source of unstructured data. It has two 
main activities:
– Entity extraction: �is is the process of extracting entities found within unstructured 

data, such as names, dates, places, etc.
– Fact extraction: �is is the process of understanding the information about the facts 

from the unstructured data (contacts, issues, content, etc.), which is important for inte-
gration purposes.

 ◾ Classi�cation: �is is a process in which unstructured data are classi�ed or categorized 
according to the nature and format of the same group. Four main data classes have been 
identi�ed (text, image, audio, and video).

 ◾ Repository development: �e main activity in this process is the preparation and development 
of individual repositories to store all identi�ed unstructured data.

 ◾ Data mapping: �is has two main activities:
– Preparation of the subject: �is comes from the study of the business needs and the orga-

nizational interests.
– Mapping: �is requires involving metadata as a linkage to create an association between 

unstructured data with the thematic topic. �e content of the metadata is de�ned earlier 
based on the organizational needs.
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Meanwhile, Yafooz et al. (2013) pointed out three methods for managing unstructured data using 
a relational database approach: by creating a database schema, by developing a new data model, 
or by query search.

13.3.1.1  Database Scheme

A database scheme is a description of the entities in a database.
Mansuri and Sarawagi (2006) have proposed a technique that establishes a connection among 

unstructured data in a relational database. �eir technique is based on two stages: First, the named 
entities are extracted. Second, the extracted entities are matched with an entity that already exists 
in the database table or in the same table.

Similarly, Tari et al. (2010) have proposed an intermediate repository for an incremental infor-
mation extraction framework with an RDBMS to avoid repeating several information extraction 
processes in biomedical textual articles. Figure 13.2 shows the system architecture of an incremen-
tal repository.

Chu et al. (2007) developed an extraction architecture based on a database scheme that incre-
mentally extracts structured information from textual data for further queries.

13.3.1.2  Data Model

A data model is a data structure used to organize data. Doan et al. (2009) have introduced the 
unstructured database management system (UDMS), which is based on a data model called 
data generation and exploitation (DGE). DGE interacts with three main elements: system, data, 
and users. Liu et al. (2011) developed an advanced unstructured data repository (AUDR), which 
focuses on managing multimedia �les based on a tetrahedral data model.

Commercial database vendors have two methods:

 ◾ Traditional: Storing textual data in a variable with a link to the �le stored separately
 ◾ Modern: Introducing binary large objects (Oracle) and �le streams (Microsoft)

Text
processor

Index
builder 
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Query
translator

Filter

Parse tree
database

Inverted
index

SQL
query

Filtering

query

EntitiesText
documents

PTQL query
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Figure 13.2 System architecture of incremental repository.
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13.3.1.3  Query-Based Approach

�is is a front-end database technique used to retrieve data from a text database.
�ere are attempts to run SQL queries on unstructured data (extract then query, query then 

extract, and keyword search).

 ◾ Extract then query: �is is an o�ine process that focuses on extracting structured data from 
text �les, then storing them in the database.

 ◾ Query then extract: �is retrieves only the relevant document.
 ◾ Keyword search: �is is utilized to search for a term or a word in a text document or a search 

engine.

13.3.2 Using XML

Abidin et al. (2010) have proposed an approach for capturing unstructured data in web pages, 
classifying them, transforming them into XML format, and then saving them into a multimedia 
database. �eir prototype was built based on a framework of �ve layers:

 ◾ User.
 ◾ Interface: �is is an interaction medium between the source and the user that allows manip-

ulating the data in the web page.
 ◾ Source: �is consists of a huge amount of useful data in the form of structured, semistruc-

tured, or unstructured web pages.
 ◾ XML: In this layer, the results of the classi�cation process will be placed into a structured 

XML document.
 ◾ Storage: �e storage system used in this layer is a multimedia database.

�ey have considered classi�cation as the most important step in the process, especially when it 
comes to the data extraction. �ey have identi�ed four classes (text, image, video, and audio), and 
each of these classes has several subclasses, which represent the detailed category of particular data.

�e classi�cation process was based on the DOM tree technique in order to �nd the correct 
data in the HTML document. Some of the unnecessary nodes, such as script, style, or other 
customized nodes, were �ltered, which has minimized the unnecessary information during the 
extraction process.

13.3.3  Using NoSQL

NoSQL is a new generation of database management systems introduced to solve the problems 
and limitations of RDBMS, such as performance and managing large amounts of data. �ey are 
designed to be implemented in a distributed environment; the workload is thus divided among 
several machines.

It is worth considering that although Yafooz et al. (2013) have considered NoSQL management 
systems, they are still unable to replace the RDBMS since their databases lack the most important 
database properties, namely being atomic, consistent, isolated, and durable (ACID). �e data-
bases known as ACID are guaranteed to achieve successful database transactions. Sequeda and 
Miranker (2012) add to that the fact that NoSQL databases are products of di�erent vendors, so 
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their query styles vary, and in order to aggregate the data from all of these sources, a mash-up 
service has to be deployed, obliging the developer to study di�erent API and deal with di�erent 
structures of returned data.

On the other hand, Lomotey and Deters (2013) believed in the potentials of NoSQL and sug-
gested that it just needs proper data mining tools based on it. �ey have proposed a tool based on 
two algorithms: parallel search and bloom �ltering.

13.4  Mining Unstructured Data Approach 
in the Competitive Intelligence Systems XEW

After the great number of strategic analyses that we have already conducted using the software 
Tétralogie and Xplor V1, we realized that the �nal users of analysis products need, along with the 
macroscopic view, some microscopic analyses on the already identi�ed elements (competitiveness, 
markets, new products or processes, potential partners, etc.) or to discover others. In hindsight, 
many experts or decision makers need more details on the traditional elements of their environ-
ment, especially concerning their speci�c vocabulary, the actors and markets around them, as well 
as the alliances they plan.

So what we propose is to keep adopting the proposed Xplor model and to complete its macro-
scopic analyses by an advanced online model XEW that enhances the obtained information using 
statistical overlaps, incremental classi�cations, or multidimensional analyses. Our goal is to favor 
the information’s extraction according to the general context and nonexclusively by decrypting the 
contents of separate documents. �is makes it possible to retrieve, from a known element (actor, 
keyword), all or some of its related information (teams, collaboration, concepts, rises, associate 
keyword, etc.) using advanced �ltering concepts.

�e XEW prototype helps running strategic analyses on information corpuses coming from 
various sources, such as online bases (scienti�c publications, patents, portals, directories), CDs, 
the visible and invisible web, newspapers, internal bases, RSS feeds, social networks, etc., and 
gives the decision makers the possibility to run their own investigations without the assistance of 
a senior analyst or expert.

Its applications are very diverse:

 ◾ Identi�cation of themes and actors in the �eld
 ◾ Demonstrating development and cooperation strategies
 ◾ Proposing scenarios for the technologic evolution (innovation)
 ◾ Extracting weak signals
 ◾ Consulting updated information in real time thanks to the web services
 ◾ Make-up “�eld” information during salons, customer visits, or meetings
 ◾ Asking for urgent speci�c information to be online

�e CI model XEW relies on a four-level decisional architecture, presented in Figure 13.3:

 A. XEW Sourcing Service (XEW-SS)
  �is service allows searching, collecting, and processing the data from di�erent sources. 

�is requires consideration of a multimodal fusion able to consider the heterogeneity, 
the imprecision, and the uncertainty of multisource data. �is fusion awareness ensures 
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mastering the knowledge and the information and, consequently, eases the decision making. 
XEW-SS processes the information heterogeneity from di�erent sides:
– Semantic content: scienti�c, technical, etc.
– Structural: from highly structured (patents) to unstructured (emails)
– Language (multilingualism): Chinese, Arabic, etc.
– Support format: Word, HTML, PDF, etc.
– Size: de�nition of the information unit to be analyzed (information granularity)

  �is architectural level’s objective is to provide a complete description of the multisource 
data process. �e techniques used in this level rely on web services dedicated to every source 
of information.

 B. Meta-Model of Unstructured Data
  �e multidimensional model aims to identify all the relationships of existing dependences 

between di�erent variables from the subject of analysis. �ese relationships are de�ned by 
co-occurrence matrices, which indicate the simultaneous presence of the methods of two 
qualitative variables in a document.

  We have altered these matrices by introducing a third temporal variable (year, month, 
days, hours), which consists of indicating the presence of a certain relationship in a certain 
moment.

Example. Figure 13.4 presents a formed multidimensional presentation of collaborations 
between scientists in cells and of three edges graduated respectively according to the sets of 
their research themes, the organizations they are a�liated to, and the publication dates of their 
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Figure 13.3 XEW architecture.
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respective articles. �is presentation is not limited to three axes but spreads into a meta-meta-
model in which the number of axes is able to go to several tens.

13.4.1  Homogenization of the Information Sources

�e �nal objective is to obtain a uni�ed view over the collected sources, which will be used 
throughout the process of analysis. �is view must be

 ◾ Homogeneous: shared by the various data whatever their sources
 ◾ Reduced: to facilitate and accelerate the treatment of information
 ◾ Able to facilitate the analysis of any type of information and to restore it within very short 

times in order to answer to the competitive intelligence requirements

�is uni�ed view associated with the targeted corpus corresponds to a logical structured represen-
tation, presenting its whole collection in the form of a warehouse of strategic data.

�e data homogenization process is described in Figure 13.5.
�is service is a storage space called “XEW Data Warehousing Services – XEW-DWS,” which 

allows, on its �rst level, to have a uni�ed view of the target corpus, extraction, and storage of 
incoming data, would they be structured, semistructured, or unstructured and represent them a 
multidimensional form. �e second level is about the data warehouse creation processes from the 
classical SQL to NoSQL (MongoDB, Neo4j, GraphDB, HBase, etc.).

13.4.2  XEW Big Data Analytics Service (XEW–BDAS)

�is service allows making multidimensional analyses by adapting data mining algorithms to Big 
Data. It is based on the parallelism of the algorithms developed in the XEW system as well as 
other open-source tools, such as Weka or R.
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13.4.2.1  Graph Visualization in CIS XEW

Competitive intelligence (CI) is a set of coordinated actions of search, treatment, and distribution 
of useful information helping stakeholders in the process of decision making. In the opposite of 
industrial espionage, CI is a legal process of competitiveness in which the source of information is 
the external business environment.

�e concept of CI is a bit wide, and it is necessary to de�ne a speci�c framework based on 
a multidisciplinary approach. In our research team, we de�ne the CI process according to three 
concepts:

 ◾ Strategic analysis: De�nes the information needs of a company on its environment in order 
to ease decision making.

 ◾ Environment analysis: �e process of collecting, treating, analyzing, and di�using the use-
ful information in order to respond to the expressed needs.

 ◾ Information system: Used as a support to the activities of data collection, analysis, and 
reporting.
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Graphs are considered among the most powerful tools when it comes to visualizing trends. �ey 
can display any type of information and thus can respond to the needs of competitive intelligence.

It is worth mentioning that, opposite to the typical business intelligence (BI) graphs, which are 
based on structured data, CI graphs are based on unstructured, even massive, data. �is makes it 
necessary to de�ne layout algorithms or solutions that may be able to visualize a large amount of 
data and, in other words, large graphs.

A study conducted by Hu and Shi (2015) has proven several techniques of large graph visual-
ization and categorized them into four di�erent major models:

 ◾ Spring–electric model: �is model includes force directed placement along with the algo-
rithms deriving from Eads’ work (1984). When it comes to visualizing massive data, FDP 
tends to fall into local minima due to the great amount of nodes and the repulsive charges 
they emit. Several solutions were proposed in order to address this problem, especially the 
approaches of Tunkelang (1999) and Quigley (2001) along with the multilevel approach in 
which a sequence of smaller and smaller graphs is generated from the original graph. Every 
one of these graphs captures the information concerning the connectivity of its parent. Once 
the smallest graph possible is generated, it gets re�ned and adjusted.

 ◾ Stress model: In this model, instead of minimizing the attractive or repulsive energy within 
nodes, we try to minimize it within the edges (represented as springs). As an example, Kamada 
and Kawai (1989) have proposed an algorithm that minimizes the stress energy within the 
edges by bringing the distance between the nodes to the ideal length of the spring connect-
ing them, and because the latter depends on the distances between all the couples of nodes, 
they should all be calculated by �nding the shortest paths between all these couples. In this 
case, scaling would be extremely expansive. Several teams tried to solve this problem, such as 
Hadany and Harel (2001), who proposed a solution to improve the speed of the Kamada–
Kawai (1989) algorithm by accelerating its convergence, and Gajer et al. (2000) have proposed 
a multilevel approach similar to this one.

 ◾ High dimensional embedding: �is algorithm, also known as (HDE) a�ects coordinates to 
nodes in k-dimension space, then projects it into a regular 2-D or 3-D space.

 ◾ Algorithms based on the spectral information of the Laplacian: Hall (1970) remarked that sev-
eral node positioning problems could be brought back to problems of de�ning positions 
which would minimize the weighted sum of the squared distances between the nodes. Hu 
and Shi (2015) have mathematically represented this proposition using this notation:

 

w x x xij i j

i j

k

k

V
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where xi is the 1-D coordinate of the node i.
  �is function can also be rewritten as
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w
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such as x = {x1, x2,…,x|V |} and Lw is the weighted Laplacian matrix.
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�e solution x to this minimization problem is the eigenvector, which has the smallest 
positive eigenvalue of the weighted Laplacian matrix (Lw).

  Koren et al. (2002) have proposed an algorithm that brings a quick solution to this 
problem based on a multilevel approach, but it still keeps the weakness of Hall’s algorithm 
regarding sparse graphs.

In XEW, massive data are collected, analyzed, and organized according to the steps mentioned 
above. �e connected data are later �ltered and stored in a graph-oriented data mart, which will 
be the source of our graphs.

13.4.3  Graph Visualization

According to Purchase (1998), a well-spread graph should provide an explicit vision of the relation-
ships between the presented entities, which may help the decision maker have a quick understand-
ing of the graph and extract the useful information from it.

In order to respond to this growing need, several graph representations (or layouts) have been 
suggested. Tutte (1963), as one of the pioneers of this �eld, proposed to lay down the �rst nodes 
on a plan, then the later ones on the barycenters of their neighbors. Eads (1984) has suggested a 
model called the “spring layout” in which the nodes are given an initial positioning and then the 
edges (represented as springs) would bring the nodes back to an equilibrium position correspond-
ing to a global energy minimum. �is work was improved later on by Fruchterman and Reingold 
(1991), who introduced the force directed placement (FDP) in which the attractive force of the 
spring between two neighboring nodes is proportional to the squared distance between them. �e 
attraction force is then expressed as

 
F d n n

Ka = −
2

1 2( , )  (13.3)

where K is a parameter related to the nominal edge length of the �nal layout.
On the other hand, the repulsive force between any nodes on any other node is inversely pro-

portional to the distance between these two nodes. It is expressed as

 
F K

d n nr = −
2

1 2( , )
 (13.4)

Fruchterman and Reingold thought later about reducing the complexity of this algorithm by 
partitioning the drawing space into a cell grid in order to calculate the local repulsive energy 
between nodes in a neighboring cell. �is procedure could cause several calculation errors because 
it neglects the repulsive forces that may exist between non-neighboring nodes.

Tunkelang (1999) and Quigley (2001) could �nd a solution to this problem by introducing 
quad trees. A quad tree is a grouping of nodes that could be presented as a “supernode” with which 
we can approximate the total repulsive force of the nodes it contains. If a group of nodes is far 
enough from a certain node, the group of nodes is then considered a supernode. Other methods 
were proposed, such as minimizing the spring energy between links, etc.
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13.4.4  Benchmarking

Several trials for algorithms have been launched in order to have a better graph visualization in a 
CI context, but those which attracted our attention were Gephi and VisuGraph.

13.4.4.1  Gephi

Gephi (Jacomy et al. 2014) is free software for analyzing and visualizing data in the form of graphs. It 
helps you get maximum information from the data, isolate their most important factors, detect incon-
sistencies and errors, etc. It imports data from di�erent sources and displays them in the form of graphs.

�is tool comes as an executable and o�ers a plug-in management system, programming APIs, 
and a graph visualization based on the most common algorithms.

�e main visualization algorithm adopted by Gephi as mentioned in Jacomy et al. (2014) is 
ForceAtlas 2 (FA2). It is a force directed layout (FDL) algorithm developed by the Gephi team. It 
simulates a graph as a physical system in which nodes repel each other (repulsive force) while links 
attract back the connected nodes (attraction force).

�e basic expression of the attractive force (Fa) between two connected nodes, according to 
the model adopted by the Gephi team, is equal to the distance between these nodes, which would 
be represented as

 
F d n na = ( )1 2,

 (13.5)

�e repulsive force (Fr) between two nodes, according to the same model, depends on the node 
degrees. �is allows the highly connected nodes to be more centered, and the less connected ones 
(called leaves) are repelled to the suburbs. �e repulsive force is expressed as
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 (13.6)

Kr can be �xed by the settings and the (+1), di�erent from Noack’s expression (Noack 2007), which 
is added in order to make sure that even the nodes with a zero degree can have a repulsive force.

�e combination of these two forces creates a movement that converges to an equilibrium posi-
tion, which would help in interpreting the data. A node’s position depends on the other nodes and 
on the links connecting it with them. �is algorithm eases the visual interpretation of the data 
structure under study. However, it does not take the nodes’ attributes under consideration during the 
positioning process, which would be a problem if those attributes were actually meant to be initial 
coordinates. Figure 13.6 displays a person’s friendship network on Facebook visualized using Gephi.

13.4.4.2  VisuGraph

VisuGraph (Loubier 2009) particularly interested us by its approach regarding mass data visual-
ization. �is approach can be subdivided into two principal axes (Figure 13.7):

 ◾ Graph visualization
 ◾ Evolutionary aspect: By taking the time variable into consideration while drawing the graph
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a. Graph Visualization
  Loubier has proposed a slight modi�cation of the FDP by setting the attraction and 

repulsion forces as follows.
�e attraction force:

 
F u v d

Ka
uv

a

( ), * = β α

 (13.7)

where β is a constant parameter; duv is the distance between the nodes u and v; αa is a param-
eter  used to increase or decrease the attraction between the two precited nodes; K is 

calculated according to the dimensions of the drawing space: K
L l
N

= 
*

; and L is the 
window’s length, and l is its width.

�e repulsion force:
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(13.8)

Figure 13.6 A person’s friendship network on Facebook displayed using Gephi.
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where c is a constant parameter; and αr is a parameter used to increase or decrease the repulsion 
between the nodes u and v.

 b. Evolutionary Aspect: Time Slices
  Loubier has remarked that when the analysis is time-dependent, a graph can send mixed 

signals or mis-interpretable information. �us, she proposed a graph presentation based on 
“time slices.” Every slice represents a certain period of time.

  Taking the temporal dimension into account, the graph visualization goes in two steps:
– First, a global graph of all periods concerned is drawn.
– Second, some virtual nodes representing the time slices are scattered in the drawing 

space, and the graph nodes are positioned near the virtual nodes, which represent the 
time slice they belong to.

13.4.5  XEWGraph

Our team has introduced XEWGraph, a new module for the CI system Xplor EveryWhere dedi-
cated to visualizing Big Data in the form of graphs representing, for instance, social networks, 
semantic networks, or even strategic alliance networks.

Our main objective with this tool is to give the decision makers a better user experience when 
it comes to large graph visualization. �us, we have adopted several di�erent approaches in our 
work.

2008–9 2005

2007 2006

Figure 13.7 Screenshot of VisuGraph.
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First, we adopted the FDP as de�ned by Fruchterman and Reingold (1991), and we improved 
it using an approach inspired by the hypergraphs as explained in Boulouard et al. (2015), which 
gave us an “out of the box” categorization.

�e need for that approach came from the fact that XEWGraph, being a part of Xplor 
EveryWhere, which is web- and mobile-oriented, has su�ered from many problems when the 
graphs get larger.

�e hypergraph approach has helped for sure, but it was not enough. For that reason, we pro-
posed an amelioration in which we couple it with a multilevel approach similar to the ones pro-
posed by Tunkelang (1999) and Quigley (2001) so that the nodes would be clustered or expanded 
according to the hyperedges they belong to and, in other terms, to their categories.

Figure 13.8 describes a clustered (a) then expanded (b) hypergraph representing the collabo-
ration between research teams that have published papers within previous editions of the collo-
quium on Scienti�c and Technological Strategic Intelligence (Boulouard et al. 2015).

�is approach gave us two advantages: �e �rst one is to be able to draw a smaller graph with 
a general view and then have a deeper view on more speci�c details according to the decision mak-
ers’ needs. �e second advantage is the ability to display these graphs within smaller screens, such 
as smartphones.

Loubier’s work on the “time slices” inspired us to come up with another approach when it 
comes to taking the time variable into consideration. Indeed, we proposed a slider that gets the 
time periods from the data and then takes the decision maker on a “time travel” as he or she slides 
through the time periods, which will give him or her an idea of the evolution of, for example, the 
collaboration between research teams throughout the last decade.

In Figures 13.9 and 13.10, you see screenshots of the previous graph with a time slider but 
taken from smartphones.

Another approach was adopted in order to improve the execution of the FDP within 
XEWGraph, which is prepositioning. Indeed, if the server gives the nodes some coordinates that 

(a)

(b)

Figure 13.8 Clustered (a) then expanded (b) hypergraph.
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would bring them to a close to best position, it would ease the FDP’s process, which is executed 
client-side, and have a better visualization.

�e proposed prepositioning method is a hybridization between the FDP and the genetic 
algorithm by taking as a �tness evaluation criterion the minimum of the spring electrical model’s 
global energy function, as de�ned by Noack (2004):

Figure 13.9 The global graph.

Figure 13.10 The graph situation in 1998.
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where x is a vector of nodes, xi and xj are nodes of x, and K is a parameter related to the nominal 
edge of the �nal layout.

�is prepositioning approach made us go further by adding a third coordinate and thus propos-
ing a 3-D representation of our graph by taking advantage of the WebGL engine as in Figure 13.11.

13.5  Case Study: Strategic Alliances 
between Biotechnology Companies

�is case study introduces an experiment made by our research team in order to evaluate the per-
formances of the competitive intelligence system XEW.

In this experiment, we extract up-to-date data from the online database Bio Space, analyze them, 
and then visualize the current strategic alliances between world-leading biotechnology companies.

13.5.1  Bio Space

Bio Space is a leading online resource dedicated to health-related news. For more than 30 years, 
Bio Space has provided quality information for professionals in the biotechnology and pharma-
ceutical industries. In addition, Bio Space o�ers a means of communication between business and 
scienti�c leaders in the biopharmaceutical market and allows them to stay up to date with the 
latest discoveries regarding the matter.

Figure 13.11 Screenshot of the 3-D graph.
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�e platform BioSpace.com provides daily biotechnology-related news feeds. �ese feeds will 
be the data sources on which we will perform our tests.

13.5.2  Data Extraction and Storage

�e �rst step is the data collection. It is ensured by the XEW sourcing service (XEW-SS). �is 
service starts by comparing the structure of the news feed with the essential data that the user 
needs to extract. It then provides a model of the needed data. �is model is later transferred to the 
XEW-SS scraper, which will extract the data accordingly.

In our case, the information needed will be the biotechnology companies’ names, the strategic 
alliances between them, and their dates of occurrence. �e resulting model will contain those vari-
ables, and the scraper will extract the data related to these variables and discard the unrelated data.

�e collected data are converted into JSON, the uni�ed communication medium between XEW’s 
di�erent services, and then transferred to the second step of the process, the storage. It is ensured by 
the XEW data warehousing service (XEW-DWS). �is service will store the data in its NoSQL data 
warehouse. In our case, the expected data are related, so the data warehouse will be a graph-oriented 
one, which will ease the communication with the XEW graph visualization service (XEWGraph).

13.5.3  Graph-Oriented Data Visualization

�e �nal step is the data visualization. In our case, we need to visualize the strategic alliances con-
necting biotechnology companies. �e best method to represent this connection is through a graph in 
which the nodes represent the companies and the links represent the strategic alliances between them.

XEWGraph will read the data stored in the data warehouse through the JSON communica-
tion medium. After that, it will visualize the related graph according to the user’s preferences, 
ranging from 2-D to 3-D, global or time-sliced graphs.

Figure 13.12 presents the 3-D global graph describing the strategic alliances between biotech-
nology companies up to May 20, 2016 (the date of the experiment).

Pause

Figure 13.12 Screenshot of the 3-D graph.

http://www.BioSpace.com
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�e users can activate or deactivate the rotation of the 3-D graph using the “play/pause” toggle 
button and can zoom in or out of it using their mouse wheel or simply their �ngers if they were 
using their smartphone or tablet.

13.6  Conclusion and Future Research
�is chapter has provided a study on the state-of-the-art methods concerning mining unstruc-
tured data and large graph visualization. It has also described the current works led by the 
XEW research team regarding the matter, by way of explanation, the competitive intelligence 
system XEW. �is system operates according to four principal steps, each with a dedicated 
service:

 ◾ XEW sourcing service (XEW-SS): �is allows searching, collecting, and processing the data 
from di�erent sources.

 ◾ XEW data warehousing services (XEW-DWS): �is brings a uni�ed view of the target cor-
pus and then, creates a data warehouse accessible from the analytics and visualization 
services.

 ◾ XEW big data analytics service (XEW-BDAS): �is allows making multidimensional analyses 
by adapting data mining algorithms to Big Data.

 ◾ XEW graph visualization service (XEWGraph): �is allows visualizing Big Data in the form of 
graphs representing, for instance, social networks, semantic networks, strategic alliances 
networks, etc.

�is chapter has also introduced a case study representing the performance of XEW. In this 
case study, we have presented the ability of XEW to extract up-to-date data from the BioSpace 
online database, analyze their contents, and then display the current strategic alliances between 
biotechnology companies as a 3-D graph.

Future works on the competitive intelligence system XEW will include enhanced clustering 
and analysis processes, an improvement in the data collection process, as well as more re�ned large 
graph visualization.
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