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A cocktail of control, computing
Together with software and sensing,

Considered the latest boom,
Was tasted by a man in a room

While wireless nets he was using.

The man was sipping the beverage
By using the wisdom of his age.

He said that something was missing:
A book taking care of the fixing!

And this was well worth his wage!

– GF
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Foreword

As president and CEO of the Italian industry holding FINMECCANICA,
I am elated to introduce this book on wireless communication, which
collects the edited lectures of a summer school sponsored by FINMEC-
CANICA in the beautiful frame of the Capri island, Italy, in the fall
of 2004. The book chapters are authored by prestigious names in the
realm of the pertinent scientific arena.

As testified by its title, the book is characterized by an integral
vision of wireless communication, from the physical layer to com-
munication, computing, sensing, and control. I believe that this is
the modern, right approach to present this material for the benefit of
all the readers, spanning the academic world to the industrial envi-
ronment. Information transfer is a key element in the structure of
our society. The next step is its full integration with remote sensing,
data access, real-time processing, and up to the final stage of far-away
physical actions implementation.

The modern science was born with the experiments performed and
the mathematical models developed by Galileo and Newton. The phys-
ical science emerged as a very important component of our society.
Physicists were developing theories and models of natural phenom-
ena, and a new segment of the civil society, the engineers, made
use of above results and accomplishments to construct machineries,
build up products, and provide services, thus usually rendering peo-
ple’s life more productive, rich, and enjoyable. But in the middle of
the last century a novel and unique happening took place: engineers
and not physicists created a novel branch of scientific knowledge, the
communications discipline, and subsequently exploited its practical
implementation. The first accomplishments were made by Shannon
in the United States and Kotelnikov in Russia, creating the Infor-
mation Theory and developing its implications and measurements
concepts. Then, a full array of hardware components and software
codes were developed and installed to synthesize wired and wireless

xv
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communication networks, vessels of the information blood of our
society. As an electronic engineer myself and president and CEO of
FINMECCANICA, with its over 8,000 engineers and 10,000 techni-
cians, we are all very proud of all this.

We are now at the step of a further quantum leap: the integra-
tion of communication with computer processing, sensors data, and
far-away actions. This is the academic and industrial answer to the
new impelling demands raised by conventional traffic jams, homeland
security, and life quality: it is the Global Village dream made true.

The book I am presenting is organized in this spirit, moving
a small but significant step along this modern vision of wireless
communication.

Dr. Ing. Piero Guarguaglini
FINMECCANICA President and CEO
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Preface

This book collects the lectures held on the beautiful island of Capri
during the fall of 2004. A great advantage of books resulting from
short schools or specialized symposia is that they present the latest
information on the subject, usually in a very readable form. At the
same time, these books may lack an exhaustive full treatment of the
matter, and some duplication of the material presented in different
chapters may be expected. It is the responsibility of the editors to
minimize these shortcomings without possibly impairing the freshness
of the presentation by changing a collection of lectures into a formal
textbook. This is what we tried to accomplish with a careful revision
of all chapters provided by the school lecturers, but without enforcing
our style, viewpoint, and perspective upon their writings.

The book consists of seven chapters that, except the first one, are
derived from the school lectures. Each one of these chapters coincides
with the revised (by each author) version of the school notes with a
final (soft) touch by the editors. The chapters derived from the lecturers
are presented first.

Chapter 2 outlines what makes radio communications distinct from
wired communications at the physical layer and highlights current
trends in radio design. An overview of radio wave propagation and
its impact on communication system design is given. The issues of
fading and path loss and their impact on the range and reliabil-
ity of communications are presented. Modulation and coding tech-
niques commonly used in wireless communications are considered.
The importance of diversity in achieving reliable data communications
is stressed, and an overview of techniques used to achieve diversity is
provided. Radio architectures used in modern communication systems
are discussed.

Chapter 3 is devoted to the receiving element of the wireless
channel: the handheld, wearable, and implantable antennas used in
personal communication technology. This is a very important issue,

xvii
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xviii Preface

because their design should account for the electromagnetic interac-
tion between the antenna and the human body, a key factor to be
considered. A full array of results on this subject is presented: pop-
ular antenna designs (such as monopole, inverted F, reconfigurable
patches, etc.), numerical techniques for antenna performance eval-
uation, electromagnetic exposure of people to handheld receiving
devices, Specific Absorption Rate (SAR) for adults and children, etc.
The chapter is characterized by a large amount of first-hand experi-
mental results on innovative realizations and related tests performed
at the UCLA Electrical Engineering Department.

Chapter 4 consists of an overview of the models of the wireless
channel, including both numerical procedures and analytical results.
The former can be used for the analysis of a specific built-up scenario
and can lead to the generation of electromagnetic solvers, where ray
tracing techniques, including reflected, diffracted, and creeping rays,
are implemented. Solvers complexity is discussed, highlighting their
advantages and limitations; details and results related to a particular
solver are presented also. On the analytical side, the latest statistical
techniques are introduced, ranging from random walk theory to inno-
vative percolation models of the urban scenario. Applications to the
evaluation of expected values of electromagnetic quantities of interest
(as, for instance, the path loss) are presented, with analytical, numer-
ical, and experimental results.

Chapter 5 presents an overview of ad hoc wireless networks, the
kind of wireless technology that enables untethered, wireless network-
ing in environments where there is no established wired or cellular
infrastructure (e.g., battlefield, disaster recovery, homeland defence) or
where it is not cost effective to use an existing infrastructure (e.g., per-
sonal networking, collaborative computing). All their characteristics,
such as mobility, multihopping, self-organization, energy conserva-
tion, scalability, security, etc., are introduced. The challenges of the
network layer — routing and multicast — are discussed, providing all
the necessary details with reference to the areas of sensor networks,
automated battlefield, and collaborative computing. The MINUTE-
MAN (Multimedia Intelligent Network of UnatTEnded Mobile AgeNts)
project, developed at UCLA, is presented as a case study, including
simulation experiments and their discussion.

Chapter 6 deals with acquisition, processing, compression, com-
munication, and reconstruction of real-world signals, like sound and
video, in a distributed environment. A unified treatment of data rep-
resentation, routing, and node placements in a sensor network is
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Preface xix

presented, which sets in the right perspective the optimization of var-
ious metrics of interest, particularly energy efficiency and accuracy
of data reconstruction. Challenging questions, including fundamen-
tal, algorithmic, and practical issues, are addressed, with reference
to lossless and lossy coding, optimal node placement problem, data
gathering, and total distortion assessment. A relevant feature of this
chapter is the treatment of the tight connection between data struc-
ture and transport mechanism, considered as the central challenge in
the design of operational sensor networks.

Chapter 7 describes the latest results in wireless networks, pro-
viding an overview on the possible future scenario. Scaling laws are
discussed, both with respect to current technological efforts and to the
ultimate information-theoretical capability. Optimal architectures for
information transport, protocol design, power control, medium access
control, and routing are addressed. Nodes that can sense, compute,
and wirelessly communicate are examined in detail. For such networks
the problems of communication, sensing, and data fusion are insep-
arable; this next phase of the information technology revolution —
the convergence of control with communication and computing —
is examined. Even the implementation of far-away actions is briefly
touched. The architectures of these widely integrated network systems
and the prerequisites for their proliferation are addressed.

Examination of the content of the book shows that all the tra-
jectories of wireless communication (as anticipated in the book title)
are included. Coding and protocols; electromagnetic channel mod-
els; communication and sensors networks, as well as their integration;
critical design issues to minimize the exposure to the electromagnetic
fields while using the receiving devices; recent applications to home-
land security and disaster recovery and mitigation; and the present
and the possible future of this research area are all somewhere avail-
able in these chapters, linked by a logical progression. This unified
treatment is unique, introducing the reader to this intriguing and fas-
cinating world and providing a valuable scenario with all of its facets.
Accordingly, the scientific and technical issues are all well covered. It
seemed appropriate to also add an introductory chapter (whose mate-
rial was not presented during the Capri school) outlining the impact
of these emerging technologies on our life, and their shaping and
addressing by our society needs. This short introduction, presented in
Chapter 1, clearly does not pretend to be complete and rigorous. It
only tries to set all the material of the subsequent chapters in the frame
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of its applications context, presenting the players of this complicated
scenario and anticipating the possible future developments.

Some few considerations about the potential audience of this book
may be appropriate. It is easily anticipated that the book may be useful
to the large variety of scientists and technicians working in the area of
wireless communication. Each category will find updated information
about its specific application area, with the additional advantage of
being also exposed to its connections with the nearby areas. This was
the spirit of the school, and it has been saved in the book, also.

It might be concluded that the book audience is limited to profes-
sionals in the specific covered field, but this is not completely true. As
discussed at the end of Chapter 1, the new, cross layer, interdisciplinary
design paradigm in the communication networks area requires not
only in-depth expertise in one specific layer, but also a well rounded
scientific background that integrates, among others, all the disciplines
touched in the book. It is responsibility of the academia to realize a
program that can educate and form the telecommunications engineers of
the future. It can be anticipated that an array of new wide band courses
should be designed and implemented. The book we are presenting is
certainly not a textbook by itself, but it might be initially integrated
by notes for such a task, leading eventually to a more formal textbook
realization. We conclude that an additional non-negligible audience
is expected in the universities and among professors and graduate
students.

The presentation of a book is usually concluded with appropri-
ate acknowledgments to all those who helped its realization. But
our acknowledgments are toward colleagues that provided much
more than significant help, because they essentially wrote the book.
Accordingly, we are deeply indebted to Professors Michael Fitz, Mario
Gerla, Yahja Rahmat-Samii of UCLA, P. R. Kumar of UIUC, Massimo
Franceschetti of UCSD, Martin Vetterli of EPFL and UC Berkeley, and
Daniele Riccio of University Federico II Napoli: they transformed their
lectures into chapters, some of them with the help of their collab-
orators Cong Shen, Michael Samuel, Zhan Li of UCLA, and Razvan
Cristescu of Caltech. Our appreciation is also for the Elsevier staff, in
particular, for the Assistant Editor, Rachel Roumeliotis, and the Project
Manager, Brandy Lilly, who continuously encouraged and pushed
us to complete our job. We also thank FINMECCANICA, who spon-
sored the school, and all the participants, for their comments and
suggestions.
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We can certainly state that this book has been a cooperative job.
It is very likely that everyone should thank each other. Our personal
view is not only that cooperation is the right way to proceed, but it
should even be extended, especially in these research areas that exhibit
such an important connection with the organization of our society.
As noted in Chapter 1, there is increasing attention of national and
international authorities to assure a friendly and safe environment to
the social community, which implies early time knowledge of emer-
gence situations, follow up in real-time of the evolving scenario, and
final evaluation and intervention by using a decision making sys-
tem, usually remotely located. These requirements may be fulfilled by
the appropriate use of information and communication technologies,
along the integrated view presented in this book. It is very desirable
that a permanent exchange of information, about technological offer-
ings and expected requirements, occur between the scientific com-
munity and all those public authorities whose officers are aimed at
assuring a safer and most secure environment to all of us. We will say
with Keats that this is

A hope
beyond the shadow

of a dream.

[From “Endymion” by John Keats]

And to all these officers this book is dedicated.

The Editors
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1
Wireless Networks and Their Context

Giorgio Franceschetti and Sabatino Stornelli

1.1 Introduction

This book collects the edited version of the lectures held at a summer
school on wireless communications in Capri, Italy, in September of
2004. The aim of the school was to present the communication net-
works in a wider perspective, thus considering not only their intrinsic
message exchange performance, but also taking into account their
ability

(i) To collect data and process them;

(ii) To integrate with sensors networks, thus detecting environmental
changes and elaborating on them; and

(iii) To finally exert control by implementing far-away actions.

This book concentrates on the scientific and technical aspects of
these issues. There is a wide consensus that their practical implemen-
tation will result in significant changes in the organization of our
society. Accordingly, it seems appropriate to anticipate all the techni-
cal matter with a short introduction, aimed at elaborating upon the
following points: the impact of these emerging innovations on our
life from one side, and the shaping and addressing of the innovations

1
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by our society needs on the other. It is obvious that these issues by
themselves are worthy of another specific school and may provide
the necessary material for another book. Accordingly, the following
considerations are very elementary and are limited to the experience
of the authors, belonging to the scientific (Giorgio Franceschetti) and
industrial (Sabatino Stornelli) communities and not to the sociologist
community. But, just for this reason, the following elaborations are
derived from an alternative viewpoint and perhaps may be of some
interest.

At the moment, the emerging technologies are used to offer inno-
vative services, so that a new market is developing and continuously
changing. It is not clear which is the real force that dominates and
moves this market. It can be either the technological innovations that
drive up and push the offering of innovative services, the demand of
new services that pulls the research of new technologies, or probably a
combination of these two trends. In addition, new users are adding to
the traditional mass market customers: the necessity of rendering our
environment safer (homeland security) in a very broad sense requires
that the public authorities invest in sensing and control by using
systems and procedures largely based upon improved and integrated
communication networks.

But, irrespective of dominating pushing and pulling forces, the
recent technological trends and innovations move the communica-
tion network onto a new level, very different from the passive role
of connecting remote customers and simply allowing (mainly voice)
information exchange. Actually, the network becomes very similar to a
biological system that may continuously update and reconfigure itself,
depending on the stimuli derived from received messages and from
the sensed outside scenario. This network cancels distances, operates
in almost real time, and allows people to act in a way similar to the
Greek gods: humans become ubiquitous because their actions move
at the speed of light; they have immediate access to unlimited past
and present data that can be elaborated to predict the future; and they
can decide and operate with the power provided by the available full
knowledge and by the speed of communication.

There is no doubt that we are moving in this direction. Even if the
above statements appear to be a science fiction dream nowadays, they
are very likely to become even obsolete in the not too-distant future.

This introductory chapter very simply elaborates on this issue, pre-
senting a number of real-world elementary considerations.
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1.2 The Scenario

Information and communication technologies are crucial for the
development of countries. The past years have demonstrated that com-
munication technologies are of paramount importance to effectively
and efficiently provide new services, by means of large-scale networks
deployed over the entire surface of the Earth, thus timely reaching
every customer independently of his/her location. Accordingly, the
possibility to distribute audio and video information, as well as data,
by means of a large-scale communication network opens the way to
a wide spectrum of innovative services, characterized by a high level
of interactivity with the customer. This represents a strategic oppor-
tunity for stimulating demand, growth, and industry development on
wireless telecommunications, with the take-off of a new market for
multimedia and added value services.

The significant investments made over the years on the ICT (Infor-
mation and Communication Technology) sector contributed to this
technological trend, which is still continuously evolving. The present
rise of the TLC (Telecommunication) market, driven by emerging tech-
nologies and new opportunities, is pushing the industries to invest
in developing multimedia content-based services, accessible at any-
time from anywhere, by implementing new available technologies. As
an example, Figure 1.1 shows the European TLC market percentage
growth. Although this increase has significantly dropped in the years
2001–02 (general recession of global markets and, in Europe, finan-
cial demand for Universal Mobile Telecommunication System (UMTS)
licenses), the percentage growth trend is rising again. Similar diagrams
are available for the United States and Asian countries, with the latter
showing a huge increase in very recent years.

New technologies allow new services to be offered, with an increas-
ing appeal to the customer and consequently an increased demand.
This, in turn, asks for the improvement of the quality of service (QoS)
and customer’s satisfaction, thus requiring newer and more innova-
tive technologies. This feed-forward mechanism is still in action today
and seems to grow exponentially: technology is moving very fast, and
alternative solutions are generated, while others will be offered in the
immediate forthcoming years. More important, this technology evo-
lution shows a fundamental impact on the market to provide the right
service to the right user at the right place, mixing information and
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Figure 1.1 Yearly growth of European TLC market, 1991–2004 (source: EITO-
IDC 2003).

communications facilities, often combined with information retrieval
and processing.

The telecommunication technologies currently offer a lot of pro-
ducts and solutions, both wired and wireless. In particular, wireless
communications have received increasing attention during the last few
years. The offered solutions are targeted to the mass market (typically
with 802.11 standard and mobile 2G/3G [second and third generation]
systems), as well as to professional and institutional users, which can
also benefit from satellite systems. These solutions are characterized
by a common factor: they are infrastructure-type networks, devoted to
connect mobile users to a fixed network arrangment (Internet or Voice
Switched Network), and simply provide single wireless hop communi-
cation and/or data exchange. They are pre-deployed, cover a prescribed
area, and offer a pre-negotiated service. In other words, the user has
to adapt to the network characteristics and is forced to accept the QoS
that is offered.

The technological evolution is moving toward a different concept
of the network and suggests further evolutions of the 802.11 standard,
such as 802.15.4 (ZigBee) or 802.16 (WiMax). As an example, the
next mobile generation (4G Mobile or “Beyond 3G”) will implement
the convergence among regional, local, and personal networks, provid-
ing a multiband, multistandard, multimode, and multimedia personal
communicator with an embedded broadband wireless core system. The
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new available technologies will allow the quick set up communica-
tions for specific, personalized, short-term applications, covering areas
with varying size, where communication infrastructures are not neces-
sarily available, and moving to the new concept of convenient ad hoc
networking. The new frontier is thus to take into account the dynamic
nature of the demand and of the environment, rendering the network
able to automatically reconfigure itself. This evolution opens the door
to new classes of service providers, that complement the traditional
one side-by-side: they differentiate by the offer of specific services, by
the segment of customers, and so on. Market niches are created and
provide interesting opportunities to gallant entrepreneurs.

Another important issue is the continuous reliability and service
assurance, even in emerging situations. This requirement may be
guaranteed by an increased integration of the satellite in the com-
munication network. Up to date, a number of telecommunication
systems already include the satellite within the communication link
to improve and complement the terrestrial one. The satellite improved
role is expected to be exploited, especially in the countryside, to pro-
vide extensive service access. This is at variance with metropolitan
urban areas, wherein the man-made structures (large buildings) gener-
ally reduce the sky visibility angle and the satellite access is impaired,
thus requiring local wireless service coverage. A viable inclusion of
the satellite within the network may be obtained by linking the local
cells to a relay point, where a satellite connection can be imple-
mented. This is particularly convenient in emergency situations, to
assure the operation of at least a part of the network. It is concluded
that pre/during/after disaster needs would rely on different telecom-
munications systems. In addition, the satellite may play a very signifi-
cant role with technological improvements of receiving multiple-input
multiple-output (MIMO) antennas and in connection with the launch
and use of constellations of low orbit satellites.

This dynamic vision of the telecommunication arena nicely com-
plies with our society’s increasing information dependence: anybody
wants access to information anytime and anywhere (either stationary or
on the move): updated reliable news about amenities and entertain-
ment, navigation and traffic, emergencies, etc., must be easily accessi-
ble and available on the spot. The trend is from e-business (B2B, B2C,
e.g., banking and shopping) and remote collaborative working to a
complete e-activity era, creating a whole new way of life and culture.
It may be defined as the ability and freedom to conduct our activities
from anywhere and at anytime.
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This evolutionary scenario is also pushing other technologies, such
as those relevant to sensors and computing. In fact, significant progress
has been made in the area of sensors and devices for detecting audio,
video, and other physical parameters of the environment. Indeed, in
the next few years we can expect a significant increase in the number
of sensors disseminated in the environment to observe it, sense it,
and measure its characteristics, collecting a huge amount of data. This
information will be processed at the sensor’s site, thanks to the decreas-
ing cost and size of processors chips. Therefore, the sensor becomes
a smart device, whose behavior may change according to the locally
processed data and consequent results.

In summary, the overall depicted scenario pushes toward integra-
tion of communication, computing, sensing, and control, which was
the spirit underlying the school and which is reflected in this book.
Forthcoming application will span over a handful of directions: easier
access to a wider array of new services by using a single integrated
receiving device; environment sensing for control and mitigation of
natural disasters, and offer of a safer environment by implementing a
pervasive, yet discreet homeland security. The trend is to move along
the direction of actively serving the users in an effective and efficient
way, rather than just offering them the connection service. This will
definitely change our lifestyle and way of thinking.

1.3 The Players

The obvious players within the scenario depicted in Section 1.2 are
the service providers and the users, with the latter being further dif-
ferentiated between institutional and mass market customers. How-
ever, this is not quite true, because the technology, too, plays a very
significant role; its rapid development continuously suggests or kills
possible solutions, thus contributing to the steering of the market offer
and demand. Accordingly, the technology itself and its developers,
universities, institutional and private research centers, on one side,
and manufacturing companies, on the other, are additional important
players in the considered scenario. In the following, the interaction
between all these players is somehow examined.

A first issue is the evolution of the traditional and the institutional
users, with their different needs and requests that can be satisfied by
the new technologies under development.
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Today, the mass market has gained the possibility to access the
advanced technology, previously of almost exclusive use for institu-
tional purposes. During the next few years, sophisticated components
embedded on wireless communication devices will transform any envi-
ronment into a gateway to the communication network. The access
will be allowed from any fixed or mobile position. For instance, cars,
trains, and airplanes will be equipped to provide office space, where
any customer can work with the same (or even better) comfort and
facilities available in his/her company office.

New Internet services are appearing, no more related to only data
mailing and downloading, but offering a large array of new services
spanning from images, videos, texts, books consultation, and e-use to
Voice over IP (VoIP) offers. The new border is limited by the new tech-
nology that is rapidly emerging and is pushing the existing telecom-
munication operators to modify their roles since other players are
appearing. As a striking example, the VoIP service is fast growing, as
shown in Figure 1.2, and it is reasonable to state that within 15 years
all communications, including phone calling, will be based on the
Internet. The new WiMax technology is a key enabler for exploiting
the huge business opportunities that exist in emerging markets. Com-
ing to users as institutional and public authorities, they require the
highest available technology level that assures easy and fast deploy-
able solutions, combining a large variety of telecommunication layers
with sensor and computing ability to manage emergencies and the
associated security aspects. These users generally operate under diffi-
cult conditions. They usually centralize the knowledge of the emer-
gency scenario (situation awareness), follow up in real-time the evolving
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Figure 1.2 Past and projected VoIP technology revenues (B$).
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situation, and plan intervention by using a decision making system,
which is usually remotely located. These constraints are of paramount
importance to the civil protection authorities in the management of
natural disasters.

The communication infrastructures utilized by such authorities typ-
ically consist of a combination of public and (institutional propri-
etary) ground (fixed or/or mobile) networks. Public networks suffer
high vulnerability and low reliability in cases of natural disasters;
their use is limited and their reliability is not adequate, because they
are designed for commercial use, thus providing incomplete coverage
and/or limited service offer. On the other side, institutional networks
(firemen, civil protection, etc.) consist of radio systems operating on
dedicated frequency bands and provide communication capabilities
on regional and national bases. The increasing demand of security,
involving both public authorities and private entities, generates a sig-
nificant market opportunity to deploy networks aimed at these specific
services.

Communications, precise position, and integrity/reliability repre-
sent the real requirements for the institutional market to be captured.
In most cases, tracking and alarming devices are exploited by pub-
lic organizations. Private companies could be part of the framework,
providing services and products to perform pinpointing services. The
operative scenario is different compared to a few years ago; a clear
understanding and precise modelling of the environment and highly
reliable systems both in terms of communication and sensor systems
are imperative. A secure environment starts from the prevention phase
that creates a sense of safety for citizens, with consequent improve-
ment of their quality of life.

A second issue is the interaction between product manufacturers
and service providers within the considered scenario.

Up to now we have experienced a massive offer of emerging tech-
nologies, with an attempt to propose specific products. However, such
an offer will not guarantee to automatically create innovative services
if the impact of some constraints onto the innovation process is not
taken into account. This requires to elucidate the interactions among
the quoted actors, product manufacturers and service providers.

Product manufacturers and service providers generally move only
to force their products rather than to take a holistic view of the scenario
to whom the emerging proposed technologies should be addressed.
Service providers concentrate their effort on mass market, investing
on existing or emerging technologies (for instance, the forthcoming
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wireless WiMax system). They face the challenges related to mass mar-
ket needs and struggle to remain profitable within the higher level
of (institutional) customer expectations. At the same time, the sup-
pliers, i.e., the manufacturers, must find innovative ways to deliver
value to their products, otherwise they may also risk going out of
business. Accordingly, they explore the new wireless communication
technologies particularly appropriate to institutional users. Both tech-
nologies, devoted to mass market and institutional applications, must
obviously comply with regulatory aspects, in particular the use of car-
rier frequencies and associate bandwidths, whose boundaries are not
necessarily precisely enforced. It follows that technology availability
does not necessarily guarantee its fruitful exploitation. In the absence
of clear regulatory rules, manufacturers could re-address their business
toward mass market products, giving up technology exploitation for
institutional users, with evident negative long-range impact for the
citizens community. Therefore, the communications industry needs
to identify new rules for introducing new operator figures able to look
at the new customers’ new needs.

Providers and suppliers both operate in a very complex market
environment, driven by often contrasting forces and very different
regulatory settings. Therefore, the business strategies must change
accordingly. This requires a great effort in terms of devoting signifi-
cant human resources to analyze, model, and explore the entire mar-
ket value chain, including all the industrial companies as well as all
species of existing and expected possible customers. This is at vari-
ance with the exploited approaches to competition during even the
most recent years: the emerging technological framework requires to
develop new business models for mass, professional, and institutional
market applications. But this convergence of a significant number of
specific technologies, together with their deep knowledge, does not
automatically imply a system’s integration ability.

In view of the above considerations, it is reasonable to think of
a cooperative value chain scenario, where all actors are involved.
Each actor of the chain is a provider and a user at the same time
that offers and requests his/her specific products and needs among
hardware components, software platforms, market expectations, reg-
ulatory issues information, and so on. Besides service providers and
manufacturers, customers and regulating authorities are also included
in the chain. The former may contribute to the network operation
(for instance, a local area multi-hop network), while the latter may
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contribute by shaping up the regulatory issues upon the changing
technological scenario.

The presented integrated business scenario requires the implemen-
tation of a joint-enterprise model to identify and isolate the compo-
nent operational functions, so that the role of the involved actors in
the value chain is preserved. This allows them to invest in a more
specific activity in the frame of the overall cooperation. They should
possess an outstanding experience in the addressed business area,
thus significantly contributing to the overall business according to
their basic economic interests. This approach eventually leads to an
extended service provider entity, a form of a consortium and an inte-
grated enterprise that spans from users, through manufacturers, to
services, applications, and content providers.

In conclusion, the economic driver is to identify how to take part
in this new highly changeable development, fostering technological,
market, regulatory, and policy convergence.

An interesting example in response to this challenge in Italy may
be quoted by the second author of this chapter: Finmeccanica, a
state owned industrial holding, is reorganizing its companies, Selex-SI,
Selex-Com, Selex-SeMa, Elsag, Telespazio, Seicos, and others, in order
to cover the entire value chain of the sector by using the specific com-
petences existing in the group, and to continuously pursue emerging
technology and innovative services within an organized fashion. In
such a way the group provides extensive experiences and assets for the
satisfaction of a broad range of customer needs and desired solutions.
Similar experiences are either existing or materializing in all other
industrial countries.

To summarize, the scenario requires a high level of flexibility and
adaptability, changing the roles to the full satisfaction of the customer,
even though the overlap among markets, technologies, policies, rules,
and so on may generate huge dilemmas to decide the right direction
to take and to avoid collisions. The latter statement brings to mind the
following questions. Which are the resulting impacts and what can be
done to minimize them? What are the boundaries of the regulatory
issues and how can the most appropriate direction be shared? The right
answer seems to be setting up a plan according to the country strategy
about regulations, site access, and incentives in order to choose the
appropriate solution to the quoted problems.

A third issue is related to university and research center players. It is
well known that the usual research and development policy of indus-
trial companies is mostly steered to the near (and perhaps medium)
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range applications. In addition, appropriate activity and investments
in industrial R&D should design technologies starting from services
and boundary constraints. Examples of the latter are frequency
regulatory plan and site accessibility. This is crucial for the stimula-
tion of entrepreneurship. This is certainly understandable and usually
convenient, but not sufficient in the very rapidly changing scenario
of communication technology. This deficiency may be corrected by
establishing and/or improving intensive relations with universities
and research centers, which can provide vision and explore the long-
term evolution of telecommunication science and technology. It is
also noted that new technology-based firms, usually in the form
of small start-ups, cannot be financially self-sustaining in the long
term; their valuable expertise should be financially nourished and
exploited. Finally, the R&D process is not concluded with the tech-
nology production. It should learn from the earned operational expe-
rience by using the exploited technology. In other words, sometimes
the reality overcomes some R&D results.

The previously presented joint-enterprise model can achieve fur-
ther success if universities and research centers are deeply included
in the scenario. They should be strongly involved in the innovation
process, providing, from their unbiased view, innovative ideas and bril-
liant solutions. The telecommunication sector and, in particular, the
wireless one could gain huge advantages through such cooperation,
capitalizing the extraordinary already obtained results by long-term
research investment.

1.4 Concluding Remarks

At the end of previous considerations, it would be desirable to present a
possible scenario of the future: where are we going? This is not possible
for at least two reasons. First, the material that has been presented is
too simple and qualitative. Quantitative information would certainly
be needed. But, even in the presence of this additional information,
predicting the future of a situation whose time derivative is very high
and randomly oscillating is an ill-posed problem (from the mathemat-
ical viewpoint). Its solution is hard or even impossible to obtain. In
spite of this, we believe that some few points might be assessed.

As far as the operational scenario is concerned, we believe that
all the above statements, scattered under previous sections, are valid:
the integration process between communication, computing, sensing,
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and control will materialize; new actors will enter the scene, as well
as different species of new applications and entrepreneurs; different
companies of complementary expertise and mission will gather in
alliances; and long-term vision and investment will be provided at a
certain extent.

As additional comment, the success of a new technology will be
not only dependent on its value and timely appearance, but politics
related to institutional organizations will play their role. Furthermore,
the choice of new solutions does not necessarily imply the end of the
previous one. The latter may be very specific (e.g., TETRA [Terrestrial
Trunked Radio] used by police forces in UK, Germany and Italy) or can
be revisited in light of additional technological improvements (ADSL
[Asymmetric Digital Subscriber Line] is an example).

Finally, it will be realized very soon that a novel type of scientist
is necessary to master all the areas of the telecommunication sector.
The design of new, sophisticated networking devices and protocol
architectures requires a great deal of cross-layer optimization. For
example, the video encoder used to deliver video on demand ser-
vices must be aware of the radio characteristics (modulation, channel
propagation, jamming, motion) of the wireless links along the path.
Moreover, encoder and radio designs must be adaptively adjusted to
user demands. This is far away from the olden days when each archi-
tectural layer was independently designed. This new, cross layer, inter-
disciplinary design paradigm requires not only in-depth expertise in
one specific layer, but also a well rounded scientific background that
integrates physics, applied mathematics, electromagnetics, communi-
cation, controls, computer and information sciences, coupled with an
appreciation for social and behavioral science values, problems, and
models. The above requirements would imply a very intensive study
and dedication, but this must not happen at the expense of the vision
qualities of the student. This is not an easy task. It is the responsibility
of the academia to realize a program that can educate and form the
telecommunications engineers of the future.
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2
The Wireless Communications
Physical Layer

Michael P. Fitz, Cong Shen, and Michael Samuel

2.1 Historical Perspectives

The subject of wireless communications is about getting information
from point A to point B using radio waves. Born two centuries ago,
this field continues today in a vast number of applications. Since pre-
historic times, humans have needed communications for the building
of wealth and the waging of war. The aid of government-sponsored
monopolies and these social forces have continuously advanced com-
munications performance. It is perhaps interesting to note that the first
electronic communications (telegraphy) sent digital data (words were
turned into a series of electronic dots and dashes). World War I led to
great advances in wireless technology, and television and radio broad-
casting soon followed. In these applications the transmitted informa-
tion sources were analog. The digital revolution was spawned by the
need for the telephone network to multiplex and automatically switch
a variety of phone calls. A further technology boost was given during
World War II in wireless communications and system theory. The
Cold War led to rapid advances in satellite communications and sys-
tem theory as the race for space gripped the world’s major technology
innovation centers. The invention of the semiconductor transistor and
the march of Moore’s law have spurred the progression of innovation
since the early 1980s. The evolving power of the microprocessor, the
embedded computer, and the signal processor has enabled algorithms

13
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that were considered preposterous at their formulation to see cost-
effective implementation. Distilling this 150 plus years of innovation
into a short chapter is a challenge, but one these authors arrogantly
attempt.

The relative growth rate of electronic communications is phenom-
enal. The world community has gone in a very short period of time
from accepting message delivery delays of weeks down to seconds.
From the invention of the microphone, the electric motor, the elec-
tronic tube, and the transistor up to the laser, engineers and physicists
have made great technology leaps forward. These technological leaps
have made great advances in communications possible. As technology
has advanced, the communication engineering profession has become
multifaceted and specialized over time. What once was a field where
non-experts could contribute

∗
prior to 1900 became a field where great

specialization was needed in the post-1900 era. Two areas of specializa-
tion formed through the 1900s: the devices engineer and the systems
engineer. The devices engineer focuses on designing technology to
complete certain tasks. Devices engineers, for example, build anten-
nas and oscillators and are heavily involved with current technology.
Systems engineers try to put devices together in a way that will work
as a system to achieve an overall goal. System engineers try to form
mathematical models for how systems operate and use these models
to design and specify systems. This chapter is written with a systems
engineering perspective. Systems engineering in communications did
not come to be a formalized field until the early 1900s; hence none
of the references in this chapter were published before 1900. Some
interesting historical system engineering references are references
3, 12, 25, 35, 45, 48 and 62.

2.2 Digital Communication Basics

Point-to-point binary data communications is the main theme of this
chapter. The system model for such a communication system is given
in Figure 2.1. A source of binary encoded data is present, and it is
desired to transmit this data to a binary data sink across a physical
channel. The data output by the source is represented by a Kb × 1

∗
For example, Samuel Morse (of Morse code and telegraph systems fame in the United States)

was a professor in the liberal arts.
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Figure 2.1 A model for point-to-point data communication.

dimensional vector, �I , whose components take values 0,1. This vector
is then mapped into one of 2Kb analog waveforms represented by the
waveform Xc�t�. The transmitted waveform is put through a channel
of some sort and corrupted by noise or interference. The composite
received signal, Yc�t�, is then used to estimate which one of the possible

vectors led to the transmitted waveform. This estimate is denoted �̂I ,
and this estimate is passed to the data sink.

2.2.1 Complex Baseband Representation of Bandpass Signals

All wireless communication systems operate by modulating an infor-
mation bearing waveform onto a sinusoidal carrier.

∗∗
However, one

should notice that the carrier frequency of the transmitted signal is
not the component which contains the information. Instead, it is the
signal modulated on the carrier which carries the information. Hence
a method of characterizing a communication signal which is inde-
pendent of the carrier frequency is desired. This has led communica-
tion system engineers to use a complex baseband representation of
communication signals to simplify their job. Nearly all of the modern
communication systems can be and typically are analyzed with
this complex baseband representation. This chapter highlights the
complex baseband representation for deterministic signals. Other
references that develop these topics in more detail are references
7, 27, 42 and 43. One advantage of the complex baseband repre-
sentation is simplicity. All signals are lowpass, and the fundamen-
tal ideas behind modulation and communication signal processing
are easily developed. Additionally, any receiver that processes the
received waveform digitally uses the complex baseband representa-
tion to develop the baseband processing algorithms. In fact, complex

∗∗
One might argue that ultra wideband radio (UWB) is an exception to this rule, but even a

vast majority of UWB radios have a sinusoid carrier.
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baseband representation is so prevalent in engineering systems that
the most widely used tool, Matlab, has been configured by default to
process all variables in a program as complex signals.

Definition 2.1 A bandpass signal, xc�t�, is a signal whose one-sided energy
spectrum is both (1) centered at a non-zero frequency, fC, and (2) does not
extend to zero frequency.

The two-sided transmission bandwidth of a signal is typically denoted
by BT Hertz so that the one-sided spectrum of the bandpass signal is
zero except in �fC −BT/2� fC +BT/2�. This implies that a bandpass signal
satisfies the following constraint: BT/2 < fC. Since a bandpass signal,
xc�t�, is a physically realizable signal, it is real valued, and consequently
the energy spectrum will always be even symmetric around f = 0. The
relative sizes of BT and fC are not important, only that the spectrum
takes negligible values around zero frequency.

A bandpass signal has a representation of

xc�t� = xI�t�
√

2 cos�2�fct�−xQ�t�
√

2 sin�2�fct� (2.1)

= xA�t�
√

2 cos �2�fct +xP�t�� � (2.2)

where fc denotes the carrier frequency with fC −BT/2 ≤ fc ≤ fC +BT/2.
The signal xI�t� in (2.1) is normally referred to as the in-phase (I)
component of the signal, and the signal xQ�t� is normally referred to
as the quadrature (Q) component of the bandpass signal. xI�t� and
xQ�t� are real-valued lowpass signals with a one-sided non-negligible
energy spectrum no larger than BT Hertz. Two items should be noted:

• The center frequency of the bandpass signal, fC, and the carrier
frequency, fc, are not always the same.

• The
√

2 term is included in the definition of the bandpass signal to
ensure that the bandpass signal and the baseband signal have the
same power/energy.

The carrier signal is normally thought of as the cosine term; hence the
I component is in-phase with the carrier. Likewise, the sine term is 90�

out-of-phase (in quadrature) with the cosine or carrier term; hence the
Q component is quadrature to the carrier. Equation (2.1) is known as
the canonical form of a bandpass signal. Equation (2.2) is the amplitude
and phase form of the bandpass signal, where xA�t� is the amplitude
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of the signal, and xP�t� is the phase of the signal. A bandpass signal
has two degrees of freedom and the I/Q or the amplitude and phase
representations are equivalent. The transformations between the two
representations are given by

xA�t� =
√

x2
I �t�+x2

Q�t� xP�t� = tan−1
[
xQ�t�� xI �t�

]
(2.3)

and

xI�t� = xA�t� cos �xP�t�� xQ�t� = xA�t� sin �xP�t�� � (2.4)

The particulars of the communication design analysis determine
which form for the bandpass signal is most applicable.

A complex-valued signal, denoted the complex envelope, is
defined as

xz�t� = xI�t�+ jxQ�t� = xA�t� exp �jxP�t�� � (2.5)

The original bandpass signal can be obtained from the complex
envelope by

xc�t� = √
2� �xz�t� exp �j2�fct�� � (2.6)

where ��·� denotes taking the real part of a complex number. Since
the complex exponential only determines the carrier frequency, the
complex signal, xz�t�, contains all the information in xc�t�. Using this
complex baseband representation of bandpass signals greatly simplifies
the notation for communication system analysis.

The next item to consider is methods to translate between a band-
pass signal and a complex envelope signal. Basically, a bandpass signal
is generated from its I and Q components in a straightforward fashion
corresponding to (2.1). Likewise, a complex envelope signal is gener-
ated from the bandpass signal with a similar architecture. The idea
behind bandpass to baseband down-conversion can be understood by
using trigonometric identities to give

x1�t� = xc�t�
√

2 cos�2�fct� = xI�t�+xI�t� cos�4�fct�−xQ�t� sin�4�fct�

x2�t� = xc�t�
√

2 sin�2�fct� = −xQ�t�+xQ�t� cos�4�fct�+xI�t� sin�4�fct��

(2.7)

In Figure 2.2 the lowpass filters (LPF) remove the 2fc terms in (2.7).
Note in Figure 2.2 that the boxes with �/2 are phase shifters
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–
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Figure 2.2 Schemes for converting between complex baseband and bandpass
representations. Note that the LPF simply removes the double frequency term
associated with the down conversion.

(i.e., cos �	 −�/2� = sin�	�) typically implemented with delay elements.
The structure in Figure 2.2 is fundamental to the study of all carrier
modulation techniques.

2.2.2 Digital Transmission

Digital communication systems have a modulator and demodulator.
The modulator produces an analog signal that depends on the digi-
tal data to be communicated. This analog signal is transmitted over
a channel (radio propagation). The demodulator takes the received
signal and constructs an estimate of the transmitted digital data.

Definition 2.2 Digital modulation is a transformation of �I into a complex
envelope, Xz�t� = 
m

(�I).

It should be emphasized that digital communication is achieved by
producing and transmitting analog waveforms. There is no situation
where communication takes place that this transformation from dig-
ital to analog does not occur. Similarly, it should be emphasized that
the modulator must be capable of generating 2Kb continuous time
waveforms to represent each of the possible binary data vectors pro-
duced by the binary data source. When necessary, the possible data
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vector will be enumerated as �I = i� i ∈ {0� � � � � 2Kb −1
}
, and the possi-

ble transmitted waveforms will be enumerated with Xz�t� = xi�t�. For
the sake of discussion, the transmitted data vector will be modeled
as random, and the probability that each word will be chosen to be
transmitted is denoted �i = P��I = i�.

Definition 2.3 Digital demodulation is a transformation of Yc�t� into

estimates of the transmitted bits, �̂I .

Demodulation takes the received signal, Yc�t�, and down-converts to
the baseband signal, Yz�t�. The baseband signal is then processed to
produce an estimate of the transmitted data vector �I . This estimate

will be denoted �̂I . Demodulation is the process of producing an �̂I from
Yz�t� via a function 
d �Yz�t��. It is worth noting at this point that the
word modem is actually an engineering acronym for a device that is
both a modulator and a demodulator. The term modem has become
part of the English language and is now synonymous with any device
that is used to transmit digital data (computer modem, cable modem,
wireless modem, etc.).

2.2.3 Performance Metrics for Digital Communication

In evaluating the efficacy of various designs, the performance metrics
commonly applied in engineering design must be examined. The most
commonly used metrics for digital communications are

• Fidelity – This metric typically measures how often data transmis-
sion errors are made given the amount of transmitted power.

• Complexity – This metric almost always translates directly into cost.

• Spectral Efficiency – This metric measures how much bandwidth a
modulation uses to implement the communication.

2.2.3.1 Fidelity
Fidelity in digital communication is reflected by how often trans-
mission errors occur as a function of the signal-to-noise ratio (SNR).
Transmission errors can be either bit errors (one bit in error) or frame
errors (any error in a message or packet). The application often deter-
mines the appropriate error metric. With data transmission at a fixed



Elsevier US 0ch02-p369426 15-3-2006 11:39a.m.

20 Chapter 2 The Wireless Communications Physical Layer

transmit power, Pxc
, the reliability of any data communication can be

increased by lowering the speed of the data communication. A lower
speed transmission implies that the receiver bandwidth will be smaller,
and consequently the SNR can be made higher. In data communica-
tion, a transmission rate fair measure of SNR is the ratio of the average
received energy per bit Eb over the one-sided noise spectral density N0,
Eb/N0. Parameterizing fidelity by Eb/N0 is widely used in communica-
tion theory and has become the industry standard.

2.2.3.2 Complexity
Complexity is a quantity that requires engineering judgment to esti-
mate. The cost of a certain level of complexity has changed over time.
A good example of this tradeoff changing over a short period of time
was seen in the land mobile telephony market in the 1990’s. Early
in the decade many people resisted a move to a standard based on
Code Division Multiple Access (CDMA) technologies based on the cost
and complexity of the handheld phones. By the end of the decade
the proposed telecommunication standards had become much more
complex, but the advances in circuit technology allowed low cost
implementations. It is worth noting that some of the processor chips
of modern mobile phones have even more transistors than modern
personal computer processor chips.

2.2.3.3 Spectral Efficiency
The spectral efficiency of a communication system is typically a
measure of how well the system is using the bandwidth resource.
In this chapter the bit rate of communication is denoted Wb bits
per second and the transmission bandwidth is denoted BT . Band-
width costs money to acquire, and the owners of this bandwidth
want to communicate at as high a data rate as possible. Examples are
licenses to broadcast radio signals or the installation of copper wires
to connect two points. Hence spectral efficiency is very important for
people who try to make money selling communication resources. For
instance, twice the spectral efficiency implies twice the revenue to
wireless service providers. The precise measure of spectral efficiency
that we will use in this chapter is defined as

�B = Wb

BT

bits/second/Hz.
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The goal of this section is to associate a spectral characteristic or a
signal bandwidth with a digital modulation. This spectral characteris-
tic determines the bandwidth of a radio that needs to be designed to
support the transmission as well as the spectral efficiency of a digital
transmission scheme. The way this will be done is to note that if the
data being transmitted are known, the transmitted signal, xz�t�, is a
deterministic energy signal. The spectral characterization of determin-
istic energy signals is given by the energy spectrum

Gxz
�f� = 	Xz�f�	2 = 	� �xz�t� 	2� (2.8)

where � �· denotes the Fourier transform. The function that will be
used throughout this chapter to describe the spectral characteristics of
a transmitted signal is the average energy spectrum per bit.

Definition 2.4 The average energy spectrum per bit for a transmitted sig-
nal, Xz�t�, where Kb bits are transmitted is

DXz
�f � = E

[
GXz

�f �
]

Kb

� (2.9)

It should be noted that the expectation or average in (2.9) is over
the random transmitted data bits. Since the random transmitted bits
are discrete random variables, the expectation will be a summation
versus the probability of each of the possible transmitted words. Con-
sequently, the general form for the average energy spectrum per bit is

DXz
�f � =

2Kb −1∑
i=0

�iGxi
�f �� (2.10)

The transmission bandwidth, BT , of a digital communications signal
can be obtained from the average energy spectrum per bit, DXz

�f�.

2.2.3.4 Other Important Characteristics
Many times in communication applications other issues besides spec-
tral efficiency, complexity, and fidelity are important. For example,
the size, weight, and battery usage of a handheld mobile device are
important for the user. Often in wireless communications energy effi-
ciency of the algorithms are of paramount importance. To increase
the talk time of a mobile phone, an algorithm will sometimes give up
performance to use less energy. One important issue in mobile devices
is the linearity of the final amplifier before the antenna. A high power
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linear amplifier is both expensive and consumes larger amounts of
current, so this is not a desirable characteristic for a mobile device.
On the other hand, high power is often needed to communicate with
a remote base station or a satellite. Likewise, non-linear amplifiers,
which are more energy efficient, often produce unacceptable distor-
tion or spectral regrowth. In many handheld devices, modulations are
chosen to minimize the requirement on the linearity of the power
amplifier.

2.2.4 Some Limits on Performance of Digital
Communication Systems

Digital communications is a relatively unique field in engineering in
that there is a theory that gives some performance limits for data trans-
mission. The body of work that provides us with these fundamental
limits is information theory, and the founder of information theory
was Claude Shannon.48 While this chapter cannot derive all the impor-
tant results from information theory, it will attempt to highlight those
results related to digital communications. Interested readers can refer
to17 for more details.

One of Shannon’s important contributions was to identify that
every channel had an associated capacity, C, and reliable (arbitrarily
small error probability) transmission is possible on the channel when
Wb < C. A channel of significant interest is the channel which experi-
ences an Additive White Gaussian Noise (AWGN) distortion. For this
AWGN channel when the signal uses a transmission bandwidth of BT ,
Shannon identified the capacity as48

C = BT log2 �1+SNR� � (2.11)

where SNR = Ps/PN , Ps is the signal power, and PN is the noise power.
This immediately leads to a constraint on the spectral efficiency that
can be reliably achieved

�B < log2 �1+SNR� � (2.12)

Equation (2.12) unfortunately states that to achieve a linear increase
in spectral efficiency a communication engineer must provide expo-
nentially greater received SNR. Hence in most communication system
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applications the spectral efficiencies achieved are usually less than
15 bits/s/Hz (often much less).

†

Further insight into the problem is gained by reformulating (2.12).
By using

PN = N0BT Ps = EbWb� (2.13)

it is easy to obtain

�B < log2

(
1+ Eb

N0

Wb

BT

)
= log2

(
1+ Eb

N0

�B

)
� (2.14)

The achievable spectral efficiency versus Eb/N0 is represented in
Figure 2.10 (the upper bound). The line in Figure 2.10 represents the
solutions to the equation

�B = log2

(
1+ Eb

N0

�B

)
� (2.15)

For a given Eb/N0, Shannon proved that reliable communication at
spectral efficiencies below the line in Figure 2.10 is achievable, while
spectral efficiencies above the line are not achievable. Throughout
the remainder of the chapter the goal will be to give an exposition
on how to design communication systems that have operating points
which can approach this ultimate performance given in Figure 2.10 at
a reasonable complexity.

The results in Figure 2.10 provide some interesting insights for
how communication systems should be designed. In situations where
bandwidth is the most restricted resource, the goal then is to drive
the received Eb/N0 to as large a value as possible. For example,
many telecommunication systems have designed operating points
where Eb/N0 > 10 dB. In situations where Eb is the most restricted
resource, it is possible to still achieve reliable communication by
reducing the spectral efficiency. Communications with deep space
probes are limited by the amount of power that can be received.
Communication systems for deep space communication are designed
most often to have relatively low bit rates and by setting �B < 1.
Figure 2.10 shows that there is a limit on how small Eb/N0 can be
made and still maintain reliable communications. This minimum is

†
In the past decade researchers have found that using multiple antennas at both transmitter

and receiver sides can greatly increase the spectral efficiency of wireless communications.
This will be discussed in more detail in the sequel.
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Eb/N0 = ln 2 = −1�59 dB. These results from information theory pro-
vide benchmarks to calibrate performance as this chapter investigates
the theory of wireless digital communications.

2.2.5 Optimum Demodulation

Now we want to consider the digital communication system design
problem of transmitting Kb bits. The bit sequence is denoted �I =
�I�1� I�2� � � � I�Kb��

T , where I�k� take values 0,1. For simplicity of nota-
tion, a particular sequence of bits can be designated by the numeric
value the bits represent, i.e., �I = i� i ∈ �0� � � � �M −1, where M = 2Kb . To
represent the M values the bit sequence can take, M different analog
waveforms should be available for transmission. Denote by xi�t�, i ∈
�0� � � � �M −1 the waveform transmitted when �I = i is to be transmit-
ted. Here again we will assume the analog waveforms have support on
t ∈ �0�Tp�. It is worth noting that this problem formulation gives a bit
rate of Wb = Kb/Tp bits per second.

2.2.5.1 General Demodulators
A first receiver to be considered is the maximum a posteriori word
demodulator (MAPWD). This MAPWD can again be shown to be the
minimum word error probability receiver using Bayes detection theory.
Statistical decision theory41 leads to

�̂I = arg max
i∈�0� � � � �M−1

P
(�I = i 	yz�t�

)
� (2.16)

where the arg max notation refers to the particular M-ary word that has
the maximum a posteriori probability. Using the results of Poor41 and
Van Trees57 this MAP decoding rule becomes

�̂I = arg max
i∈�0� � � � �M−1

exp
[

2
N0

� [Vi�Tp�
]− Ei

N0

]
�i� (2.17)

where

Vi�t� =
∫ 


−

yz���x∗

i �Tp − t + ��d� (2.18)

is denoted the ith matched filter output, and

Ei =
∫ 


−

	xi�t�	2 dt (2.19)
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is the energy of the ith analog waveform. The ith matched filter output
when sampled at t = Tp again will give a correlation of the received
signal with the ith possible transmitted signal.

The demodulator in the case of equal priors, i.e., �i = 1/M� ∀i, can
be greatly simplified. We will denote this demodulator as the maxi-
mum likelihood word demodulator (MLWD). Since all terms have an
equal �i, this common term can be cancelled from each term in the
decision rule, and since the ln�·� function is monotonic, the MLWD is
given as

�̂I = arg max
i∈�0� � � � �M−1

� [Vi�Tp�
]− Ei

2
� (2.20)

Decoding is accomplished by selecting the binary word associated with
the largest matched filter output and energy correction.

The important thing to notice for both MAPWD and MLWD is that
the optimal demodulator complexity increases exponentially with the
number of bits transmitted. The number of matched filters required in
each demodulator is M = 2Kb . Consequently, the complexity of these
demodulation schemes is O�2Kb�. The notation O�x� implies that the
complexity of the algorithm is proportional to x, i.e., a constant times
x. This complexity is obviously unacceptable if large files of data are
to be transmitted. To make data communications practical, ways will
have to be developed that make the complexity linear in the number
of bits sent, i.e., O�Kb�.

In the following two obvious and important examples of M-ary
carrier modulated digital communication are considered: M-ary fre-
quency shift keying (MFSK) and M-ary phase shift keying (MPSK).

2.2.5.2 M-ary FSK
MFSK modulation sends the word of information by transmitting
a carrier pulse of one of M frequencies. This is an obvious simple
signalling scheme, and one used in many early modems. The signal
set is given as

xi�t� =

⎧
⎪⎪⎨
⎪⎪⎩

√
KbEb

Tp

exp �j2�fd�2i−M +1�t� 0 ≤ t ≤ Tp�

0 elsewhere

(2.21)

where fd is known as the frequency deviation. The frequency difference
between adjacent frequency pulses in the signal set is 2fd. It is apparent
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that each waveform in an MFSK signal set has equal energy that has
here been set to Es = KbEb.

The average energy spectrum per bit is again used to characterize
the spectral efficiency. Recall that the average energy spectral density
per bit is given for M-ary modulations as

Dxz
�f� = 1

Kb

M−1∑
i=0

�iGxi
�f�� (2.22)

The energy spectrum of the individual waveforms is given as

Gxi
�f� = KbEbTpsinc2��f − fd�2i−M +1��Tp�� (2.23)

where sinc�x� = sin��x�/��x�. We can prove that the minimum fre-
quency separation needed to achieve an orthogonal modulation is
fdTp = 0�25 and that by considering (2.22) and (2.23) it is obvious
that the spectral content is growing proportional to BT = fd�2Kb+1�.
An example of each of the individual energy spectrums (dotted lines)
and the average energy spectrum (solid line) for 8FSK is plotted in
Figure 2.3. The transmission rate of MFSK is Wb = Kb/Tp. The spectral
efficiency then is approximately �B = Kb/2Kb−1 and decreases with the
number of bits transmitted or equivalently decreases with M . Con-
versely, MFSK provides monotonically increasing fidelity with M42 and
thus has found use in practice when lots of bandwidth is available and
good fidelity is required.
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The advantages of MFSK are summarized as

• MFSK is very simple to generate: simply gate one of M oscillators
on, depending on the word to be sent.

• Fidelity improves monotonically with Kb. This is counter intuition
as one might expect performance degrading with increasing Kb.

The disadvantages of MFSK are summarized as

• The bandwidth increases exponentially with Kb, and hence the
spectral efficiency decreases with Kb.

• Complexity increases exponentially with Kb.

2.2.5.3 M-ary PSK
MPSK modulation sends the word of information by transmitting a
carrier pulse of one of M phases. This modulation is also used in many
modems. The first form of the signal set one might consider is given as

xi�t� =

⎧
⎪⎪⎨
⎪⎪⎩

√
KbEb

Tp

exp
[
j
��2i+1�

M

]
0 ≤ t ≤ Tp

0 elsewhere.

(2.24)

It is apparent that each waveform in an MPSK signal set has equal
energy that has here been set to Es = KbEb. The phases have been
chosen uniformly spaced around the unit circle.

The average energy spectrum per bit is again used to characterize
the spectral efficiency of MPSK. Recall that the average energy spectral
density per bit is given for M-ary modulations as

Dxz
�f� = 1

Kb

M−1∑
i=0

�iGxi
�f�� (2.25)

Recall that the energy spectrum of the individual waveforms is given as

Gxi
�f� = EbTp

∣∣∣∣exp
[
j
��2i+1�

M

]∣∣∣∣
2

sinc2 (fTp

)= EbTpsinc2 (fTp

)
� (2.26)

The occupied bandwidth of MPSK, BT ∝ 1/Tp, does not increase with
M , while the bit rate does increase with M , Wb = Kb/Tp, to provide
a spectral efficiency of �B = Kb. Unfortunately, the fidelity of MPSK
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modulation decreases with increasing M .42 Consequently, MPSK mod-
ulations are of interest in practice when the available bandwidth is
small and the SNR is large. It should also be noted that the optimum
demodulator of MPSK only needs one matched filter and one decision
device, and thus has a significant advantage in complexity.

The advantages of MPSK are summarized as

• MPSK is very simple to generate: simply change the phase of an
oscillator to one of the M values, depending on the word to be sent.

• There is no increase in the bandwidth occupancy with increasing
Kb. Consequently, spectral efficiency increases with Kb.

• Demodulation complexity does not increase exponentially with Kb.

The disadvantages of MPSK are summarized as

• Fidelity decreases monotonically with Kb.

2.2.6 Discussion

This section introduces the concept of digital modulation and demod-
ulation and two example modulations to transmit Kb bits of infor-
mation: MFSK and MPSK. MPSK has the advantage of being able to
supply an increasing spectral efficiency with Kb at the cost of requir-
ing more Eb/N0 to achieve the same performance. MFSK can provide
improved performance with Kb, but at a cost of a loss of spectral effi-
ciency. Additionally, the decoding complexity of MPSK is significantly
less than the decoding complexity of MFSK. As a final point it is worth
comparing the spectral efficiency performance of these two modu-
lations with the upper bounds provided by information theory (see
Section 2.2.4). We will denote reliable communication as being an
error rate of 10−5. The operating points of MFSK and MPSK and the
upper bound on the possible performance are plotted in Figure 2.10. It
is clear from this graph that different modulations give us a different
set of points in a performance versus spectral efficiency tradeoff. Also
the two examples considered in this section have a performance much
lower than the upper bound provided by information theory. This is
still not too disturbing as lots of digital communication theory is left to
explore.
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2.3 Orthogonal Modulations

Orthogonal modulations, such as Orthogonal Frequency Division
Multiplexing (OFDM), have been the primary vehicle for cost-effective
data communications. In this section we will introduce the three most
widely used orthogonal modulations and overview their engineering
utility.

2.3.1 Orthogonal Frequency Division Multiplexing

A commonly used modulation that admits a simple optimal bit demod-
ulation is OFDM.15 OFDM has found utility in telephone, cable, and
wireless modems. An example of OFDM has each of the Kb bits inde-
pendently modulated on a separate subcarrier frequency, and the sub-
carrier frequencies are chosen to ensure the orthogonality. The format
for an OFDM signal is

Xz�t� =

⎧
⎪⎪⎨
⎪⎪⎩

Kb∑
l=1

X�l�

√
Eb

Tp

exp �j2�fd�2l −Kb −1�t� 0 ≤ t ≤ Tp

0 elsewhere

(2.27)

with modulation symbols X�l� = a�I�l��, where a�I�l�� is the constel-
lation mapping and 2fd is the separation between adjacent subcarrier
frequencies that are used to transmit the information. The transmis-
sion rate of this form of OFDM is Wb = Kb/Tp bits per second. For clarity
of discussion, the remainder of the section will assume all binary mod-
ulation mappings are Binary Phase Shift Keying (BPSK, i.e., a�0� = 1
and a�1� = −1). A more general form of OFDM could use any type of
mappings and any number of bits per subcarrier. For example, 4 bits
could be transmitted per subcarrier using a 16-ary modulation.

The OFDM transmitted waveform is a sum of Kb complex sinusoids.
This transmitted waveform will have a complex envelope that changes
significantly over the transmission time as the Kb complex sinusoids
change in phase relative to each other. The larger the value of Kb,
the larger this variation over the transmission time will be. An OFDM
waveform has a significant difference between the peaks in amplitude
and the average value of the amplitude. This high peak-to-average
ratio requires the radios in an OFDM system to have a large dynamic
range to process the signal without distortion.
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The demodulator for OFDM is a matched filter for each subcarrier
(due to the orthogonality between subcarriers). We will use Y�k� to
denote the matched filter output for the kth bit or subcarrier. The
demodulator computes a filter output for each bit, k ∈ �1� � � � �Kb, and
hence the complexity of the OFDM optimum demodulator is O�Kb� as
opposed to the O�2Kb� for an arbitrary modulation that transmits Kb

bits of information.

2.3.1.1 Spectral Characteristics of OFDM
To simplify the notation needed in this discussion we will make the
following definition.

Definition 2.5 The Fourier transform pair of the unit energy rectangular
pulse function

ur�t� =

⎧
⎪⎨
⎪⎩

1√
Tp

0 ≤ t ≤ Tp

0 elsewhere

(2.28)

is Ur�f� =√
Tpsinc

(
�f Tp

)
exp

[−j�f Tp

]
.

Taking the Fourier transform of the OFDM signal (2.27) and using the
frequency shift property of the Fourier transform gives

Xz�f� =
Kb∑
l=1

X�l�
√

EbUr �f − fd�2l −Kb −1�� � (2.29)

Further simplifications occur if each bit is equally likely. The spectrum
in this case becomes

DXz
�f� = Eb

Kb

Kb∑
l=1

	Ur �f − fd�2l −Kb −1��	2 � (2.30)

This spectrum is plotted in Figure 2.4 for Kb = 4 and fd = 0�5/Tp, where
dotted lines refer to individual spectra and the solid line represents
average spectrum, respectively. The conclusions we can draw about the
average energy spectrum of OFDM is that the bandwidth occupancy
for this type of an OFDM is proportional to 1/Tp and to Kb. Recall that
the transmission rate is Wb = Kb/Tp bits per second. Consequently, the
transmission efficiency for binary OFDM is in the neighborhood of
1 bit/s/Hz, though the exact number will be a function of how the
engineering bandwidth is defined.
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Figure 2.4 Average energy spectrum per bit for OFDM. Kb = 4, equally likely
bits and BPSK modulation, with fd = 1/2Tp.

2.3.1.2 Cyclic Prefix: Combating Frequency Selectivity
Most of the advantages of orthogonal modulations introduced so far
come from the fact that orthogonality will be kept after passing the
transmit signal through a frequency-flat channel, i.e., no intersymbol
interference (ISI) will be introduced. This, however, will no longer
be valid if the channel is frequency-selective

‡
and no preprocessing

is imposed at the transmitter. Thus the MLWD has the complexity
of O�2Kb� due to the loss in orthogonality. Is it possible to maintain
the demodulation complexity of O�Kb� and yet provide good error
performance over frequency-selective channels? The answer is yes, and
there is a very simple modification of OFDM transmitted waveforms
that permits simple suboptimum demodulators on frequency selective
channels: adding a cyclic prefix to the OFDM signal. Mathematically
we can show that

• The effect of frequency selectivity on an OFDM symbol is only to
change the effective pulse shape for each bit.

• If we extend the time support of the OFDM symbol from �0�Td�
to �−Th�Td�, where Th is the time support of the channel impulse
response, all the intercarrier interference (ICI) is removed from each

‡
A more precise definition of frequency selectivity is provided in Section 2.5.1
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subcarrier output and a simple bit-by-bit demodulator can be imple-
mented. In practice, the cyclic prefix length is chosen to be bigger
than the longest delay spread

§
experienced in operation.

It should be noted that adding a cyclic prefix and using the sim-
ple demodulator result in a loss in both spectral efficiency and
fidelity but in many applications the gain in demodulator simplicity
in a frequency-selective channel makes up for these losses. Conse-
quently OFDM has found significant utility in wireless communication
applications.

In conclusion, OFDM provides a method to implement multiple bit
transmission with good fidelity, reasonable complexity, and spectral
efficiency. The bit error probability performance of the OFDM scheme
highlighted in this section gives the same bit error probability per-
formance as BPSK used in isolation. The spectral efficiency of binary
OFDM is roughly 1 bit/s/Hz. The complexity of the optimum receiver
in a frequency-flat channel is O�Kb�. The same receiver can be used in
a frequency-selective channel with little fidelity degradation if some
simple modifications of the transmitted signal are imposed. Conse-
quently, OFDM has found significant utility in engineering practice.
Readers interested in a more detailed discussion on OFDM may refer to
Heiskala and Terry.28

2.3.2 Orthogonal Code Division Multiplexing

A second commonly used modulation that admits a simple optimal
bit demodulation is Orthogonal Code Division Multiplexing (OCDM).
With OCDM each of the Kb bits is independently modulated with
an orthogonal waveform. This orthogonal waveform is often termed
the spreading waveform. OCDM is often used in wireless systems with
multiple users, where each spreading waveform is associated with a
different user. The typical format for an OCDM signal is

Xz�t� =

⎧
⎪⎪⎨
⎪⎪⎩

Kb∑
l=1

X�l�
√

Ebsl�t� 0 ≤ t ≤ Tp�

0 elsewhere

(2.31)

§
A more precise definition of delay spread is provided in Section 2.5.1.
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Figure 2.5 An example of spreading waveforms for OCDM and Kb = 4.

where X�l� = a�I�l��, and sl�t� is often denoted the spreading signal
for the lth bit. Here we assume that both E

[	X�l�	2] = 1 and Esl
= 1.

The transmission rate of this form of OCDM is Wb = Kb/Tp bits per
second. It should be noted that OFDM is a special case of OCDM with
sl�t� = exp �j2�flt� /

√
Tp.

There are a wide variety of ways to construct these spreading wave-
forms and one example is given in Figure 2.5 for Kb = 4. Certainly this
construction is not unique. The time waveform of OCDM can have sig-
nificant variations across the transmission time. An OCDM waveform
can have a significant difference between the peaks in amplitude and
the average value of the amplitude. This difference will increase as Kb

increases. This high peak-to-average power ratio requires the radios in
an OCDM system to have a high dynamic range to process the signal
without distortion.

The optimal demodulator again has the form of Kb parallel single
bit optimal demodulators. Restricting ourselves to BPSK modulation
on each spreading waveform, the MLBD has the form

�
[∫ Tp

0
Yz�t�s

∗
k�t�dt

]
= � �Y�k��

Î�k�=0
>
<

Î�k�=1

0� (2.32)

The demodulator computes a filter output for each bit, k ∈ �1� � � � �Kb,
and hence the complexity of the OCDM optimum demodulator is
again O�Kb� as opposed to the O�2Kb� for an arbitrary modulation that
transmits Kb bits of information.

2.3.2.1 Spectral Characteristics of OCDM
The spectral characteristics of OCDM provide additional insight. Using
the same techniques as in OFDM and assuming for simplicity that
each bit is equally likely and BPSK modulation is used, the spectrum
in this case becomes

DXz
�f� = Eb

Kb

Kb∑
l1=1

	Sl �f �	2 � (2.33)
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Figure 2.6 The average energy spectrum per bit for an OCDM spreading
signal set defined in Figure 2.5. (See Color Plate 1)

where Sl �f � = � �sl�t�. The important thing to note here is that the
spectrum of OCDM waveforms is directly proportional to the spectrum
of the chosen spreading waveforms. The spectrum of the set of spread-
ing signals chosen in Figure 2.5 is shown in Figure 2.6 (again dotted
lines for individual spectra and the solid line for average spectrum).
The conclusions we can draw about the average energy spectrum of
OCDM is that the bandwidth occupancy for this type of an OCDM
is proportional to 1/Tp and to Kb. The bandwidth is greater than if a
single bit was sent in isolation since Kb orthogonal waveforms need to
be constructed for each of the Kb transmitted bits. Since in multi-user
applications of OCDM the bandwidth of the spreading waveform is
much larger than the transmission rate of the users, OCDM is often
denoted spread spectrum modulation.60

2.3.2.2 Combating Frequency Selectivity
Similar to OFDM, frequency-selective channels will also cause the
loss of orthogonality in an OCDM system. There are three different
general methods to deal with this problem. One way is to still uti-
lize the matched filter and operate with ISI caused by the frequency
selectivity. In certain situations this interference can be tolerated.
A second method is to try eliminating ISI by using some interference
cancellation techniques.60 The final way is to implement a multi-user
demodulator at the receiver.58 Interested readers can refer to these
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books for a detailed treatment for OCDM systems operating in wireless
channels.

2.3.3 Binary Stream Modulation

A third commonly used modulation that admits a simple optimal bit
demodulation is orthogonal time division multiplexing. This is per-
haps the most intuitive form of orthogonal modulation. Orthogonal
time division multiplexing is used in a vast majority of digital commu-
nication systems in some form. The idea is simple: data are streamed
in time (one bit following another). For the remainder of this chapter
this orthogonal time division multiplexing will be referred to as stream
modulation. With a stream modulation each of the Kb bits is indepen-
dently modulated on the same carrier frequency with a time shifted
waveform. The typical format for a stream modulation using linear
modulation is

Xz�t� =
Kb∑
l=1

X�l�
√

Ebu�t − �l −1�T�� (2.34)

where X�l� = a�I�l��, T is known as the symbol or bit time in stream
modulations, and u�t� is the unit energy pulse of length Tu. The trans-
mission rate of stream modulation is Wb = Kb/Tp bits per second. It
should be noted that Tp = �Kb −1�T +Tu and for large Kb that Wb ≈ 1/T .

This orthogonal time shift condition is often known as Nyquist’s
criterion for zero ISI.35 The remaining question is how to design
orthogonal time shifted waveforms. There is a wide variety of ways to
construct these waveforms, but the simplest way is to limit u�t� to only
have support on �0�T�. For example, if Kb = 4, one can choose T = Tp/4
and have the set of time shifted waveforms as given in Figure 2.7.
Certainly this construction is not unique, and most practical stream
modulations use pulse shapes that are not time limited to T seconds as
in Figure 2.7. It is interesting to note that with the waveforms chosen
in Figure 2.7 the amplitude of the transmitted signal will be constant.
The ability to more carefully control peak-to-average power ratio is
one advantage of stream modulation.

The optimal demodulator again has the form of Kb parallel sin-
gle bit optimal demodulators. Since the sample modulation format is
repeated in time, the required filtering operation can also be serial with
only one filter sampling several times. This demodulator is shown in
Figure 2.8. The demodulator has one filter whose output is sampled for
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Figure 2.7 An example of time shifted pulses for a linear stream modulation
and Kb = 4.
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Figure 2.8 The optimal demodulator for stream modulations using BPSK.

each bit, k ∈ �1� � � � �Kb, and hence the complexity of the stream mod-
ulation optimum demodulator is again O�Kb� as opposed to O�2Kb�. A
characteristic of linear stream modulation that makes for an efficient
implementation is that only one filter is needed to implement the
demodulator. This pulse shape matched filter only needs to be sampled
at different times to obtain sufficient statistics for demodulation.

The spectrum of stream modulations is only a function of the pulse
shape. Similar techniques as used before in other orthogonal modula-
tions give

DXz
�f� = Eb

Kb

Kb∑
l1=1

	U �f �	2 = EbGu�f�� (2.35)
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where U �f � = � �u�t� and Gu�f� = 	U �f �	2. The important thing to
note here is that the spectrum of linear stream modulation is directly
proportional to the spectrum of the chosen pulse shape. The spectrum
of the linear stream modulation defined in Figure 2.7 is, by the use
of Definition 2.4, DXz

�f� = EbTsinc2 �fT�. The conclusions we can draw
about the average energy spectrum of stream modulation is that the
bandwidth occupancy is also proportional to 1/Tp and to Kb.

In conclusion, orthogonal modulation is a technique where Kb

bits are transmitted by using orthogonal waveforms for each bit.
The orthogonality of the individual bit waveforms enables each bit
to be detected optimally and serially with a complexity identical to
the situation where the bit was transmitted in isolation. Examples
of orthogonal modulation included in this chapter are modulations
where orthogonality was obtained by frequency spacing (OFDM),
complex waveforms (OCDM), or by time spacing (stream modula-
tion). Orthogonal modulations address how to reduce the exponen-
tial complexity of optimum demodulation to linear complexity by an
appropriate signal design. As a final note, most deployed communica-
tion systems use stream modulation in some form even when using
OFDM or OCDM.

2.3.4 Orthogonal Modulations with Memory

The orthogonal modulation with memory (OMWM) is a general
modulation that combines orthogonal modulation with a signal
mapping having memory. The memory is normally included in the
mapping to either improve the fidelity of demodulation or change the
spectral characteristics of memoryless linear orthogonal modulation.
OMWM incorporates most error control or spectrum control coding
schemes.8�32�61 Our goal in this chapter is not to explore how to design
OMWM, but to overview the communication theory behind the per-
formance, spectral efficiency, and demodulation complexity.

OMWM has modulation symbols generated by a finite state
machine. The resulting modulation symbols can then be transmitted
using a linear orthogonal modulation. The data modulation symbols,
X̃�l�, are due to the stream of information bits, I�l�� l = 1�Kb. The tilde
notation will be used to differentiate between modulations that have
memory (tilde) and memoryless modulations (not tilde). OMWM con-
sists of a finite state machine operating at an integer fraction of the
symbol rate, 1/NmT . The Kb bits to be transmitted are broken up into
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blocks of Ks in length (a total of Nb = Kb/Ks blocks per frame). At each
symbol time a new set of Ks bits, �I�m�, is input into a finite state
machine, and this produces a new constellation label, �J�m�, and a new
modulation state, ��m+1�. The vector (length Nm) constellation label
at the finite state machine output is used as an input to a modulator
that produces an Nm symbol block of Ms-ary modulation symbols. The
output modulation symbols are

D̃z ��m−1�Nm + i� = a�Ji�m�� � (2.36)

where a�·� is the constellation mapping, and Ji�m� is the ith component
of �J�m�. The output of the orthogonal modulation has the form

Xz�t� =∑
l

D̃z�l�sl�t�� (2.37)

To keep a consistent normalization, the mapping, D̃z�l� = a�Ji�m��,

is selected such that E

[∣∣∣D̃z�l�
∣∣∣
2
]

= R. A total of Nb trellis transitions

are needed to communicate the Kb bits. Figure 2.9 shows the block
diagram for a general linear orthogonal modulation with memory.
Ns again denotes the number of states in the modulation, and the
non-linear equations governing the updates are

��m+1� = g1

(
��m���I�m�

)
(2.38)

�J�m� = g2

(
��m���I�m�

)
� (2.39)

Note that J�m� = 0� � � � �M
Nm
s − 1, where each component of �J�m� only

take values Ji�m� = 0� � � � �Ms −1� i = 1� � � � �Nm. The constellation label
at time m and in position i will generate the modulation symbol at
time �m − 1�Nm + i for the orthogonal modulation. In general, it is

Parallel
to serial

Finite state
machine

Xz (t )M-ary orthogonal
modulator

z 

–1

J (m)
I (m)

σ 
(m
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σ (m
 +

 1)

Ji (m) = J ((m – 1)Nm + i )

Figure 2.9 The block diagram for a general modulation with memory.
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usually desirable to have �c extra symbols transmitted to return the
modulation to a common final state at the end of the transmission
frame. The total length of the frame for the orthogonal modulation
with memory is denoted Nf ; hence, Nf = NbNm +�c, where �c is a code-
dependent constant. Due to termination, the effective rate is Reff =

Kb

NbNm+�c
= KbKm

KbNm+�c
, but if a large number of bits are transmitted, then

the rate becomes approximately R = Km/Nm. If a rate less than one is
desired, then a communication engineer would choose Nm > Km. If a
higher transmission rate is desired, then the communication engineer
would choose Nm < Km.

OMWM is used in practice to get better performance than orthog-
onal modulations or to change the spectral characteristics of orthog-
onal modulations while still maintaining a complexity that is O�Kb�.
OMWM can be implemented in a wide variety of rates and com-
plexities. For example, Figure 2.10 is a plot of the achieved spectral
efficiency for the memoryless modulations and the operating points
of several of the best OMWM that have appeared in the literature.
The discussion of these modulations and the methods of demodula-
tion requires a level of sophistication that is not appropriate for this
chapter. Interested readers are referred to books on modern error con-
trol codes.8�32�61 The important point is that Shannon’s upper bound
is one that is achievable in modern communications with a demodu-
lation complexity that is O�Kb� as desired.
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Figure 2.10 A comparison between the modulations considered in this
chapter. (See Color Plate 2)
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2.4 Propagation in Wireless Channels

A goal of this section is to provide a brief introduction to wireless chan-
nels. This is not meant to be a rigorous derivation based on electromag-
netic theory. The goal here is much simpler: to introduce and motivate
models used in the development of wireless data communications. The
literature contains a myriad of terminology to reflect the complexities
of wireless propagation, e.g., Rayleigh fading, delay spread, frequency-
selective fading, time-varying fading, rich scattering environments,
and spatially independent fading. This section examines physical mod-
els and details these concepts. Throughout this chapter, the notation
is that the transmitted signal is xc �t� and the received signal is yc �t�
in the passband and the corresponding signals in the baseband are
xz �t� and yz �t�, respectively. Although the baseband representation of
signals is adequate to describe linear systems more simply in almost all
the cases, the passband representation is used in one example in this
section in order to explain the essence of time variation and its rela-
tion to mobility. Thus both notations are introduced in parallel. After
laying the necessary foundation, the baseband notation is exclusively
used throughout the rest of the discussion.

This system engineering way of viewing the time-varying channel
is appropriate in that it models the waveforms that are input into
the antenna terminal at the transmitter and the waveforms that are
induced at the antenna output at the receiver. With this view of wire-
less propagation, we ignore the fact that electromagnetic vector fields
are induced in a three-dimensional space. Taking this simplistic view
does not enable us to discuss such topics as the polarization aspects
of antennas. While these issues are important, they are simply out of
scope for the current exposition.

The wireless channel between any transmit antenna and receive
antenna can be modeled as a linear time-varying system. A simple
way of characterizing this linear time-varying system is to define its
time domain kernels, hc �t� �� and/or hz �t� ��, in the passband and/or
the baseband, respectively. With the time domain kernel, the input–
output relationships are given as

Yc�t� = Rc�t�+Wc�t� =
∫ 


−

hc�t� ��Xc�t − ��d� +Wc�t� (2.40a)

Yz�t� = Rz�t�+Wz�t� =
∫ 


−

hz�t� ��Xz�t − ��d� +Wz�t�� (2.40b)
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xc/z�t� −−−−→ hc/z�t� �� −−−−→ Rc/z�t�

Figure 2.11 The time–varying linear system representation of a wireless
channel.

where Wz�t� is a baseband additive noise process, and Wc�t� is a
bandpass additive noise process, the transformation between which is
given as

Wc �t� = �{Wz �t� ej2�fct
}

(2.41)

with fc being the carrier frequency. This model is shown in Figure 2.11.
The time variations in the wireless channel are captured with variable
t , and the time dispersiveness is captured by the variable �. The goal
of this chapter is to briefly characterize this linear system and give
some flavor for how propagation aspects can be characterized and
used in communication systems. References that do a very good job
of detailing out the systems perspective of wireless communications
channels are 6� 10� 13� 18� 29� 37� 44� 50� 51 and 56.

The important idea in understanding wireless propagation is that a
wireless transmission establishes a spatial standing wave in the envi-
ronment. Once this idea is understood, the physics of the radio link
can easily be interpreted to characterize wireless propagation. This
section establishes the ideas of free space and multipath propagation.
For simplicity, the discussion is limited to a two-dimensional propaga-
tion geometry but the generalization to three dimensions is straight-
forward yet tedious.4�33�38�39 Angles in this two-dimensional geometry
are defined relative to the positive x-axis.

2.4.1 Free Space Propagation

Free space propagation is characterized by a transmission where there
are no obstacles between the transmitter and the receiver. The trans-
mitter can be viewed as launching a wavefront that propagates in
a spherical fashion outward from the transmitter. When there is no
mobility, the wireless channel is a linear time-invariant system. It
introduces a free space propagation loss, Lp, and a delay, �p. The free
space propagation loss is due to the power of the transmission being
spread across a bigger spherical wave; consequently, the loss Lp grows
with distance. The time delay in radio wave propagation is due to the
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speed of light, c, and the distance between the transmitter and the
receiver. If the transmitter and receiver are separated by a distance d,
the time delay will be

�p = d

c
� (2.42)

The passband kernel in this case becomes an impulse function of �
only

hc �t� �� = Lp�
(
� − �p

)
(2.43)

and (2.40a) reduces to the convolution integral

Rc�t� = Lp

∫ 


−

xc �t − ���

(
� − �p

)
d�

= Lpxc

(
t − �p

)
� (2.44)

For example, if the transmitted signal is a tone xc�t� = √
2 cos �2�fct�,

the received signal becomes Rc�t� = Lp

√
2 cos�2�fc�t −�p��. Defining the

propagation phase shift to be

�p = −2�fc�p = −2�fcd

c
= −2�d

�c

� (2.45)

where �c is the wavelength of the carrier, the received signal is given as

Rc�t� = Lp

√
2 cos

(
2�fct +�p

)
� (2.46)

This propagation-induced phase shift is due to both the carrier fre-
quency and the time delay from transmission to reception. It should
be noted in most scenarios of interest (high carrier frequencies and
large propagation distances) that the propagation phase shift is usually
much larger than 2� so that later it will be well justified to model �p as
a random phase uniform in �0� 2��. We shall not apply a full mathemat-
ical derivation of the corresponding baseband kernel hz �t� �� given the
results of (2.43). Instead, we use the following intuition. The complex
envelope of a transmitted tone is xz�t� = 1, and the received complex
envelope (from (2.46)) is Rz�t� = Lp exp

[
j�p

]= H . H is often referred to
as a multiplicative distortion. Equivalently, if a modulated signal, xz�t�,
is transmitted via free space propagation, then the received signal has
the form

Rz�t� = Hxz�t − �p�� (2.47)
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which means that the baseband kernel in (2.40b) is

hz�t� �� = H��� − �p� (2.48)

and the integral in (2.40b) becomes also a convolution integral. Conse-
quently, wireless propagation in free space with no mobility produces
a multiplicative distortion and a time delay.

When there is mobility with free space propagation, the wire-
less channel between the transmit and receive antennas potentially
becomes a linear time-varying system. This time variation is basically
due to the change of the distance between the transmitter and the
receiver with time. This is reflected, in turn, to a change in the trans-
mission delay and the path loss with time as well. However, in practice,
the variation in path loss can be neglected as it is very slight during the
transmission time span. The distance between the transmitter and the
receiver, as a function of time, is denoted by d �t�, and the correspond-
ing transmission delay is denoted by �p �t�. If a signal is radiated from
the transmit antenna at time t , it will impinge on the receive antenna
at time t + �p �t� (i.e., when the distance between the transmitter and
the receiver becomes d�t + �p �t��), where �p is now a time-dependent
transmission delay given by

�p �t� = d
(
t + �p �t�

)

c
� (2.49)

For simplicity, we assume that the variation of d �t� with time is due
only to the motion of the receiver away from the stationary transmitter
as shown in Figure 2.12(a).

∗
The passband kernel of the channel in

this case is expressed as

hc �t� �� = Lp�
(
� − �p �t�

)
� (2.50)

Substituting hc �t� �� in (2.40a), we get

Rc �t� = Lpxc

(
t − �p �t�

)
� (2.51)

In practical applications, v �t� can be approximated to be uniform (i.e.,
d �t� = d +vt , where d is the distance between the transmitter and the

∗
But transmitter mobility can be taken into consideration using the concept of relative

velocity. If the transmitter moves with a velocity �vt �t� and the receiver with a velocity �vr �t�,
then this situation is equivalent to a stationary transmitter and a receiver moving with a
velocity �v = �vr �t�− �vt �t�.
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(a) Receiver moving away from a fixed
      transmitter with a constant velocity υ.

(b) Receiver moving in a scenario with
     arbitrary angle of arrival α and direction
     of motion given by χ.

Figure 2.12 A model for a time-varying channel with mobility from the
receive side only.

receiver at time t = 0) if its variation during the transmission time is
not significant. From (2.49), this gives a transmission delay

�p �t� = d +vt +v�p �t�

c

(
which implies �p �t� = d +vt

c −v

)
� (2.52)

and a received signal

Rc �t� = Lpxc

(
t − d

c −v
− vt

c −v

)
� (2.53)

Because c � v, the approximation ( 1
1−x

≈ 1 +x when x � 1) is usually
used to simplify Rc �t� as

Rc �t� ≈ Lpxc

(
t − d

c

(
1+ v

c

)
− vt

c

)
� (2.54)

By comparing this result with (2.44), we see that they are similar
in having a time delay term. But due to the relative motion with
respect to the wave propagation, a new term v

c
arises in (2.54), which

causes an effect called the Doppler frequency shift, or simply the
Doppler shift. The name arises from the fact that the transmission
of an unmodulated carrier xc�t� = √

2 cos �2�fct� results in a received
signal Rc �t� = Lp

√
2 cos

(
2� �fc − fD� t + �̃p �fD�

)
, where

fD = fc

v

c
� and �̃p �fD� = −2� �fc + fD� �p� (2.55)
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i.e., the received carrier is frequency shifted from the transmitted
one by fD. For a reason to appear shortly, fD is called the maxi-
mum Doppler shift. If we now apply the same approach to a two-
dimensional case where the direction of motion of the receiver is
allowed to differ from the direction of the arriving wavefront as shown
in Figure 2.12(b), it is straightforward to see that

Rc�t� = Lp

√
2 cos

(
2� �fc + fd� t + �̃p �−fd�

)
� (2.56)

where the Doppler shift becomes

fd = −fD cos ��−�� (2.57)

and � and � are respectively the angles subtended by the direction of
arrival of the radio wave and the direction of motion of the receiver
with the positive x-axis. It is now clear why fD is called the maximum
Doppler shift; it is the maximum value that fd can attain. Obviously,
Figure 2.12(a) is a special case of the model in Figure 2.12(b) with
� = � = 0. The received complex envelope is

Rz�t� = H̃ exp �j2�fdt� � (2.58)

H̃ has the same magnitude as H ;
∣∣∣H̃
∣∣∣= 	H 	 = Lp, but arg

{
H̃
}

= �̃p �−fd�.
This makes the baseband kernel in (2.40b) equal to

hz�t� �� = H̃ exp �j2�fdt� ��� − �p�� (2.59)

This system is not linear time invariant since a frequency of fc is put
into the system and a frequency of fc + fd comes out of the system.
This frequency difference is due to the motion of the antenna through
the time-varying standing wave established by the radio transmission.
As it moves through space the receiving antenna will output a wave-
form that varies at a different frequency due to the Doppler effect. It
is important to realize that the rapidity of time variation is directly
proportional to the speed of motion and the carrier frequency. Higher
frequency operation and/or higher speed mobility will make the chan-
nel vary faster. The rapidity of the time variation is also a function of
the difference between the angle of the incoming radio wavefront and
the direction of motion. Motion directly into the wavefront produces
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the highest Doppler shift. Motion away from the wavefront produces
the smallest Doppler shift. Motion perpendicular to the wavefront
produces no Doppler shift. This is the first case where the geometry
of the propagation produces differences in the received signal charac-
teristics. This geometric dependence of wireless channels is frequently
exploited in communication practice.

Similarly, when a modulated carrier is transmitted, the received
complex envelope can be well approximated as

Rz�t� = H̃ exp �j2�fdt� xz�t − �p�� (2.60)

Therefore, wireless propagation in free space with mobility produces a
time-varying multiplicative distortion and a time delay. The time vari-
ations in the multiplicative distortion are entirely due to the Doppler
shift.

The time-varying nature of wireless channels is due to the motion
of the link environment. In the simple case of free space propagation,
either transmit antenna motion or receive antenna motion can cause
this time variation. The idea that a tone transmission from an antenna
establishes a standing wave in space is a very important concept in
understanding wireless channels and will be used to illustrate many
important concepts in the sequel.

2.4.2 Multipath Propagation

Wireless channels are interesting from a theoretical point of view due
to the inherent multipath propagation characteristics. Wireless com-
munication occurs in physical environments, and these environments
typically have objects that diffract or scatter radio waves. Since the
radio wavefronts are diffracted and scattered by objects in the envi-
ronment, there will be multiple ways that electromagnetic energy can
propagate from the transmitter to the receiver. This multipath prop-
agation is what makes radio communications interesting. The multi-
path modes of propagation will have a received signal much like the
free space channels described previously.

First, let us consider a multipath propagation environment with
no mobility. Electromagnetic waves will add at each position in space
so the resultant voltage observed on a receiver antenna will be the
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superposition of the effects of each multipath signal. The model of
this multipath propagation is

Rz �t� =
mp∑
n=1

Hnxz�t − �n�� (2.61)

where mp is the number of distinct multipaths in a particular channel,
Hn is the multipath multiplicative distortion, and �n is the multipath
time delay. Note that each multipath will have a complex multiplica-
tive distortion. It should be apparent that wireless channels can be
very different in terms of the number of multipaths, the amplitude
distributions, and the time delays that are produced. For example,
channels seen in indoor wireless local area computer networks have
significantly different characteristics than channels seen in outdoor
mobile telephone networks. The remainder of this chapter explores the
impact of these differences on how digital communications is accom-
plished on such channels. Again, when the channel is linear and time
invariant, it has kernel

hz�t� �� = hz ��� =
mp∑
n=1

Hn��� − �n�� (2.62)

Multipath channels without mobility are well modeled as linear time-
invariant systems. There are some very important characteristics in
this multipath channel that help in understanding wireless communi-
cations. The amplitude of the multiplicative terms, Hn, depends on, for
example, the distance between the transmitter and the receiver, the
types of media that the radio waves propagate through, and the sur-
faces of the scattering objects. The phase is a function of all these same
things and also the multipath propagation length from the transmit-
ter to the receiver, i.e., arg �Hn = 	n −2�fc�n = 	n − 2�dn

�c
, where dn is the

distance traveled from the transmit antenna to the receive antenna by
the nth multipath signal, and 	n is the residual phase. Consequently,
the phase of a multipath multiplicative distortion can change, signif-
icantly when the path length changes a small distance (note: small
in this discussion is in terms of wavelengths of the carrier frequency).
The path delays, �n, are only a function of the path length as each
delay is only a function of how long the radio wave took to travel
from the transmitter to the receiver. The exploitable characteristic
in wireless channels that has led to a rapid growth in techniques to
communicate over wireless channels is that the phase changes rapidly
with path length change while the time delays and amplitudes change
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slowly with path length change. The sequel will explore how these
characteristics are exploited in wireless communications.

It is instructive to consider the case where a tone is transmitted.
Recall that a tone transmission is modeled with xz�t� = 1. The received
signal in this case will be

Rz�t� =
mp∑
n=1

Hn� (2.63)

Hence the received signal is also a tone with an amplitude and phase
determined by the phasor sum of the multipath multiplicative dis-
tortions. A pictorial representation of this phasor sum is given in
Figure 2.13 for mp = 4. Wireless communication is challenging because
even in situations where each of the multipath amplitudes are large,
there is a possibility that the phasor sum might be close to zero.
This situation, where the resultant amplitude is small, even when the
amplitudes of each of the individual paths are relatively large, is often
denoted as a fade. A significant number of the techniques used in wire-
less digital communications are implemented to mitigate the effects
of fading. The general idea is to transmit over redundant channels to
provide diversity to reduce the impact of fades.

A multipath propagation environment with mobility has a similar
extension as the multipath environment with no mobility. The only
difference between the mobility and the non-mobility case is that each
multipath will have a Doppler shift. The Doppler shift from (2.57) is
a function of both the multipath arrival angle, �n, and the direction
of motion, �. In direct analogy to the single path case, we denote

yQ (t )

yI (t )

H
2

H
3H 4

H 1
 +

 H
2

 +
 H

3
 +

 H
4
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Figure 2.13 The phasor diagram of the multipath response to a tone trans-
mission. mp = 4.
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the Doppler frequency for the nth path as fn = −fD cos �� −�n�. The
multipath model with mobility for the received signal with a tone
transmission is given as

Rz�t� =
mp∑
n=1

H̃n exp �j2�fnt� � (2.64)

In the case where the receiver antenna is the one in motion, it should
be noted that when multipaths arrive from different angles, different
Doppler frequencies can be produced. Here, the channel is again linear
but time-varying and has a kernel given as

hz�t� �� =
mp∑
n=1

H̃n exp �j2�fnt� ��� − �n�� (2.65)

This simple channel model can accurately represent wireless channels
with mobility.

2.4.3 Gaussian Modeling of Multipath Channels

Wireless channels are often modeled by system designers as random
quantities. This randomness is meant to capture the great variability
in a channel physical geometry for each possible radio deployment.
Random quantities are often characterized by statistical averages. Since
most wireless channels are characterized by complex quantities, the
discussion here will assume complex-valued random variables. The
most commonly used statistical quantities for characterizing random
channels are the mean, mx = E�X�; the average power, Px = E

[	X	2]; the
variance, var �X� = 2�2

X = E
[	X −mx	2

]
; and the correlation coefficient.

The correlation coefficient between two complex random variables, X
and Y , is defined as

�XY = E
[
�X −mx��Y −my�

∗]

2�X�Y

� (2.66)

Since wireless communication techniques try to find redundant and
independent channel realizations, ensuring a small correlation coeffi-
cient between channel realizations is often a goal.

Models for the random channel realization have been a topic of
continued interest since the inception of wireless communications. For
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simplicity, the case of a single transmitted tone is considered. Recall
that the received signal in this case has the form

Rz�t� =
mp∑
n=1

Hn = Hz� (2.67)

To evaluate the performance, it is often necessary to characterize the
resultant channel gain, Hz. Since Hz = HI + jHQ is due to a sum of mp

random variables and mp is large, the central limit theorem becomes
applicable.31 Recall that the central limit theorem implies that if all of
the path gains do not vary greatly in distribution then the resultant
complex channel gain will converge to a complex Gaussian random
variable as mp gets large. Furthermore, since for most wireless channels
the phase of each multipath gain is equally likely to be anywhere on
�−����, this implies that E�Hz� = 0. Note that if Hz = HI + jHQ is a zero

mean complex Gaussian random variable, HA = 	Hz	 =
√

H2
I +H2

Q is a
Rayleigh random variable. Rayleigh fading refers to the case where
Hz is modeled as a zero mean complex Gaussian random variable. The
probability density function (PDF) of a Rayleigh-distributed random
variable with variance 0�5 is plotted in Figure 2.14.

Rayleigh fading is an often-used model in wireless communications.
First, the Gaussian model is conducive to getting results in analy-
sis. The assumption of a Gaussian model for the fading statistics has
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Figure 2.14 Theoretical PDF of a real-valued Rayleigh-distributed random
variable of variance 0.5.
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Figure 2.15 A field test in downtown Columbus, OH.11

been the starting point for a near innumerable number of theoretical
papers. Second, the zero mean Gaussian model represents a worst-case
scenario. If no paths dominate the sum, then there is typically not a
line-of-sight path from the transmit antenna to the receive antenna.
If there is a large number of paths, the transmitter and receiver are
embedded in a dense scattering environment. The situation of dense
scattering and no line-of-sight is usually the worst-case scenario for
wireless communications. The tradition in digital communications is
to design the system to meet the performance requirements in the
worst-case scenario knowing that better channels will produce better
performance. Finally, the Rayleigh model is accurate in many situ-
ations. For example, Figure 2.15 shows the results of a field test in
downtown Columbus, OH.11 The plot in the bottom left-hand cor-
ner is a histogram of the channel amplitudes measured during this
particular trial. This histogram looks very much like the Rayleigh
PDF in Figure 2.14. This combination of being analytically simple, a
worst-case model, and an accurate model for measured data makes the
Rayleigh model very popular in wireless communications.

2.5 The Selectivity of Wireless Channels

This section gives a brief overview of wireless channel selectivity and
the terminology used to describe it. The behavior of a single radio
channel, one transmit antenna to one receive antenna, is explored.
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The literature often refers to this as Single-Input Single-Output (SISO)
communications. This very focussed presentation is only intended
to enable the reader to get a quick understanding of the important
channel characteristics in modern wireless systems. More details from
a systems perspective can be found in references 6, 10, 13, 18, 29, 37,
50, 51 and 56.

This section shows that

1. Wireless channels are frequency-selective (the channel response
will vary with the frequency of the transmitted signal).

2. Wireless channels are spatially selective (the channel response
will vary with the position of the transmitter and/or the receiver
antenna).

3. Wireless channels where there is motion in the channel are time-
selective (the channel response will vary with time).

All three selectivities play a significant role in modern wireless com-
munication.

2.5.1 Frequency Selectivity

Wireless channels are frequency-selective (the channel response will
vary with the frequency of the transmitted signal). Recall in the case
of no mobility that the channel kernel for this linear time-invariant
system is

hz�t� �� = hz��� =
mp∑
n=1

Hn��� − �n�� (2.68)

where the time delays are arranged such that �1 < �2 < · · · < �mp
. The

transfer function of the channel is given as

Hz�f� = � �hz��� =
mp∑
n=1

Hn exp �−j2�f�n� � (2.69)

A typical impulse response (magnitude) and a magnitude squared
transfer function of a wireless channel are shown in Figure 2.16. The
time delays and corresponding gains of the various multipaths are
shown in Table 2.1.

It is clear from (2.69) that the transfer function for a channel with
no mobility is a sum of sinusoids. This sum of sinusoids produces a
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Figure 2.16 Impulse response and transfer function of a typical wireless chan-
nel with mp = 4. Delays and gains of the various multipaths are given in
Table 2.1.

Table 2.1 Time delays and gains of the
four multipaths of the channel in
Figure 2.16.

�1 0�64�s H1 −0�5106+ j0�7435

�2 5�60�s H2 −0�5217+ j1�4320

�3 9�08�s H3 −0�8701+ j0�8075

�4 9�84�s H4 0�8479− j0�8299

transfer function that varies with frequency. A parameter often used
to characterize the amount of frequency selectivity is delay spread.
Equation (2.16) is rewritten after taking the complex exponential with
the smallest delay, �1, as a common factor:

Hz�f� = exp �−j2�f�1�

(
H1 +

mp∑
n=2

Hn exp �−j2�f��n − �1��

)
� (2.70)

it is clear that the term that varies fastest with frequency in the transfer
function sum of sinusoids is due to an argument of �d = �mp

− �1. �d

is defined to be the delay spread, and the delay spread completely
controls how quickly the channel transfer function amplitude changes
with respect to frequency. For example, in the channel considered
in Figure 2.16, the delay spread is about 9�2�s and an oscillation at
about a 100 kHz rate is apparent in the transfer function. When a
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communication engineer considers how to design systems for wireless
communication, delay spread is one of the first channel parameters to
be identified.

In many situations, it is important to understand how the channel
response changes as a function of frequency. The typical measure of
how the channel changes with frequency is the frequency domain
correlation function

RH��f � = E
[
Hz�f�Hz�f −�f �

]
� (2.71)

Often, data communication utilizes different frequencies to commu-
nicate redundant information. When doing this it is important to
identify the separation that is needed to get the channels to behave
somewhat independently. Engineers use the concept of coherence
bandwidth to characterize this frequency diversity. Coherence band-
width is often defined to be the frequency separation when the fre-
quency domain correlation function drops below a certain level.

The frequency domain correlation function can be simplified when
considering the models discussed in this chapter. Since each multipath
is due to a separate propagation path, it is a good model to assume each
path is independent of the other paths. Since the phase is due partially
to path delay, and typical path delays cause a phase rotation that is
many times greater than 2�, it is a good approximation to assume
that E �Hn� = 0. After plugging (2.69) into (2.71) and using these two
approximations, one can show that

RH��f � = E

[
mp∑
n=1

	Hn	2 exp
[−j2��f �n

]
]

� (2.72)

Hence, the correlation function is a function of the distribution of the
number of paths, the distribution of the path delays, and the distribu-
tion of the path powers. If the number of paths and the random delays
in the channel are independent of the multipath gains, then we have

RH��f � = Emp��n

[
mp∑
n=1

PH��n� exp
[−j2��f �n

]]
� (2.73)
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where PH��� is the average power of the path with a delay �. This
expectation and summation are often42 approximated

∗∗
as

RH��f � =
∫ 


0
SH��� exp

[−j2��f �
]
d�� (2.74)

where SH��� is denoted in the literature as the power delay profile.
One can think about SH��� as a power density which is a function
of delay. Hence, there is a nice duality with the standard notion
of a correlation function in time and a power spectral density in
frequency. The important point to remember is that the power dis-
tribution in delay will determine how the correlation of the channel
transfer function will change with frequency. Channels that have a
larger delay spread will vary more rapidly in the frequency domain.
For instance, an outdoor land mobile radio (mobile phones) typically
will have a frequency response that will change more rapidly with
frequency than an indoor wireless local area network. The coherence
bandwidth for an outdoor radio is around 100 kHz and the coherence
bandwidth for an indoor radio is around 4 MHz.44

In certain situations, the effect of the channel on the transmitted
signal is essentially frequency-flat. When the product of the bandwidth
of the signal and the delay spread is much less than unity, the channel
can be modeled in this way. If this is the case, all multipaths arrive
at roughly the same time, �p, compared to the time variations of the
transmitted signal. Consequently, the received signal on each antenna
can be accurately modeled as

Rz�t� =
mp∑
n=1

Hnxz�t − �n� = xz�t − �p�

mp∑
n=1

Hn = HFxz�t − �p�� (2.75)

In other words, for a channel modeled as frequency-flat, the received
signal from each antenna can be modeled as the transmitted signal
multiplied by a complex fading distortion.

Examples with different signal bandwidths clarify the concepts of
frequency flatness and frequency selectivity. A time domain example
where the delay spread is much larger than the reciprocal of the band-
width is shown in Figure 2.17. The transmitted signal is a pulse which
has a spectral square root raised cosine shape,42 and the channel in
Figure 2.16 is used. Figure 2.17-b shows a plot of the I and Q signals
at the channel output. It is clear from the output in Figure 2.17(b)

∗∗
In some special cases the approximation can be shown to be exact.
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(a) Transmitted signal (b) Received signal
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Figure 2.17 A time domain example of a communication system where
the channel can be modeled as frequency-selective. The channel is given in
Figure 2.16.

that the different paths can be resolved and the received signal must
be modeled with

∑mp

n=1 Hnxz�t −�n�. On the other hand, a time domain
example where the delay spread is much smaller than the recipro-
cal of the bandwidth is shown in Figure 2.18. Again, the channel is
taken to be the one in Figure 2.16. When looking at the output in
Figure 2.18(b), it is clear that the different paths are not resolvable and
the received signal can be modeled with

∑mp

n=1 Hnxz�t −�p� = HFxz�t −�p�.
Note that Figures 2.17(b) and 2.18(b) show the output to have in-phase

(a) Transmitted signal (b) Received signal
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Figure 2.18 A time domain example of a communication system where the
channel can be modeled as frequency-flat. The channel is given in Figure 2.16.
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and quadrature components although the input is real, because the
multiplicative distortion, HF , is complex-valued. Frequency-flat fading
is a good model in narrowband communications and is also useful
in OFDM where each subcarrier pulse is usually designed to see a
frequency-flat channel.

2.5.2 Spatial Selectivity

Wireless channels are spatially selective (the channel response will vary
with the position of the transmitter and/or the receiver antenna). The
discussion will concentrate on the case where the transmit antenna
stays stationary and the receive antenna is the one that shifts positions.

The important idea in understanding how standing waves are estab-
lished in space is to realize that the received multipath signals are
all potentially coming from different directions. Figure 2.19 shows a
pictorial representation of this situation. For simplicity, assume that
the signal bandwidth is small enough such that the channel is well
modeled as frequency-flat. Define a reference position, A1, at which
the received signal has the form

Rz�t�A1� = xz�t − �p�

mp∑
n=1

Hn�A1� = HF�A1�xz�t − �p�� (2.76)

Multipath 1

x

αmp

Rx

Multipath 2M
ultipath m

p

α1

α2

Figure 2.19 A graphical representation of the angle of arrival of received
multipath waveforms.
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Recall that the propagation phase shift for each multipath is

�n = 	n −2�fc�n = 	n − 2�dn

�c

� (2.77)

where 	n is a phase that is a function of the propagation path, and dn is
the distance traveled by the nth multipath signal. This form shows that
the phase for each multipath can change significantly as the receive
antenna position varies in space (changing dn). If when repositioning
the receive antenna the phases of all the multipaths change the same
amount, the signal amplitude will not change. Whereas, if the phases
of the multipaths change a different amount, the resulting amplitude
can be quite different. An example of a phasor diagram to represent
the multipath summation is given in Figure 2.21. In Figures 2.21(a)
and 2.21(b), the amplitudes of the corresponding multipaths are equal.
The only difference between the two diagrams is the path gain phases.
Since the phases change in a different fashion for each path gain, the
resultant amplitude at the two locations is quite different. This phasor
diagram demonstrates how a spatial standing wave can be established.

Here, we consider the mathematical details of moving the receive
antenna to a different location A2. The geometry of the problem con-
sidered is shown in Figure 2.20. The antenna spacing is denoted with
�, and the angle between the line connecting A1 and A2 and the posi-
tive x-axis is �. To simplify the analysis, the receive antenna is assumed
to be in the far field so that the incoming rays are parallel (which is
quite accurate when the distance between the scatterer and the receive

A1

Δ

A2αn
β

αn

x

M
ultipath n

Figure 2.20 The geometry of two spatially separated receive antennas for
multipath n.
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Figure 2.21 A vector diagram to represent the
∑mp

n=1 Hn�Ai� at two positions.

antenna is greater than 2�2

�
).

†
With this formulation, the nth path will

have a path length that is different from the path to the reference
antenna by an amount

�n = −� cos ��−�n� � (2.78)

Note that if the antenna is moved toward the arriving ray, the path
length becomes shorter. If the antenna is moved away from the arriv-
ing ray, the path length becomes longer. If the antenna is moved
perpendicular to the arriving ray, the path length does not change.
This change in path length will result in a change in phase of each
multipath signal

arg �Hn�A2�−arg �Hn�A1� = 2�� cos��−�n�

�c

� (2.79)

As a result, the received signal at position A2 has the form

Rz�t�A2� = xz�t − �p�

mp∑
n=1

Hn�A1� exp
[

j2�� cos��−�n�

�c

]
� (2.80)

It is seen from (2.80) that the variability in space is due entirely to
how 2� cos��−�n�

�c
varies across the received multipath signals.

If the wavefronts seen at the receiver are coming from a wide variety
of directions, the spatial standing wave will vary significantly over

†
This model concentrates on the effect of the last scatterer only. Previous paths connecting

other scatterers remain the same.
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a wavelength spatial scale. For instance, if the paths are assumed to
arrive uniformly in angle on the interval �−����, the received signal
at position A2 will be given as

Rz�t�A2� = xz�t − �p�

mp∑
n=1

Hn�A1� exp

⎡
⎣ j2�� cos

(
�− 2��n−1�

mp

)

�c

⎤
⎦ � (2.81)

To gain insight into how the channel varies with spatial separation,
we can look at the spatial correlation function

RH��� = E �HF�A1�H∗
F �A1 −��� � (2.82)

Assuming that the multipath gains are independent and zero mean,
the correlation function reduces to

RH��� = Emp

⎡
⎣

mp∑
n=1

E
[	Hn�A1�	2]exp

⎡
⎣ j2�� cos

(
�− 2��n−1�

mp

)

�c

⎤
⎦
⎤
⎦ � (2.83)

If the average power of the multipath gains are constant as a function
of angle of arrival, then

RH��� = Emp

⎡
⎣2�2

H

mp

mp∑
n=1

exp

⎡
⎣ j2�� cos

(
�− 2��n−1�

mp

)

�c

⎤
⎦
⎤
⎦ � (2.84)

If mp is large, this correlation function will converge to 29

RH��� = 2�2
H

2�

∫ �

−�
exp

[
j2�� cos �	�

�c

]
d	 = 2�2

HJ0

(
2��

�c

)
� (2.85)

where J0�x� is the Bessel function of the first kind order zero.1 It should
be apparent from (2.85) that the correlation coefficient between the
channel gains of two antennas spaced by � is �H��� = J0

(
2� �

�c

)
. From

this characterization, it is clear that when the multipaths arrive from
a wide variety of angles, the signal at the antenna output will change
significantly after moving the antenna as little as a wavelength of the
radio carrier frequency. For example, Figure 2.22 is a plot of a sample
function of the standing wave in space in an environment where the
multipaths are coming from a wide variety of directions. The behavior
of this sample function corroborates the analytical result given in
(2.85). If the wavefronts seen at the receiver are coming from roughly
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Figure 2.22 A sample function of the amplitude of a standing wave in space
with isotropic angles of arrival.

the same direction, the spatial standing wave will vary more slowly in
space. Let us consider as a degenerate case the situation when all the
paths come roughly from the same direction, �. The channel gain at
the second antenna location has the form

HT �A2� =
mp∑
n=1

Hn�A1� exp
[

j2� cos ��−��

�c

]

= exp
[

j2� cos ��−��

�c

] mp∑
n=1

Hn�A1�

= HT�A1� exp
[

j2� cos ��−��

�c

]
� (2.86)

It is clear that the change in the resulting multiplicative distortion is
only a phase shift, but the standing wave in space does not have a
varying amplitude.

Two quantities are often used to characterize propagation environ-
ments: angle spread, �s, and the mean angle of arrival, �m. For this
discussion the angle spread of a propagation environment is given as

�s = max
n1�n2=1� � � � �mp

(
�n1

−�n2

)
� (2.87)
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Figure 2.23 A sample function of the amplitude of a standing wave in space
with �m = 0� and �s = 10�.

In situations where there is an attempt to statistically model propa-
gation, the angle spread has a more statistical meaning (i.e., standard
deviation of the random arrival angle). Similarly, if the angle spread
of the arriving waveforms is fairly small, the received signal will vary
slowly in space. Both the angle spread and the orientation of the
antenna displacement with respect to the mean angle of arrival will
impact the characteristics of the spatial standing wave. Figure 2.23
shows a sample spatial standing wave for a mean angle of arrival equal
to 0� and an angle spread of 10�. In examining this standing wave, one
should note that the spatial field varies more in one direction (along
the y-axis) than in the perpendicular direction (along the x-axis). This
difference is because the 10� angle spread makes a greater variation
in the received phases when the arriving angle is broadside to the
antenna displacement. This characteristic results because the displace-
ment perpendicular to �m, 2� sin��n�

�c
, produces a greater range of phases

for the received angle spread and, consequently, a greater amplitude
variation than the displacement parallel to �m, 2� cos��n�

�
.

When the angle spread is small, many factors impact the charac-
teristics of the spatial standing wave.

1. The wavelength will determine the amount of phase change that
is produced with the spatial offset.
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2. The angle spread determines how much variation there is in the
phase of each of the multipath signals.

3. The angle difference between the mean angle of arrival and the
antenna displacement determines the size of the relative variation
in the phase of each of the multipath signals.

These characteristics are important to understand how antenna arrays
should be constructed in multiple antenna modems.

The geometric dependence of the spatial standing wave leads
antenna arrays to be designed differently depending on the propagation
geometry that is likely to be seen in the wireless system. For instance, in
cellular systems (macro cells) the base station towers are typically very
high above the urban landscape. The typical propagation geometry
that is seen in this situation is a significant amount of local scattering
near the mobile (at street level) and not much other scattering, espe-
cially near the base station antennas. This has led base station antenna
arrays to be designed such that antenna spacings are on the order of
10�c. Alternatively, at the mobile unit the scattering environment is
rich and often isotropically distributed. Because of this, antennas in
array for mobile radios usually have less than a wavelength separa-
tion. Similarly, wireless local area network (WLAN) deployments often
have antenna arrays where the antenna separation is on the order of
wavelengths. In indoor environments typical of WLAN deployments,
the scattering is much more often isotropically distributed and not so
often concentrated with a small angle spread. The geometric scattering
environment in which a multiple antenna wireless system is deployed
must be considered carefully when designing the antenna array.

2.5.3 Time Selectivity

Wireless channels where there is motion in the channel are time-
selective (the channel response will vary with time). The important
thing to remember is that wireless channels are multipath channels
and that motion produces a Doppler shift in a received multipath
signal. Recall that the received channel gain for a transmitted tone
(xz�t� = 1) in a time-varying wireless channel with mobility has the
form

Rz�t� =
mp∑
n=1

Hn exp �j2�fnt� � (2.88)



Elsevier US 0ch02-p369426 15-3-2006 11:39a.m.

64 Chapter 2 The Wireless Communications Physical Layer

This implies that the received signal on a single antenna when the
antenna is in motion is a sum of sinusoids. Recall that the frequencies
of the sinusoids are a function of the angle of arrival compared to the
angle of motion and the maximum Doppler frequency, fD. The sum
of sinusoid characteristic is frequently seen in measured field data. For
example, examining Figure 2.15 from the field test in Columbus, OH,
it is clear that the amplitude of the received signal (the top plot) is
well modeled by a sum of sinusoids.

In many situations, it is important to understand how the channel
response changes as a function of time. The typical measure of how the
channel changes with time is the time domain correlation function
defined as

RH��t� = E �Hz�t�Hz�t −�t�� � (2.89)

Often, data communications utilize different time instances to com-
municate redundant information. When doing this, it is important to
identify the time separation that is needed to get the channel gains to
behave somewhat independently. Engineers use the concept of coher-
ence time to characterize this time diversity. Coherence time is often
defined to be time separation when the time domain correlation func-
tion drops below a certain level.

Since the time domain correlation function is a familiar tool for
the communication engineer,31 further insight is obtained using the
traditional tools. The Fourier transform of the time domain correlation
function is often denoted as the Doppler spectrum, i.e.,

SH��� = � �RH��t� � (2.90)

This Doppler spectrum provides the traditional frequency domain
interpretation of the random time variation in the channel gains.

Different distributions on the angle of arrival will produce different
types of time-varying fading. For instance, if the angle of arrival of
each of the multipaths is isotropically distributed, a sample path of
an example channel gain is shown in Figure 2.24(a) and the measured
power spectral density of this sample path is shown in Figure 2.24(b).
In this isotropic propagation environment, it is clear that the chan-
nel response will change fairly rapidly and the spectrum can have
power over the full range of �−fD� fD�. Doppler spread is defined as
fs = fmax − fmin. It is clear from Figure 2.24(a) that in the case of isotropic
fading, fs = 2fD. Alternatively, consider the case where the angle spread
on the received signal is limited to 10�. A sample path of an example
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Figure 2.24 A sample path of a fading process for an isotropic scattering
environment. fDTs = 0�01.

channel gain for this limited angle spread is shown in Figure 2.25(a),
and the measured power spectral density of this sample path is shown
in Figure 2.25(b) for �m = −30� and � = 60�. Here, in spite of hav-
ing the same fD, the channel gain in the narrow angle spread case
clearly varies less rapidly than the channel gain for the isotropic scat-
tering environment. This slow variation is due entirely to the narrow
angle spread producing a smaller fs. To characterize the behavior of
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Figure 2.25 A sample path of a fading process for a narrow angle spread.
�m = −30�, �−�m = 90�, �s = 10�, and fDTs = 0�01.
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the random channel gain over time, it is clear that both the vehicle
speed and the angle spread of the propagation environment should be
characterized.

It is worth examining the detailed form of the time domain corre-
lation function. As in the two previous sections, we will assume that
each of the path gains are independent and zero mean so that the
time correlation reduces to

RH��t� = Emp�n

[
mp∑
n=1

E
[	Hn	2

]
exp �j2�fn�t�

]
� (2.91)

Again, if the power of the paths are the same then this correlation
function reduces to

RH��t� = 2�2
HEmp�n

[
mp∑
n=1

exp �j2�fD cos ��−�n��t�

]
� (2.92)

Note the analogy with the form for the spatial correlation. Conse-
quently, when the scattering is isotropic and the number of paths gets
large, Clarke showed that the correlation function will take the form16

RH��t� = J0 �2�fD�t� (2.93)

which can also be derived from (2.85) when motion with uniform
velocity is assumed, i.e., � = v ×�t . This correlation function of Clarke
is a very good model for an average channel but the instantaneous
channel can be different. The general form for a correlation function
generally behaves quite like this average; for example, the correlation
function that was measured in Figure 2.15 (lower right figure) looks
quite like (2.93). The important point to realize from the analytical
result of Clarke is that the time variability of a fading process is
entirely determined by the Doppler spread, and the Doppler spread is
also entirely determined by the angle spread and the motion velocity.

2.5.4 Summary of Channel Characteristics

Having examined the characteristics of wireless channels leads to a
final model that captures all of the important characteristics of wireless
channels. The received signal is given as
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Rz�t�A� =
mp∑
n=1

Hn exp
[
j2�fD cos ��−�n� t + j2�

�

�c

cos��−�n�

]
xz�t − �n��

(2.94)

where A represents the antenna position, Hn represents the multi-
path gains at a reference position in space, � is the distance A is
from the reference position, � is the angle of displacement of A from
the reference position, �n is the multipath arrival angle, and �n is
the path delay. This model is very accurate, but is valid only for
receiver antenna motion and receiver antenna displacement. It is very
important to realize that this scenario is very limited in terms of all
the possible channel realizations one would encounter in practice.
For example, in wireless communications, often the transmitter may
move, both transmitter and receiver may move, or even the environ-
ment may be moving. While generalizations of the above model for
these other important cases are straightforward (if not tedious), they
will not be pursued in this chapter as the important characteristics
of the wireless channel will not change significantly in these other
situations.

In summary, wireless channels are:

1. Frequency-selective

2. Spatially selective

3. Time-selective.

The details of each selectivity are a function of the following channel
characteristics:

1. Power–delay profile

2. Mean angles of arrival/departure

3. Angle spread of arrival/departure

4. Motion of the transmitter/receiver/environment

5. Antenna array geometry.

System designers must be aware of how the channel geometry and the
signal design will impact the performance of wireless communications.
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2.6 Physical Models of Wireless Systems

This section provides the notation for the information-theoretic analy-
sis of wireless systems in the sequel. Performance analysis of communi-
cation systems, in general, requires a mathematical model to describe
the channel behavior and the signal and noise input-output relation.
This modeling takes into account time, frequency, and spatial selectiv-
ities of the channel presented in Section 2.5, the later when multiple
antennas are used. Several scenarios are discussed in this section to
cover SISO and multiple antenna radio. A few common assumptions
to all these scenarios are:

1. A vector of Kb bits �I = �I �1� I �2� · · · I �Kb��
T is transmitted in Tp

seconds.

2. The transmitted bit vector is first processed by an encoder
to produce the transmit symbol vector �X of Nf symbols �X =[
X �1� X �2� · · · X

(
Nf

)]T
as shown in Figure 2.26. The symbols �X �l�

are selected from a (complex) M-ary alphabet and normalized such
that E

[
	X �l�	2

]
= 1 ∀ l ∈ {1� � � � �Nf

}
.

3. The number of transmit and receive antennas is denoted by Lt and
Lr , respectively. The time signal output from transmit antenna n
is denoted by X

�n�
z �t�, and that output from receive antenna m is

denoted by Y
�m�
z �t�.

4. Orthogonal modulations from Section 2.3 are used on all Lt trans-
mit antennas to transmit �X. Transmit antenna n uses a vec-
tor of orthogonal waveforms �sn �t� =

[
sn�1 �t� sn�2 �t� · · · sn�Nf

�t�
]T

to

transmit �X in the following fashion:

X�n�
z �t� =

Nf∑
l=1

X �l�
√

Essn�l �t� =√
Es�sn �t�T �X� 0 ≤ t ≤ Tp� (2.95)

Encoder XI

Figure 2.26 Mapping of bits to symbols.
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It is usually desirable to make the notation more compact by
grouping all the transmitted signals in one vector �Xz �t� =

[
X

�1�
z �t�

X
�2�
z �t� · · · X

�Lt �
z �t�

]T

and all the waveform vectors in one Lt × Nf

matrix s �t� = [�s1 �t� �s2 �t� · · · �sLt
�t�
]T

, the relation between which is

�Xz �t� =√
Ess �t� �X� (2.96)

5. The received signal at antenna m, Y
�m�
z �t�, is the superposition of all

the transmitted signals after being processed by the channel in the
fashion shown in (2.40b). If we denote the channel kernel between
transmit antenna n and receive antenna m as h

�m�n�
z �t� ��, Y

�m�
z �t� is

expressed as

Y�m�
z �t� =

Lt∑
n=1

∫ 


−

h�m�n�

z �t� ��X�n�
z �t − ��d� +W�m�

z �t� (2.97)

=
∫ 


−

�hm �t� ��T �Xz �t − ��d� +W�m�

z �t� = R�m�
z �t�+W�m�

z �t� �

(2.98)

where �hm �t� �� =
[
h

�m�1�
z �t� �� h

�m�2�
z �t� �� · · · h

�m�Lt �
z �t� ��

]T

. Grouping
all the received signals in one vector following the same procedure
as before yields

�Yz �t� =
∫ 


−

Hz �t� �� �Xz �t − ��d� + �Wz �t� (2.99)

with �Yz �t� =
[
Y

�1�
z �t� Y

�2�
z �t� · · · Y

�Lr �
z �t�

]T

and Hz �t� �� =
[�h1 �t� ��

�h2 �t� �� · · · �hLr
�t� ��

]T

.
‡

It is worth mentioning that for a multiple antenna system with
fixed Lt � Lr�Kb�Tp and Nf , the performance of the system with respect
to capacity and bit error performance depends on the design of the
encoding technique �I → �X and the matrix s �t�. In literature, the design

‡
The superscripts �n� and �m� will be ignored when a SISO channel is considered as it is a

special case with Lt = Lr = 1. For spatial selectivity on the receive side only (i.e., Lt = 1), a
single superscript �m� is used.
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of s �t� is termed space–time block coding (STBC).
§

A lot of work has
been done to assess the performance and design of s �t� and the encod-
ing technique. The reader may refer to references 2, 5, 23, 24, 26, 46,
52 and 53 for a few examples of design methodologies.

Enough notation is now available to express physical models of
wireless transmission. Considering a general case, all three kinds of
selectivity might exist. However, in many situations, the rate of chan-
nel variations in time is very low in comparison to the signaling rate
which validates treating the channel as time-flat rather than time-
selective. Similarly, wireless channels can be treated as frequency-flat
if the rate of variation in frequency is much lower than the signal-
ing bandwidth. The dependency of Hz �t� �� on t and � captures this
selectivity according to Table 2.2. In the following, models for dif-
ferent cases are presented. Each kind of channel is denoted by its
flatness/selectivity in space, frequency, and time. SISO channels, how-
ever, are denoted by the last two only as spatial selectivity does not
exist. For SISO channels, all vectors and matrices reduce to scalars.

2.6.1 Time-Flat Frequency-Flat (TF/FF) Channels

The simplest SISO channel is one where variation in time and fre-
quency is negligible. This channel is a good model to a low mobility,
low bandwidth (compared to the coherence bandwidth) digital com-
munication. From Table 2.2, the received signal becomes

Table 2.2 Time and frequency selectivities in the structure of Hz �t� ��.

Time-flat,
frequency-flat

Hz �t� �� = Hz� ��� �Yz �t� = Hz
�Xz �t�+ �Wz �t�

Time-
selective,
frequency-flat

Hz �t� �� = Hz �t� � ��� �Yz �t� = Hz �t� �Xz �t�+ �Wz �t�

Time-flat,
frequency-
selective

Hz �t� �� = h ��� �Yz �t� = ∫ 

−
 h ��� �Xz �t − ��d� + �Wz �t�

§
The “time” dimension comes from the fact that stream modulation is used. In the same

sense, if OFDM is used, we can have space-frequency block coding.
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Figure 2.27 The optimal demodulator for orthogonal modulation.

Yz �t� = HzXz �t�+Wz �t� � (2.100)

where Hz is a scalar, and Wz �t� is a white complex Gaussian noise
process with zero mean and variance N0. The optimal demodulator
consists of Nf matched filters as illustrated in Figure 2.27. The output
of the kth matched filter sampled at t = Tp is

Y �k� =
∫ Tp

0
Yz ��� s∗

k ���d�� k = 1� � � � �Nf (2.101a)

=
Nf∑
l=1

HzX �l�
√

Es

∫ Tp

0
sl ��� s∗

k ���d�+N �k� (2.101b)

=√
EsHzX �k�+N �k� � (2.101c)

where (2.101c) comes from the orthogonality of �sl �t�. The discrete
time noise N �k� is related to Wz �t� by

N �k� =
∫ Tp

0
Wz ��� s∗

k ���d�� (2.102)

So, it has a zero mean, it is white, and its variance is equal to N0 due to
the unit norm of �sl �t�. The matched filter outputs �Y �k� represent
a set of sufficient statistics about the transmitted symbols �X �k�. It
is worth mentioning here that for a TF/FF channel, all orthogonal
modulation techniques lead to the same results regarding the output
Y �k�. In the sequel, a TF/FF channel is modeled according to (2.101c).
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2.6.2 Time-Varying Frequency-Flat (TV/FF) Channels

The TV/FF channel models narrowband communication with mobil-
ity. Due to time variations, the channel fading profile cannot be
assumed flat throughout the transmission time Tp. Stream modulation
can be used in this situation to conquer the time selectivity as follows.
The waveforms of stream modulation have the form

sk �t� = u �t − �k−1�T� � (2.103)

where the pulse u �t� spans an interval Tu such that Tp = Tu +(Nf −1
)
T .

If T is small enough compared to the coherence time of the channel,
then the variation of the channel within an interval of T will be
insignificant. From Table 2.2,

Yz �t� = Hz �t�Xz �t�+Wz �t� � (2.104)

As explained in Section 2.3.3, a single matched filter can represent the
optimal demodulator by sampling its output at multiples of T . The
sampled outputs are expressed as

Y �k� =
∫ Tp

0
Yz ���u∗ ��− �k−1�T�d�� k = 1� � � � �Nf (2.105a)

=
Nf∑
l=1

√
EsX �l�

∫ Tp

0
Hz �t�u ��− �l −1�T�u∗ ��− �k−1�T�d�+N �k� �

(2.105b)
If Hz �t� were constant, the Nyquist criterion of the pulse shape would
eliminate all ISI, i.e.,

∫ Tp

0
u ��− �l −1�T�u∗ ��− �k−1�T�d� = �k−l� (2.106)

As a first level approximation, the impact of the time-varying channel
on the ISI will be ignored and the integral can be modeled as

∫ Tp

0
Hz ���u ��− �l −1�T�u∗ ��− �k−1�T�d� = Hz �k��k−l� (2.107)

where Hz �k� = Hz �kT�. This simplifies the outputs of the matched fil-
ter as

Y �k� =√
EsHz �k�X �k�+N �k� � (2.108)

where N �k� has the same characteristics as in the case of a TF/FF
channel.
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2.6.3 Time-Flat Frequency-Varying (TF/FV) Channels

The case of a TF/FV channel models wideband communication with
no mobility. Frequency selectivity can be avoided similar to time selec-
tivity by using an OFDM transmission. Following a similar analysis, it
is easily shown that

Y �k� =√
Es�z �k�X �k�+N �k� � (2.109)

where

�z �k� = � �Hz �t� 	f = k

T0

=
∫

Hz �t� e
−j2� k

T0
t
dt (2.110)

is the value of the transfer function of the channel at the kth subcarrier
frequency, and T0 is the OFDM symbol time. It should be noted that
the mathematical models for a TV/FF channel with stream modulation
and the TF/FV channel with OFDM are identical. Only the physics
that cause the variations in �z �k� and Hz �k� are different.

2.6.4 Receiver-Space-Varying Frequency-Flat (RSV/FF)
Channels

Receiver spatial selectivity is exploited in systems that use multiple
antennas at the receive side. Therefore, this model holds for systems
employing receiver diversity only. This can be easily extended to the
frequency-varying case similar to earlier sections. Figure 2.28 shows

Mod Demod
Xz (t )

hz   (t )(1)

hz   (t )(Lr)

Y z   (t )(Lr)

Y z  (t )(1)

II ˆ

Figure 2.28 A communication system with receiver diversity using Lr

antennas.
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such a communication system. Each of the receive antennas is con-
nected to a chain of Nf matched filters whose outputs are sampled
at t = Tp as in Figure 2.27. Ideally, the placement of the receive
antennas should allow as little correlation

∗
between the channel gains

�Hz �k� =
[
H

�1�
z �k� � � � � �H

�Lr �
z �k�

]T

as possible to make use of space diver-
sity. Referring to Figures 2.22 and 2.23, it is obvious that the narrower
the spread of the angle of arrival, the larger the required spacing
is between the antennas. However, in practice, a correlation coeffi-
cient between the channel gains of about 0�6 is enough to yield good
performance.19�47 Using the results of Table 2.2 and following simi-
lar steps as in Sections 2.6.1, and 2.6.2, the received symbol vector is
expressed as

�Y �k� =√
Es

�HT
z X �k�+ �N �k� (2.111)

for an RSV/TF/FF channel and

�Y �k� =√
Es

�HT
z �k�X �k�+ �N �k� (2.112)

for an RSV/TV/FF channel
∗∗

, where �Y �k� = [
Y1 �k� · · · YLr

�k�
]T

, �N �k� =[
N1 �k� · · · NLr

�k�
]T

and Nm �k�, are independent identically distributed
(IID) Gaussian random variables with zero mean and variance N0.

2.6.5 Transmitter-Receiver Space-Varying Frequency-Flat
(TRSV/FF) Channels

The most general case of space diversity is to have both transmitter
and receiver employing multiple antennas. Such a model is extensively
used in space-time coding systems. Figure 2.29 depicts a TRSV/TF/FF
channel. From Table 2.2, it is straightforward to show that

�Y �k� = Hz
�X �k�+ �N �k� (2.113)

for a TRSV/TF/FF channel and

�Y �k� = Hz �k� �X �k�+ �N �k� (2.114)

∗
This is equivalent to saying that E

[ �Hz �k� �H†
z �k�

]
= ILr

is desired.
∗∗

In this case, only one matched filter per receiver antenna is required whose outputs are
sampled at multiples of T .
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Mod Demod

Y (1)
z (t )

I

X (1)
z (t)

I

Y (Lr)
z (t )X (Lt)

z (t )

h(1,Lt)
z (t )

h(1,1)
z (t )

h(Lr ,1)
z (t )

h(Lr ,Lt)
z (t )

ˆ

Figure 2.29 A communication system with Lt transmit antennas and Lr

receive antennas.

for a TRSV/TV/FF channel. The models presented for SISO and multiple
antenna systems, although simple, represent a powerful tool in under-
standing the channel behavior. For example, the dimensions of Hz �k�
corresponding to Lr and Lt highly influence the channel capacity. The
behavior of the entries H

�m�n�
z �k� may admit or prohibit certain equal-

ization and detection techniques. Section 2.7 treats wireless systems
from an information-theoretic point of view. Capacities of various
channels are computed based on the models introduced above.

2.6.6 Paradigms for Wireless Communication

It is clear from (2.113) and (2.114) that for reliable detection the
receiver and/or the transmitter need to have estimates of the channel
state information (CSI) Hz �k�. Otherwise, correct amplitude and phase
of the transmitted symbols can never be restored. The paradigm used
in wireless communication is highly dependent on the availability
and reliability of the transmitter/receiver CSI estimates (TCSI/RCSI).
When Hz �k� is unknown or partially known, it is modeled as a random
variable.9�22�49 The random variable corresponding to TCSI is denoted
by ĤT , and that corresponding to RCSI is denoted by ĤR. A general
model for wireless communication that highlights the aspects of CSI
on the modulation and demodulation is shown in Figure 2.30. TCSI
and/or RCSI are assumed to be perfect if ĤT (respectively, ĤR) equals
Hz. No TCSI/RCSI is available if ĤT (respectively, ĤR) is independent
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Figure 2.30 Block diagram of a communication system with TCSI/RCSI.

of Hz. The communication paradigm that is implemented in practice
is heavily influenced by what level of CSI is available. For example,
in wireless local area computer networks, it is assumed that mobility
is low and that channel information can be made available at the
transmitter. High mobility systems (e.g., mobile phones) typically do
not try to feedback precise CSI. Table 2.3 lists some of the common
assumptions about channel knowledge at the transmitter and receiver
in practice. The most common assumption in practice is when RCSI is
perfect and the transmitter only knows the statistics of the channel.
For further information about how the communicating parties esti-
mate the CSI, the reader can refer to references 14, 24, 34 and 63.

Table 2.3 Estimation of the channel state at the transmitter and the
receiver.

Transmitter

Instantaneous and perfect: ĤT �k� = Hz �k�

CSI Instantaneous and noisy: ĤT �k� = Hz �k�+n �k�

Delayed: ĤT �k� = Hz �k−q� q = 1� 2� � � �

Only statistics of CSI pĤT

(
ĥT

)
= pHz

�hz�, and independent

Receiver

Instantaneous and perfect: ĤR �k� = Hz �k�

CSI Instantaneous and noisy: ĤR �k� = Hz �k�+n �k�

Delayed: ĤR �k� = Hz �k−q� q = 1� 2� � � �

Only statistics of CSI pĤR

(
ĥR

)
= pHz

�hz�, and independent
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2.7 Modern Wireless Communication

The characteristics of wireless channels introduced in Section 2.5
have greatly influenced the development of wireless communica-
tions. There has been a clear evolution of thinking in how wireless
communication systems are designed, and the goal for the remainder
of this chapter is to motivate this evolution with the understanding
derived from the physical models of wireless propagation. The evolu-
tion of wireless can be summarized with the following “ages”:

1. Wireless communications is unreliable: In this age, engineers
attempted a direct application of standard communication theory
to wireless multipath environments. Wireless multipath communi-
cations produced channels that were frequency, time, and spatially
selective. Some positions in frequency, time, and space supported
reliable communication and some did not if the channel experi-
enced a deep fade. This unreliability was frustrating to users of
digital communications, but it was viewed as a characteristic of
wireless multipath communications.

2. Redundancy can improve reliability: In this age, engineers came
to see that, if a channel was faded at a particular frequency, time,
and/or position, more reliable communication could be achieved if
redundant information was sent on another channel in frequency,
time, and space. This redundancy in the dimensions of frequency,
time, and space was termed diversity in wireless communications.
For example, the Global System for Mobile communication (GSM)
came to dominate mobile phone deployments because it used time
interleaving, frequency hopping, wideband transmission, and mul-
tiple antennas to greatly improve the reliability of mobile phone
communications.

3. Spatial redundancy does not take bandwidth: Pioneering work
by Telatar54 and Foschini and Gans20 showed that radio systems
with multiple antennas on both sides of the link can actually
both increase the reliability of communication and simultaneously
increase the spectral efficiency. This remarkable observation has
spurred a major revolution in wireless communications. One good
example of the fruits of this revolution is the IEEE 802.11n standard
which promises spectral efficiencies over 10 bits/s/Hz.
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The goal in the remainder of the chapter is to support the engineering
justification for why these ages evolved. The justification is from an
information-theoretical perspective.

A brief overview of diversity techniques will clarify some of the
important issues. Section 2.5 shows that, in a multipath propagation
environment, even when average signal power is large, certain points
in frequency, time, and/or space will experience a deep signal fade.
Diversity techniques provide independent replicas of the transmitted
signal. This redundancy is intended such that when one or more such
replicas is rendered useless due to deep fading, the others can compen-
sate for it and enable reliable communications. Examples of diversity
techniques include:

Frequency diversity: In frequency-selective channels, the same sig-
nal is retransmitted on different frequency subbands. The separation
between these subbands must be at least equal to the channel coher-
ence bandwidth so that, if the channel impulse response (CIR) on some
of these subbands is significantly low, there is still enough redundancy
to convey the transmitted signal to the receiver. Wideband transmis-
sion using OFDM is one example that uses frequency diversity.

Time diversity: In time-selective channels, the transmission of the
symbols is repeated in different time slots separated by at least the
channel coherence time. Consequently, the channel gains in these
time slots are independent, so they convey independent versions of
the transmitted signal.

Spatial diversity: Spatial diversity includes transmit diversity and
receive diversity and exploits the spatial selectivity of wireless chan-
nels. In transmit diversity, more than one transmit antenna contribute
to transmitting the signal. The receive antenna receives the sum of
all these replicas weighted by the corresponding channel gains. In
space-time coding systems, a cooperation scheme between the trans-
mit antennas is deliberately designed to offer diversity gain. In receive
diversity, on the other hand, the transmitted signal is redundantly
received by more than one receive antenna.

Polarization diversity: Antennas with different polarizations partici-
pate in transmitting or receiving wireless signals to achieve diversity.
Due to the different polarizations, they can have independent impulse
responses even when their locations are very close. It should be noted
that due to space constraints the introduction in this chapter does
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not really discuss propagation in a level of detail where polarization is
understood.

This qualitative introduction gives a preliminary flavor of diversity
and multiple antenna systems. Sections 2.5 and 2.6 give a sense of
how these fades can be mitigated in frequency, time, and space. For
instance, the concept of spatial selectivity introduced in Section 2.5.2
is the reason for exploiting space diversity. If the channel were spatially
flat (i.e., not selective), it would be of no use employing more than
one receive antenna as all of them would see identical channels. The
sequel develops the theory of wireless communications roughly in
chronological order of the ages highlighted above.

2.7.1 Capacity of the SISO Channel

Historically the first wireless data systems used on multipath channels
were traditional SISO systems, and hence characterization of wireless
systems in this chapter will start here. The early systems often sup-
ported only small data rates as early computer processor speeds could
not utilize high data rate transfers. Therefore, the frequency-flat and
time-flat channel model often was valid for these early systems. The
capacity of the TF/FF SISO channel will also serve as a baseline for
future comparison with multiple-antenna channel capacity. At the
same time, several important concepts in fading channel capacity anal-
ysis such as average and outage capacities will be introduced. It should
be noted that as a brief introduction most results will be given with-
out proof. Readers can refer to an excellent tutorial on single-antenna
fading channel capacity.9 Using the results in Section 2.6, the received
signal can be represented as

Y�k� =√
EsHzX�k�+N�k�� (2.115)

where Hz is the complex channel gain. As a first insight into wireless
communication, this section will only consider the case where the
receiver has perfect knowledge of Hz and the transmitter only knows
the distribution of Hz.

Fixing transmission at a fixed location in frequency, time, and
space allows the use of traditional Shannon theory. Traditional Shan-
non capacity only deals with a fixed channel gain Hz = h, and the
traditional Shannon capacity is defined as the maximum mutual infor-
mation between the channel input and output. This is proved to be
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equal to the maximum data rate that can be transmitted reliably over
this channel. Thus, the channel at a fixed location in frequency, time,
and space can be viewed as an equivalent AWGN channel: Y ′ �= Y/h =
X + N/h. The Shannon capacity of this channel gives the maximum
data rate at which information can be transmitted over the channel
with arbitrarily small probability of error.48 For a fixed Hz = h, and
assuming perfect RCSI, i.e., ĤR = h, the capacity is

CRCSI �h� = log
(

1+ 	h	2Es

N0

)
� (2.116)

It is clear that for each channel realization traditional Shannon theory
allows a strong characterization of the wireless channel.

However, wireless systems operate over a large number of positions
in frequency, time, and space, and the different channels seen at these
different positions make the performance random. Communication
engineers have resorted to modeling the gain, Hz, as a random vari-
able. In the traditional sense, a wireless channel might not have a
capacity as it is possible that positions exist in frequency, time, and
space where Hz = 0 and reliable communication cannot be supported.
Multiple characterizations of fading channel capacity have appeared,
and here the two most widely used ones will be treated: average capac-
ity and outage capacity. The channel capacity CRSI �Hz� can be viewed
as a random variable. The average capacity is defined as average of this
random variable. Assuming that only the receiver knows Hz perfectly,
this average capacity can be written as

Cave�RCSI = EHz
�CRCSI �Hz�� =

∫ 


−

CRCSI �h�fHz

�h�dh� (2.117)

In wireless communications the most commonly used fading channel
model is Rayleigh fading. Figure 2.31 gives an example of the average
capacity of a Rayleigh flat-fading channel. Examining this figure it is
apparent that for Rayleigh fading the average capacity is proportional
to log2 �1+SNR�, where SNR refers to the average signal-to-noise-ratio
over all possible channel realizations. As a result, the average capacity
in a wireless channel behaves much like the average capacity in a
traditional wireline channel.

An important difference from the wireline channel is seen in the
outage capacity. The motivation of defining outage probability/outage
capacity is to answer the following question: how often is a fading
channel bad enough to not support communication of a certain rate,
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Figure 2.31 An example of the average capacity of a Rayleigh flat-fading SISO
channel.

or in a dual way, what is the maximum achievable data rate given
the probability that the fading channel cannot support this rate? The
outage probability is defined as, for a given R,

Pout�R� = Pr�CRCSI �Hz� ≤ R�� (2.118)

where CRCSI �Hz� is a random variable that is a function of the random
variable Hz. For Rayleigh flat-fading channels the outage probabil-
ity can be calculated as (also see Ozarow, Shamai and Wyner36 for a
detailed treatment)

Pout�R� = 1−exp �−SNR−1�2R −1��� (2.119)

where SNR is again the average signal-to-noise ratio and the unit of R
is bits/s/Hz. An example of the outage probability for R = 2 bits/s/Hz
is plotted in Figure 2.32.

The outage capacity can be defined by identifying an acceptable
outage probability and then finding the information rate at which this
outage probability is achieved for a given channel. This capacity can
then easily be obtained from an outage probability characterization.
For example, the 10% outage capacity is defined as

C0�1 = sup�R � Pr �R > CRCSI �HR�� ≤ 0�1� (2.120)
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Figure 2.32 An example of the outage probability for a Rayleigh flat-fading
SISO channel.

For the SISO Rayleigh channel it is easy to see the outage probabil-
ity scales as Pout�R� ∝ SNR−1. This implies an interesting characteristic
for SISO wireless communications in that the average capacity grows
in a manner much like that of traditional wireline communications,
logrithmic in SNR, but the outage probability only goes down with the
inverse of the SNR. All users of a wireless mobile telecommunication
system have experienced the frustration of having horrible reception
at a location in space or time and moving slightly or waiting a short
period of time and having good reception restored. This is the curse
of SISO wireless systems and why the quality of service in wireless is
not congruent to wireline systems.

2.7.2 Capacity of the SISO Varying Channel

Many engineers noted that channels vary in time and/or frequency
and explored if this variation was the solution to the reliability issue
in wireless communication. Communication theorists found many
techniques to improve the reliability of wireless communications by
exploiting the variability in frequency and time. Later information
theory tools developed by Verdú and Han59 allowed a nice theoretical
characterization of these systems. Essentially, Verdú and Han’s theory
implies that if the variations in the channel in time or frequency are
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ergodic, then the Shannon capacity of this varying channel will con-
verge to the average capacity. In the literature the average capacity is
often denoted the ergodic capacity to emphasize that when channels
have exploitable variations, a Shannon capacity can be defined and
is equal to the ensemble average capacity of the TF/FF multipath chan-
nel. These channel variations can be exploited in a powerful way in
that reliable communication can always be supported on a wireless
channel. The important idea here is that if the channel gain is small at
a particular point in frequency or time, this will not prevent reliable
communication, as other points in frequency or time will have a large
channel gain and permit the information to be reliably communi-
cated. These ideas were the motivation for many powerful frequency
and/or time domain coding techniques.

2.7.3 Capacity of the RSV/TF/FF Channel

In the second age of wireless communication, diversity was viewed
as an effective solution to fading. As mentioned earlier, time and fre-
quency diversity were extensively used in the form of channel coding
and frequency hopping, respectively. Interleaving was possibly done
prior to this to guarantee diminishing correlation between gains affect-
ing adjacent symbols. These techniques improved the reliability of
communication significantly. Another technique described earlier was
receiver-space diversity. The RSV/TF/FF model well accounts for the
channel in this case. The capacity of such RSV/TF/FF can be viewed as
a generalization of the results of Section 2.7.1 to an arbitrary number
of receive antennas Lr . From (2.111) and (2.112), it can be shown that
the average capacity of such a channel for perfect RCSI and in the
absence of TCSI is

Cave�RCSI = E �Hz

[
log2

(
1+ Es

N0

�H†
z
�Hz

)]
= E �Hz

[
log2

(
1+ Es

N0

Lr∑
n=1

∣∣H�n�
z

∣∣2
)]

�

(2.121)

where † denotes the complex conjugate transpose. Cave� RCSI is plotted
in Figure 2.33(a) for the case when all channel gains are independent
and zero mean Gaussian random variables (Rayleigh channels).

The question becomes: what is the change that multiple receive
antennas brought about compared to the SISO case? By intuition,
since Lr scales the total received SNR, an increase in Lr is analogous
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Figure 2.33 Ergodic capacity and capacity per resource of a frequency-flat
Rayleigh fading channel with 1 transmit antenna and Lr receive antennas.

to increasing the transmit power in the SISO case. In the high SNR
regime, the strong law of large numbers21 can be used to show that
the ergodic capacity increases logarithmically with Lr . This behavior is
also depicted in Figure 2.33(a), which is a plot of the average capacity
versus the average SNR per receive antenna.

†
To tackle this idea from

another direction, it is interesting to consider the notion of average
capacity per resource. Each added antenna is a resource that raises the
whole cost of the system. So, it becomes highly desirable that this
resource is efficiently used to increase the data rate. We define the
capacity per resource as

C̃ = Cave� RCSI

Lr

(2.122)

and plot C̃ versus SNR in Figure 2.33(b) for Lr = 1� � � � � 16. It is clear
that

C̃ ∝ log �Lr�

Lr

(2.123)

which decreases by increasing Lr . This means that the more receive
antennas employed, the less resource efficient the communication
becomes as each antenna will contribute less to the overall possible
data rate. In the limit when the number of receive antennas becomes

†
Unless otherwise noted, SNR denotes the average signal-to-noise ratio per receive antenna.
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very big, the capacity per resource approaches zero. Since there is a
diminishing return of data rate with resources, the typical number
of receive antennas used for receive diversity in a pre-1990 wireless
system is Lr ≤ 4 .

The outage probability, on the other hand, is expressed as

Pout �R� = Pr
[
C
( �H
)

< R
]

= Pr

[
Lr∑

i=1

	hi	2 <
2R −1
SNR

]
= Pr �� < �0� = F� ��0� �

(2.124)

where � =∑Lr

i=1 	hi	2 is a central chi-square random variable with 2Lr

degrees of freedom42 whose component Gaussians have zero mean
and variance 0�5 and �0 = 2R−1

SNR
. From Figure 2.34 it becomes clear that

increasing Lr makes the outage probability decay much faster than the
SISO case. However, this improvement becomes less significant as Lr

increases. This arises from the fact that increasing Lr has the effect of
shifting the trunk of the PDF curve of � to the right.42 Thus, the tail of
the curve lying in the interval �0� �0� (i.e., for a specific rate R) becomes
less sensitive to Lr . In the high SNR regime, the outage probability can
be approximated to behave as

0 5 10 15 20 25 30
10–3

10–2

10–1

100

Lr × SNR [dB]

Lr = 1
Lr = 2
Lr = 3
Lr = 4
Lr = 16

Figure 2.34 Probability of outage Pr
[
C
( �H
)

< 2
]

of a Rayleigh fading channel

with one transmit antenna and Lr receive antennas.
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Pout �R� ∝
(

Lr ×SNR
R

)−Lr

(2.125)

This is depicted in Figure 2.34 for R = 2. Note that in Figure 2.34 the
outage probability is plotted versus the average received SNR (i.e., Lr ×
SNR). The insensitivity of the outage probability to a further increase
in Lr after a certain value (4 in Figure 2.34) is where this second age of
wireless becomes unable to yield further fruit. In other words, given
the same amount of received SNR, employing an additional antenna
does not yield significant improvement in performance. Therefore, it
would be less efficient to invest on receiver spatial diversity beyond a
certain number of receive antennas.

The conclusion about receiver diversity is that

• It significantly improves the outage probability – although this
improvement diminishes for higher Lr .

• The capacity per resource drops with larger Lr .

Consequently, in the second age of wireless, frequency, time, and
space diversity were exploited to as great a degree as economically
feasible. The diversity helped “stabilize” performance much more than
it helped increase the information rate.

2.7.4 MIMO Capacity

In the early 1990s Telatar54, Foschini and Gans20 studied the capac-
ity of a wireless channel equipped with multiple transmit and mul-
tiple receive antennas, which is also referred to as a Multiple-Input
Multiple-Output (MIMO) channel. One of the most important results
they suggested is that in a MIMO system one can achieve the following
two advantages simultaneously:

• The spectral efficiency of such a system can grow linearly with the
smallest number of transmit and receive antennas. More precisely,
the capacity of a channel with Lt transmit, Lr receive antennas, and
IID Rayleigh fading gains between each antenna pair in the high
SNR regime can be approximated as CRCSI ≈ min �Lt � Lr� log SNR.

• max �Lt � Lr� levels of diversity can be achieved in the medium SNR
regime.
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This result has a fundamental impact on modern wireless system
design. Starting from 1990s, there has been an explosively increas-
ing demand of multimedia service within the limited bandwidth. At
the same time, spectral resources have become more and more pre-
cious. Telatar54 and Foschini and Gans20 pointed out that the spectral
efficiency can be greatly increased and the outage performance can
be improved simultaneously by adding antennas at both sides of the
communication link. This is very attractive because comparing with
the time and frequency domain resources, the space domain resources
are almost “infinite” and with respect to spectral efficiency are “for
free”. Following up on Telatar54 and Foschini and Gans20 there has
been intense research and development efforts on MIMO techniques
in both academia and industry during the past decade.

This section will focus on the capacity aspect of MIMO systems. The
readers who are interested in the code design and signal processing
aspects can refer to Larsson and Stoica30 and Paulraj, Nabar and Gore.40

By considering a single-user, point-to-point wireless channel with Lt

transmit and Lr receive antennas, and assuming that the channel is
frequency-flat fading, the following discrete-time model can be used:

�Y = Hz
�X + �N� (2.126)

where �X = �X0�X1� � � � �XLt−1�T is the Lt -dimensional complex transmit-
ted vector, �N is the Lr-dimensional additive white circularly symmetric
complex Gaussian noise vector with zero mean and covariance matrix
E� �N �N†� = N0ILr

, and �Y is the Lr-dimensional received vector. The chan-

nel is represented by the Lr × Lt matrix Hz =
[
H

�m�n�
z

]
, where H

�m�n�
z

denotes the complex channel gain between transmit antenna n and
receive antenna m which is assumed to be IID Gaussian with zero
mean and unit variance. The total transmission power is assumed to
be Es, regardless of Lt .

We first investigate the average capacity of a MIMO channel.
Assuming the channel is constant, the receiver knows Hz perfectly,
and the transmitter only knows the distribution of Hz correctly, the
capacity for a realization of the channel Hz = h is given as

CRCSI �h� = log det
(

ILr
+ Es

LtN0

hh†

)
� (2.127)

Similar to the discussion in Sections 2.7.1 and 2.7.3 here both average
and outage capacities in MIMO channels are considered. The average



Elsevier US 0ch02-p369426 15-3-2006 11:39a.m.

88 Chapter 2 The Wireless Communications Physical Layer

capacity can be calculated by finding the expectation over Hz from
(2.127), i.e.,

Cave�RCSI = EHz

[
log det

(
ILr

+ Es

LtN0

HzH
†
z

)]
� (2.128)

By using random matrix theory55 this formula can be further evaluated
in an integral form (Telatar54, §4.2). Figure 2.35(a) gives an example
of how average capacity increases as a function of the number of
antennas. A very interesting result is that the average capacity scales
linearly with min �Lt � Lr�. Compared with the results in Section 2.7.3,
it is clear how multiple transmit antennas further increase the capacity.
In fact, having multiple antennas on one side of the link can only
increase the SNR, but having multiple antennas on both sides of the
link allow parallel spatial channels to be formed if the scattering is
rich enough.

A similar approach to that in Section 2.7.3 is to investigate the
average capacity per resource. Here the total number of antennas is
Lt +Lr , so the average capacity per resource is

C̃ = Cave�RCSI

Lt +Lr

� (2.129)

Figure 2.35(b) shows an example of the average capacity per total
antennas. It can be noticed that unlike the results in Section 2.7.3,
here C̃ is slightly increased by using more transmit/receive antennas.
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Figure 2.35 Average capacity and capacity per resource of MIMO Rayleigh
fading channels, Lt = Lr .
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Regarding the outage capacity, Section 2.7.3 concluded that for
multiple receive antennas the outage probability scales as

Pout �R� ∝
(

LrSNR
R

)−Lr

� (2.130)

and receive diversity does not add much to achieve throughput but
does greatly increase the reliability. Research20�54 has revealed that
MIMO gives both increased capacity and improved reliability simulta-
neously. At medium SNR the MIMO channel can be decomposed into
min �Lt � Lr� parallel channels with max �Lt � Lr� levels of diversity.

‡
An

example of the outage probability of MIMO Rayleigh fading channel
when R = Lt bits/s/Hz is plotted in Figure 2.36. The most important and
interesting observation from this figure is that even while the capac-
ity increases linearly as the number of transmit/receive antennas (see
Figure 2.35), the outage probability decreases proportional to SNR−Lr .
Consequently, MIMO is able to provide both increased throughput
and improved fidelity simultaneously.
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Figure 2.36 An example of the outage probability for MIMO Rayleigh flat-
fading channels when R = Lt bits/s/Hz.

‡
In the high SNR regime Zheng and Tse64 showed that there is a fundamental tradeoff

between the number of parallel channels and the achieved level of diversity.
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In conclusion, a brief introduction to MIMO shows that this tech-
nique allows communication at a higher rate with a greater reliability.
The remarkable capacity gain is especially exciting for the owners of
wireless spectrum since the spectrum is quite limited and very expen-
sive. MIMO makes it possible for the spectrum owners to transmit
more data within the same bandwidth, at the expense of adding more
Radio Frequency (RF) chains and radios. However, it is usually much
cheaper to build more expensive radios than it is to buy more wireless
spectrum. This can basically explain why MIMO has been such a hot
topic in both academia and industry since 1995. These exciting MIMO
techniques provide a possible way to increase the spectral efficiency
of wireless communications.

2.8 Conclusion

This chapter has presented a brief introduction to point-to-point wire-
less communication. Communication theory has been driven by the
pioneering work of Claude Shannon and his idea of a channel capac-
ity. On channels that are not highly random (e.g., free space wireless
or wireline), near capacity performance is achievable in a complexity
that is implementable with modern technology. Multipath wireless
communications produce channels that vary as a function of fre-
quency, time, and space. This variability is what makes reliable com-
munication over wireless multipath channels more difficult to achieve.
This chapter has taken physical models of wireless propagation and
communication waveforms and produced mathematical models of
wireless systems that allow insight to be drawn about the evolution
of modern wireless communication systems and why MIMO wireless
communication has seen a significant spike in interest recently by the
practitioners of wireless communication system design.
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3
Handset Communication Antennas,
Including Human Interactions

Y. Rahmat-Samii and Zhan Li

3.1 Introduction

Since cellular phone service was introduced commercially, the handset
is no longer a voice-only mobile unit as it had been in the past. The
market demands not only smaller handsets, but also multi-function
devices. Furthermore, electromagnetic (EM) radiation has always been
a concern to the general public. In this chapter we investigate the
Planar Inverted “F” Antenna (PIFA) designs for handsets, multiple
antennas integration, and the antenna interaction with the human
head. Figure 3.1 shows the overview of this chapter.

3.1.1 Mobile Communication Systems

In general, antennas for handsets have been required to be small,
lightweight, and low profile and to have an omni-directional radiation
pattern in the horizontal plane. However, with the evolution of mobile
communication systems, antenna technology has also progressed, and
the challenge for handset antennas goes much further.

In the current handset industry, there are many cellular communi-
cation systems, as listed in Table 3.1. In Europe and Asia 900/1800 MHz
has been used for the Global System for Mobile Communication (GSM)
system, while 800/1900 MHz is allocated in the United States for both

95
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Figure 3.1 Flowchart of topics presented in this chapter.

Table 3.1 Frequency bands of cellular services and non-cellular
applications.

Cellular Service Non-Cellular Applications

Frequency Frequency

GSM 900/1800 (Global
System for Mobile
Communication)

890–960 MHz,
1710–1880 MHz

WLAN
(Wireless Local
Area Networks)

2.4–2.484 GHz

GSM 800/1900 824–894 MHz,
1850–1990 MHz

BT (Bluetooth) 2.4 GHz

CDMA 800/1900 (Code
Division Multiple Access)

824–894 MHz,
1850–1990 MHz

GPS (Global
Positioning
System)

1575.42 MHz

DCS (Digital
Communication System)

1710–1880 MHz Digital TV 470–770 MHz

UMTS (Universal Mobile
Telecommunication
System)

1920–2170 MHz FM Radio 88–108 MHz

AMPS (Advanced Mobile
Phone Service)

824–894 MHz RFID (Radio
Frequency
Identification)

125–135 kHz,
13.56, 869.5,
915 MHz,
2.4 GHz
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GSM and Code Division Multiple Access (CDMA) systems. In this
chapter, antennas are designed for CDMA 800/1900 MHz handsets.

As mentioned earlier, miniaturization is one of the antenna design
targets for handsets. However, the shrinkage of the handset antenna
makes it more and more challenging to achieve the adequate band-
width and efficiency.

On the other hand, non-cellular antennas have received more
and more attention as new applications (listed in Table 3.1) have been
integrated into the handset. For example, Enhanced 911 (E911) service
for locating wireless users has been mandatory in the U.S. handset
market since the year 2003 by the Federal Communication Commis-
sion (FCC).1�2 In some handsets E911 has been accomplished by using
Global Positioning System (GPS) technology, which requires a small
GPS antenna to be integrated into the handset.3 Unlike the ordinary
GPS service, which provides a map on the screen to identify the cur-
rent location, E911 service enables the wireless carriers, dispatchers,
and local phone companies to pinpoint the mobile callers who are
on the emergency 911 calls. Bluetooth (BT) has also become quite
popular because of its convenience to users, which again requires
the handset to have a built-in BT antenna. Recently, the FCC also
opened part of the frequency spectrum for digital TV (also referred to as
video broadcasting) applications, and as a result, it has been projected
that many handset manufactures will integrate the TV function into
new handsets in the near future.4 Radio Frequency Identification
(RFID) has been around since World War II. Recent integrated circuit
technology developments have opened the door to many new appli-
cations of RFID.5�6 Handset manufactures have begun to integrate this
technology into the phone as well, which requires a small RFID tag
antenna.

Due to the huge appetite of the public for handsets, the number
of end users is growing exponentially, which necessitates the increase
of the mobile system capacity in the near future. It is shown that by
the use of spatial diversity (multiple antennas) in the mobile unit,
a significant increase in system capacity can be achieved.7 Another
advantage of antenna diversity is that the detrimental effects of sig-
nal fades in a multi-path environment can be mitigated. This type of
fading occurs when multiple replicas of the desired signal arrive at
the receiver over different paths, thus having different relative ampli-
tudes and phases.8 A typical diversity handset requires two separate
cellular antennas to be integrated into one unit to provide separate
channels.
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To meet the multi-function capability of the handsets, multiple
antennas integration has become the trend for handset development.
However, it has also been projected that multiple antennas integration
will face a major challenge, namely, the coupling between the various
antennas due to the close proximity from the small size of the handset
compared to the wavelengths involved.

3.1.2 Antenna Designs for Handsets

Figure 3.2 shows some prototype antennas studied in this chapter.
PIFAs have been used in many models of handsets on the market.
They have drawn a lot of attention due to their compact size and low
cost.9−13 Compared to the traditional stubby antennas, PIFAs are also
concealable within the housing of the handset, which makes them
less likely to be damaged. The research in this chapter will start from
the PIFA design. In fact, compared to PIFAs, stubby antennas depend
much less on the ground plane, which makes them relatively easier
to design. However, at the same time, stubby antennas also make the
handset less attractive and desirable to the users due to their extruded
location.

Whip antennas are still in use in the U.S. CDMA market. Because
there are fewer base stations in a CDMA network, the handset with
only a PIFA has a difficult time meeting the performance requirements
from mobile carriers. Especially, when the handset with a PIFA only
is put against the user’s head, the gain can drop up to 3 dB. A PIFA-
Whip combination has thus become a popular design, which helps
to overcome this drawback. Solutions to reduce the coupling between
the whip and the PIFA will be provided in this chapter.

PIFA PIFA-Whip
combination

PIFA-IFA
combination

Figure 3.2 Configurations of the PIFA prototype, PIFA-Whip, and PIFA-IFA
combinations.
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When a GPS antenna is required to be integrated into a handset, it is
usually cost effective to add a side-mounted Inverted “F” Antenna (IFA)
to the PIFA module from a manufacturing point of view.14 A ceramic
antenna is another option for the GPS solution. However, it is more
expensive than the integrated IFA, and it requires a fairly large amount
of space on the printed wiring board (PWB) in the handset. Designing
a tri-band PIFA to include the GPS band15 may be undesirable because
the system would need a tri-plexer (for a dual-band system) or an elec-
trical Radio Frequency (RF) switch to separate the GPS signal from the
cellular signals. Either a tri-plexer or a switch introduces an undesir-
able insertion loss of at least 0.5 dB to the GPS receiver. In addition,
the use of a switch prevents the use of the cellular antenna and the
GPS antenna at the same time. Quality factor (Q) value, efficiency,
and polarization are usually the most important specifications for GPS
antennas. But again, since the GPS frequency is so close to the 1900
MHz frequency band, the coupling between the GPS antenna and the
PIFA has to be treated carefully.

BT or Wireless Local Area Networks (WLAN) antennas are relatively
small and operate at higher frequencies for short ranges, which relax
the problem of coupling to the cellular antennas significantly. Due
to the uncertainty of the RFID standards, it is hard to focus on some
particular type of RFID antennas. For example, in Europe, 13.56 MHz
has been widely used for RFID applications, which requires a fairly
big antenna. In the United States, 915 MHz and 2.4 GHz draw more
attention. Due to the above reasons, BT/WLAN and RFID antennas are
not discussed in this chapter.

3.1.3 Interaction with the Human

Because handsets operate in close proximity to users, one particular
consideration involves the interaction of the EM fields with the human
head, as shown in Figure 3.3. The user’s influence on the antenna
efficiency, radiation pattern, input impedance, and polarization16�17

is an issue that deserves careful investigation.
Specific Absorption Rate (SAR) is one of the key considerations in

antenna designs for handsets.16 In the Unites States, the FCC established
that SAR from exposure to EM radiation, as averaged over 1 g of tissue,
must be lower than 1.6 mW/g (or 1.6 W/kg). Therefore, all hand-
set models must pass SAR test limits and receive FCC certification
before being sold to the general public. Since August 2000, the Cellular
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Figure 3.3 Handset antenna interaction with the human head.

Telecommunications & Internet Association (CTIA) has even required
all new certified handsets to have their SAR values listed in their user
manuals. In this chapter, methods to lower SAR values will be dis-
cussed. The near-field distribution will be determined to understand the
power absorption characteristics within the human head. Total Radi-
ated Power (TRP) is another important factor that affects SAR, since the
CTIA has specified over-the-air performance tests for handsets, includ-
ing TRP tests.18 The TRP metric takes into account both SAR and antenna
efficiency, and it correlates well with the handset field performance.

3.1.4 Objectives of this Chapter

In this chapter, practical and novel designs for handset antennas are
provided and optimized and are based on some industrial require-
ments. Mechanical restrictions are also applied to make the designs
more representative for the real handsets. Section 3.2 presents an
overview of different types of handset antennas. PIFA designs start in
Section 3.3, which is followed by the study of the multiple antenna
solutions that combines a PIFA with other antennas. Antenna inter-
actions with the human head are discussed in Sections 3.4 and 3.5 by
also giving consideration to the TRP parameter.

This chapter focuses on handset antenna designs based on the
authors’ recent research endeavors and published works. Prototype
handset antennas were fabricated and measured using antenna far-
field ranges, and the plane cut of radiation patterns is defined in
Figure 3.4. The SAR was measured with a Dosimetric Assessment
System (DASY) 4 measurement system,19 as shown in Figure 3.5.
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Figure 3.4 Definition of the plane cut of the radiation patterns for both the
simulation and the measurement. It can also be applied to the patterns in the
free space. Typically, the XZ plane is used for two-dimensional cut.

Handset

Figure 3.5 Dosimetric Assessment System (DASY) 4 SAR measurement sys-
tem. The electric probe controlled by the robot can reach into the fluid (head
or body stimulant) to measure the E field inside the fluid.
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3.2 Overview of Popular Handset Antennas

Since the beginning of the 1990s, several development generations
of handsets have appeared on the market, which is now marked
by a strong competition between the handset manufacturers and
by noticeably strong demand for attractive designs and technical
improvements.20 On today’s market, there are three major phone
factors, namely, the candy-bar handset, the sliding handset, and the
clamshell handset. Internal antennas (or integrated back-mounted
antennas16) are used mostly in the candy-bar and sliding handsets.
External antennas are more popular in the clamshell handsets due to
the shorter ground plane. Compared to external antennas, internal
antennas have increasing demands in order to improve the industry
design, but also because of mechanical advantages such as easy mass
production and better handling. However, external antennas still play
an important role because in some situations better performance can
be achieved when the handset is put against the user’s head.

Besides the cellular antennas used for voice and data services,
other applications also have been added to current handsets, which
will require the integration of non-cellular antennas such as the GPS
antenna, BT antenna, WLAN antenna, and so on. As a consequence,
a multiple antenna solution has become the trend for the hand-
set antenna designs. Another important application, which requires
multiple antenna integration, is antenna diversity. It will evolve due
to the technical advancement of the Multiple-Input Multiple-Output
(MIMO) systems. After a brief introduction of the RF system, this
section provides an overview of different types of antennas used in
current handsets.

3.2.1 RF System Introduction

In a handset, the mechanics, such as the chassis and the display, will
have a great impact on the antenna performance because the mechan-
ics is viewed as part of the antenna system. Besides the mechanics, the
nature of the mobile system itself, especially the RF system section,
greatly influences the ultimate antenna design. A simple RF system
section in a handset is shown in Figure 3.6.

Along the receiver (RX) path, the modulated RF signal is picked
up by the antenna and passed through the diplexer and duplexer to
the low noise amplifier (LNA). The diplexer separates the 800 MHz
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Figure 3.6 An oversimplified block diagram of a typical RF system in a hand-
set. Many filters are skipped, and GPS or BT portions are not included.

band signal and the 1900 MHz band signal. The duplexer is used to
separate the RX and the transmit (TX) paths. Along the TX path, the
modulated RF signal is delivered to the antenna by the power amplifier
(PA) through the diplexer and the duplexer. One major goal of the
antenna design is to match both the input impedance of the LNA and
the output impedance of the PA, which requires the antenna to have
an adequate bandwidth to cover both the TX band and the RX band.

As addressed in Section 3.1, if a dual-band system also includes the
GPS receiver, an easy way would be to integrate all the RF sections
together to make a tri-band system with a tri-band antenna. Such a tri-
band system is undesirable because, compared to a typical duplexer,
the insertion loss of the tri-plexer will be much worse and cause more
degradation to the receiver. Using an RF switch instead of a tri-plexer
can improve the insertion loss. However, the RF switch creates another
issue, namely, that making the phone call and retrieving the GPS
location data cannot occur simultaneously.

Therefore, it is very important to understand the RF system before
choosing a solution for the antenna design.

3.2.2 External Antennas

The advantage of external antennas is that the dependency on the
PWB or the ground plane is greatly reduced. Typical external antennas
on the market are whip antennas (monopoles) and stubby antennas.
External antennas are usually designed to be retractable so that when
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antennas are extended, better antenna performance against the human
head can be achieved. On the other hand, minimum performance has
to be maintained with antennas retracted.

3.2.2.1 Whip antennas
Figure 3.7 shows the whip antenna. At the top, a plastic cap is used to
pull the whip out. The bottom part will be connected to the feed point
on the PWB. Conventional whip antennas are quarter wavelength
�1/4 �� monopoles.21 Using the ground plane to create an image,
the monopole unit behaves in the same way as the dipole antenna.
Therefore, a gain of 2.15 dB can be achieved.22 At the 800 MHz band,
the radiation pattern is a typical donut shape, while at the 1900 MHz
band, a butterfly-shape pattern is usually seen. Figure 3.8 shows the
patterns of an active whip. The electrical length of the monopole
determines the input impedance and the resonant frequency; how-
ever, the position of the monopole antenna in the handset does not
significantly affect the impedance and the resonant frequency.

There are two common solutions for a dual-band whip antenna.
First, by using a matching circuit one creates a dual-band active whip.
In this case, the whip works independently in the extended position.
Two reasons make this solution less attractive. One reason is that, in
order to make the extended active whip work efficiently, the stubby
antenna or the PIFA has to be detuned not to affect the whip. This
can require a complicated mechanical design. The other reason is that
the SAR value of an active whip tends to become high because the
antenna radiates evenly to the front and the back of the handset.

The second dual-band whip solution is to use a parasitic whip
antenna, which is electromagnetically coupled through a dual-band
PIFA or a stubby antenna. Compared to the active whip solution, the
parasitic whip is more sensitive to the human head. By careful design

Figure 3.7 The whip antenna, plastic-coated nickel titanic, and the plastic
cap for the user to extend or retract.
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Figure 3.8 Measured radiation patterns of the active whip vs. the parasitic
whip with PIFA in the free space. The whip is 120 mm long, and the ground
plane is 100 mm long. The XZ plane is defined in Figure 3.4.

of the parasitic whip, this antenna can achieve the same peak gain as
the active whip. However, the radiation patterns of the parasitic whip
will depend on the patterns of the PIFA or the stubby antenna.

In Figure 3.8 the dotted lines are radiation patterns of a parasitic
whip coupled through the PIFA. As a consequence, these patterns are
dependent on patterns of the PIFA, which have very good front-to-
back ratios. Today, whip antennas are still widely used in the U.S.
handset market.

3.2.2.2 Stubby antennas
Stubby antennas are another type of external antennas. They are made
either of the helix or of the meander (shown in Figure 3.9). The helix
is directly made of metal wire, while the meander is basically made
of flex with printed wire. The meander is relatively easier and more
consistent for mass production.

Stubby antennas have less dependency on the size of the ground
plane than internal antennas. However, compared to internal anten-
nas, protruded stubby antennas can be damaged more easily.
Figure 3.10 shows the comparison of the radiation patterns between
a PIFA and a stubby antenna. The ground plane length is fixed at
110 mm. Clearly, the PIFA has a much broader beam width at the
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Figure 3.9 A stubby antenna and the meander.
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Figure 3.10 Radiation patterns of the PIFA vs. stubby antenna at the XZ
plane; the ground plane size is 110 mm long. The solid lines represent the
patterns of the PIFA, while the dotted lines represent the patterns of the
stubby antenna.

front, which potentially results in better performance when the hand-
set is put against the user.

3.2.3 Internal Antennas

Because of mechanical advantages, internal antennas have been
adopted by most handset manufacturers. Internal antenna solutions
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Figure 3.11 Configurations of the internal antennas: (a) The planar
monopole antenna requires no ground plane underneath, while (b) the PIFA
requires a solid ground plane underneath.

are based on planar antenna principles. The most common internal
antennas are PIFAs16 and folded monopoles.13 Configurations of the
two types of antennas are shown in Figure 3.11. The major differ-
ence between them is that the ground plane directly underneath the
monopole is cut out, while for the case of the PIFA the ground plane
underneath the patch is required, which will help block the backward
RF radiation and lower the SAR values.16

In this chapter, the majority are of discussions are dedicated to
PIFAs, including the concept of combination with the other antennas
and of interaction with the human head. Novel designs of folded
monopole antennas have achieved a low profile,23 but they are more
suitable to be mounted at the bottom of the handset due to SAR
consideration. However, the hand will then have a substantial impact
on the performance of the bottom-mounted monopole.

3.2.4 Non-Cellular Antennas

Some non-cellular applications, which require non-cellular antennas,
have been introduced in Section 3.1.1. Most commonly, integrated
non-cellular antennas in the current handsets are GPS antennas and BT
antennas. WLAN services can share the BT antenna since the operation
frequency of both WLAN and BT is the same (2.4 GHz).

IFAs and ceramic antennas, shown in Figure 3.12, are usually used as
the solution for non-cellular applications because they are low profile
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Figure 3.12 Non-cellular antennas used in handsets.

and low cost. However, depending on the application and design
restrictions, different solutions will have different advantages.

For FM radio applications, basically one of the headset wires is
currently used as the antenna. In terms of the wavelength, as the
handset size is much smaller than the wavelength at the FM radio
frequency �80∼110 MHz�, integration of a separate FM radio antenna
is extremely challenging. Therefore, an internal FM radio antenna is
rarely seen in the market to date. Digital TV or RFID applications have
just started, and the standards are still under development, but it can
be projected that integration of digital TV and RFID antennas will
become future challenges for antenna designers.

3.2.4.1 GPS antennas
GPS is a satellite navigation system which provides specially coded
satellite signals that can be received by a GPS antenna and processed
in a GPS receiver, enabling the receiver to compute position, velocity,
and time. The operating frequency is 1575.42 MHz. Once the handset
is integrated with the GPS receiver, the user can be located upon
request (E911 call).3�24 In the current handset market, three solutions
have been used for GPS service. They are tri-band cellular antennas,
IFAs, and ceramic antennas. In this chapter, a PIFA-IFA combination
is selected to provide a cost effective and efficient GPS solution.

3.2.4.2 BT/WLAN antennas
BT essentially is cableless networking or wireless networking. The
actual means of BT working is achieved by “radio waves”. Free space
is the medium. Since the frequency chosen for this application is
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2.4 GHz, the BT antenna is much smaller than the normal PIFA. There-
fore, it is very easy for the BT antenna to fit into the handset chassis.
The BT functions include file transferring between handsets, wireless
headset, and communication between the handset and the BT-enabled
laptop or printer.

A ceramic chip antenna is one option for BT. However, the commer-
cialized ceramic package only gives external matching circuits to use,
which limits the design ability. By designing a plated IFA25 directly on
the PWB, the length of the antenna, the feed, and the ground location
can be controlled. Both of the above methods require certain space on
the PWB. Designing an IFA module mechanically integrated into the
handset chassis is also very simple to realize.

As mentioned before, the WLAN antenna can share the same
antenna of the BT.

3.2.4.3 RFID antennas
RFID technology is an automatic way to collect product, place and
time, or transaction data quickly and easily without human interven-
tion or error. An RFID system consists of a reader that uses an antenna
to transmit radio energy to interrogate a transponder (a radio tag,
or RFID card). The transponder does not have a battery, but rather
receives its energy from the incoming RF signal. The energy is used to
extract data stored in an integrated circuit and send it to the reader,
from where it can be fed to a computer for processing.6

Designing an efficient antenna to be integrated into the RFID tag
is quite challenging. Obviously, the size and cost of such antennas are
two major considerations. However, the RFID systems of today employ
many competing mutually incompatible protocols which use differ-
ent frequency bands, as listed in Table 3.1. This leads to research on
many different antenna configurations. PIFA, IFA, printed, or folded
dipole/monopole are some typical RFID tag antennas.26�27

3.2.5 Key Electrical Parameters in Handset Antenna Designs

In this section, definitions of some key electrical parameters, which
are used for antenna designs, are briefly reviewed first.

The antenna input impedance is defined as the ratio of the voltage
�V � to the current �I � at the antenna feed point:

Zin = V

I
�at antenna feed point� (3.1)
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Normally, the input impedance is obtained by measuring the S11 of
the antenna, which is the reflection coefficient of the antenna at the
feed point:

S11 = Zin −Zo

Zin +Zo

� (3.2)

where Zo is the characteristic impedance of the feeding transmission
line. For the coaxial cable, Zo = 50�.

The bandwidth �BW � as a percentage of the center frequency is
defined in21

BW = fu − fl

fc

×100%� (3.3)

where fu� fl, and fc are the upper, lower, and center frequencies of oper-
ation. Also, fu and fl are usually determined by the S11. For example,
a standard of −6 dB return loss �S11� can be used to measure the BW.
From an engineering point of view, a –6 dB return loss is sufficient for
an antenna to radiate fairly efficiently.

The quality factor (Q) represents the antenna losses. Usually,

Q ≈ 1/BW� (3.4)

The efficiency is another important antenna parameter, which can
be defined as

e0 = Prad

Pdel

� (3.5)

where Prad is the radiated power to the far-field region, and Pdel is the
antenna delivered power. Efficiency is a parameter that describes the
antenna losses. On the other hand, directivity is often used, which
is defined as “the ratio of the intensity, in a given direction, to the
radiation intensity that would be obtained if the power accepted by
the antenna were radiated isotropically”.21 Gain and directivity are
related by Eq. (3.5).

Two major design considerations for a cellular antenna are the
impedance BW and the antenna efficiency. However, as the market
demands smaller handsets, the ground plane size has to shrink, which
makes it very challenging to meet the required BW and efficiency at the
same time. In handsets where no isolator is used between the antenna
and the PA, the antenna must present more uniform impedance to
the PA in order to allow the PA to operate properly.28 In these types of
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handsets, additional BW is required to compensate for the detuning
of the antenna by human fingers or other factors.

Since the satellites are transmitting Right-Handed Circular Polariza-
tion (RHCP) waves, the polarization of the GPS antenna in the handset
front direction (away from the head in the user position) should match
the satellite signal and be RHCP. Besides the polarization, the antenna
efficiency is also very critical in the design because the GPS signal
from the satellites is very weak due to the long distance needed to
reach the user. A high Q GPS antenna is preferred, as it can reduce the
out-of-band noise and thus help improve the GPS receiver sensitivity.

Compared to other applications, BT/WLAN uses a higher frequency
(2.4 GHz). Therefore, antenna efficiency is the dominant parameter.

In different standards, different types of antennas can be chosen
as the RFID tag antennas used in either short range (less than 2 m)
or long range (10 m or longer). It is desirable to have the antenna
impedance match directly to the microchip of the tag, which can be as
high as 1200� in some products. Omni-directional or hemispherical
coverage is also important.

Viewing a handset as a whole unit, which integrates multiple
antennas, the coupling between each of the antennas must be opti-
mized. SAR, which is another key parameter, must meet the FCC
requirement.

3.3 Integration of Multiple Antennas

As commercial needs have expanded the functions incorporated in
wireless cellular handsets, multiple antenna development in one hand-
set has become more and more common. However, the antenna effi-
ciency can be greatly affected by the limited isolation between each of
the antennas. Some handsets have a combination of two antennas for
the cellular bands for enhanced coverage and are called dual-antenna
modules. The most commonly used dual-antenna modules are Stubby-
Whip and PIFA-Whip combinations. For both cases, specially designed
decoupling matching circuits can be used to decouple the retracted
whip from the other antenna.29 When a separate GPS antenna is inte-
grated into the design, the coupling between the cellular antennas and
the GPS antenna must be confronted as well. With the addition of a
BT antenna (2.4 GHz) and a digital TV antenna �470∼770 MHz�, even
more severe coupling problems can be expected. In the near future,
to increase the network capacity, dual-receiver handsets with antenna
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diversity will be developed, which will also complicate the coupling
issue.

In this section, a dual-band PIFA design will be introduced first.
Then multiple antennas designed into a single handset will be inves-
tigated. The target is to minimize the coupling between different
antennas. The combination of dual cellular antennas, PIFA-Whip, will
be presented in Section 3.3.1. The combination of one cellular antenna
and one non-cellular antenna, namely, a cellular PIFA and a GPS IFA,
will be discussed in Section 3.3.3.

3.3.1 Dual-Band PIFA Design

The design of a PIFA comes from the traditional microstrip patch
antenna.21 In addition to the feed pin connected to the patch, another
shorting pin is placed to connect the patch to the ground. Basic patch
antennas usually have a limited bandwidth of about 2∼4%. The patch
length is approximately a half wavelength of the resonant frequency.
A PIFA has improved bandwidth due to the additional shorting pin,
and the patch of the PIFA is typically a quarter wavelength long, which
results in a more compact profile. By cutting slots on the patch of
the PIFA, or adding parasitic elements that couples to the patch, a
dual-band or multi-band antenna can be achieved.

The two primary bands for U.S. mobile services are the cellular
band �824∼894 MHz� and the PCS band �1850∼1990 MHz�. A simple
and efficient J-shape slot is used to design an 800/1900 MHz PIFA to
cover the two user bands, as shown in Figure 3.13. The slot is cut on
a 26 × 34 mm patch. The ground plane size is 78 × 34 mm, which is
exactly three times the size of the patch. The substrate height is 10 mm
with a dielectric constant of 2.25. A coaxial feed has been used in the
simulation.

Feeding pin

Shorting pin
Dielectric

Patch

Ground plane

J slot

Z

X Y

Figure 3.13 Dual-band PIFA configuration with a J-shape slot.
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Figure 3.14 Return loss of the starting dual-band PIFA design, covering
both the 800 MHz band �824∼894 MHz� and the 1900 MHz band �1850∼
1990 MHz�.

The return loss of the starting design is plotted in Figure 3.14. At the
800 MHz band, a bandwidth of 80 MHz is achieved using a standard
of −6 dB return loss. At the 1900 MHz band, a bandwidth of 120 MHz
is achieved. A –6 dB return loss is sufficient for an antenna to radiate
fairly efficiently and is acceptable in practice.

The impedance BW and the antenna efficiency of a PIFA are greatly
affected by the ground plane size.30�31 However, in order to meet the
market demands, the ground plane size has to shrink to fit into the
smaller handsets and this causes the BW to reduce. To achieve good
BW with a smaller ground plane becomes a very big challenge in the
design. In addition, in the wireless industry the volume of the antenna
and the material of the substrate are usually decided at the beginning
of the design, which limits the design flexibility even more.

3.3.2 PIFA and Whip Antenna Combination

Since the protruded whip antenna tends to break off and increases the
total handset length, novel designs such as a folded whip or a pla-
nar whip have been developed. However, these novel designs lose the
advantage given by the extended whip antenna of improved perfor-
mance against the head. Typically, compared to PIFAs, at the 800 MHz
band, the efficiency will improve up to 3 dB with a whip when the
handset is put against a human head. At the 1900 MHz band, the whip
will also improve the gain by about 1∼2 dB. In the weak signal area,
the use of the whip can help the handset to maintain and initialize
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Figure 3.15 Configuration of the PIFA-Whip model at the retracted position.

phone calls. Due to all of the above, the whip antenna is still needed,
and it is usually made retractable and combined together with a PIFA
to keep the whole handset low profile, as shown in Figure 3.15.

However, the coupling between the PIFA and the retracted whip can
significantly degrade the PIFA’s radiation performance. This section
focuses on decoupling the retracted whip in order to make the PIFA
more efficient at a retracted situation. A matching circuit of lumped
elements was used to detune the retracted whip. An LC resonant
(inductance/capacity) circuit model was developed in RF ADS to assist
the antenna full wave analysis in HFSS to select the optimum LC com-
ponent values. At the same time, the impedance model calculated in
HFSS was transferred into an RF ADS one-port network as part of the
S-parameter simulation model. We will first verify the circuit model
and then, based on the circuit simulation, find the optimum solution
for the PIFA-Whip combination.

3.3.2.1 Coupling Between the PIFA and the Retracted Whip
In the antenna model shown in Figure 3.15, a simple and efficient
J-shape slot is used to create a dual-band PIFA to cover both the 800
and the 1900 MHz bands. The slot is cut on a 26×34 mm patch. The
ground plane size is 78×34 mm. The substrate height is 10 mm with a
dielectric constant of 2.25. The feed and the ground pins are chosen to
be in the middle of the patch in order to achieve the best impedance
BW. Finally, the ground plane is extended 4 mm to the left side to
accommodate the retracted whip.

First the whip bottom end was left open about 2 mm above the
ground plane. Then the whip bottom end was shorted to the ground
with a metal sheet. The return losses of both cases are shown in
Figure 3.16. The return loss of the PIFA without the whip is also
shown at the same time. It is clearly observed that when the retracted
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Figure 3.16 Return losses of the PIFA with retracted whip.

whip was left open, the coupling between the PIFA and the retracted
whip created a destructive resonance in the 1900 MHz band. In the
other case, with the retracted whip directly shorted to the ground, the
coupling resonance shifted down to the 800 MHz band and mostly
degraded the 800 MHz band. The radiation patterns are shown in
Figures 3.17–3.19.

The peak gain and average gain are listed in Table 3.2. From the
pattern plots, it is observed that at 1900 MHz, the radiation patterns
of the PIFA with an open retracted whip changed dramatically from
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Figure 3.17 Radiation patterns of the PIFA with an open retracted whip.
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Figure 3.18 Radiation patterns of the PIFA with a shorted retracted whip.
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Figure 3.19 Radiation patterns of the PIFA-only case.

that of the PIFA without a whip. Not only the beam peak shift to
the back (in the direction of 180�), but the average gain also dropped
almost 2 dB. Similarly, the average gain of the PIFA with a shorted
retracted whip at 870 MHz dropped about 1.5 dB compared to that of
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Table 3.2 Gain at the H plane. (The H plane is defined as the YZ plane in
Figure 3.15. The matching is discussed in Sections 3.3.2.2 and 3.3.2.3.)

Whip Open Whip Shorted PIFA Only 12 nH, 2.0 pf

Frequency (MHz) 870 1900 870 1900 870 1900 870 1900

Peak (dBi) –3.36 1.4 –3.7 1.74 –3.88 2.17 –3.26 1.27

Average gain (dBi) –4.9 –2.39 –6.55 –0.38 –5.1 –0.54 –4.75 –0.58

the PIFA without a whip, and the beam peak shifted to 330�. All of the
above shows that the coupling between the retracted whip and the
PIFA caused a negative effect.

The current distributions on the open retracted whip and the
shorted retracted whip are shown in Figures 3.20–3.23. By looking
at the surface current distributions, it is observed that strong cou-
pling occurred between the whip antenna and the PIFA. It is that
coupling which degrades the PIFA performance. For the case of the
open retracted whip at 1900 MHz, the strength of the coupled current
reaches almost 100 A/m. For the case of the shorted retracted whip at
870 MHz, the strength of the coupled current reaches almost 200 A/m.
In both cases, the strong currents on the whip radiate together with
the PIFA; unfortunately, the coupled currents on the retracted whip
are not in phase with the feeding currents on the PIFA. As a result, the
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7.8148e+00
6.6999e+00
5.5850e+00
4.4702e+00
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J[A /m] Z

Figure 3.20 Current distribution on the open retracted whip at 870 MHz.
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Figure 3.21 Current distribution on the open retracted whip at 1900 MHz.

1.9483e+02
1.7535e+02
1.5588e+02
1.3640e+02
1.1693e+02
9.7450e+01
7.7975e+01
5.8500e+01
3.9024e+01
1.9549e+01
7.3907e–02

J[A /m]

x

Figure 3.22 Current distribution on the shorted retracted whip at 870 MHz.

performance of the PIFA degraded significantly. In addition, the beam
peaks of the radiation patterns also shifted.

It is almost impossible to control the phase of the coupled currents
on the retracted whip to make it in phase with the currents on the
PIFA. Therefore, in order to make the PIFA work more efficiently, one
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Figure 3.23 Current distribution on the shorted retracted whip at 1900 MHz.

needs to decouple the retracted whip from the PIFA. In other words,
the goal is to minimize the currents on the retracted whip.

3.3.2.2 Circuit model
Since the lumped LC circuit is easy to implement, the simulation
started with an inductor and a capacitor in parallel. They were added
between the whip bottom and the ground plane to decouple the
retracted whip. The question is how to pick the correct values for the
lumped elements so that the current on the whip will be minimized.
Normally, one simulation in HFSS takes about 1.5 hours. In doing
the simulations with all the combinations of different LC component
values requires a huge amount of computation time.

It is obvious that by adding LC elements the impedance looking
into the retracted whip will change. Therefore, the coupling between
the PIFA and the retracted whip will change accordingly. So first, the
impedance looking into the retracted whip was calculated in HFSS
and imported into RF ADS. Then the S-parameter simulation model
was set up using an LC circuit as shown in Figure 3.24(a). Since the
inductor and the capacitor in the HFSS model were in parallel and
connected to the ground, the LC components in RF ADS were also
shorted to the ground directly. However, results of the simulation in
RF ADS with such a circuit model in Figure 3.24(a) did not give any
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Figure 3.24 Circuit model of the retracted whip.

hint as to how to solve this problem. That means the circuit model is
not correct.

The current in the lumped elements simulated in HFSS is shown
in Figure 3.25. It is clearly seen that the current flows from one ele-
ment to the other without scattering into the ground area. Using this
observation, the circuit model was changed into Figure 3.24(b). The
major difference between the two models in Figure 3.24 is that the LC
components were changed to be in series instead of directly shorted
to the ground.

RF ADS simulation results of the decoupling effect are shown in
Figure 3.26. In each plot, three resonances are observed; one in the
800 MHz band, one in the 1900 MHz band, and one in between. The
third resonance shifts from the 800 MHz band to the 1900 MHz band
as the termination of the retracted whip changes from a short to an
open. The return loss of the PIFA simulated in HFSS is also shown.
It is clearly observed that the three resonances in both simulations
match each other very well. This proves that our circuit model in the
RF ADS simulation, as shown in Figure 3.24(b), is valid to simulate
the decoupling effect. The next step is to minimize the effect of those
three coupling resonances shown in Figure 3.26.
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Figure 3.25 Current distribution on the LC circuit model in HFSS.
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3.3.2.3 Decoupling the retracted whip
Since RF ADS simulation takes less than 20 seconds, the time to opti-
mize the LC component values is significantly less than the time
needed using HFSS simulation. As it has already been verified that
the circuit model in Figure 3.24(b) is valid to simulate the decou-
pling effect, RF ADS simulation could be used to find the correct LC
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component values that will decouple the retracted whip from the PIFA.
As a result, the gain of the PIFA could be optimized when the whip is
retracted.

First, the goal was to shift the third resonance away from both the
800 and the 1900 MHz bands. After a number of searches for the LC
component values, the third resonance was moved to the middle of
the band, right between the 800 and the 1900 MHz bands. Then the
LC values were slightly changed to minimize the other two resonances
in both the 800 and 1900 MHz bands. Finally, an optimal matching
circuit of a 12 nH inductor and a 2.0 pF capacitor was found. Results
of both simulations are shown in Figure 3.27. The third resonance is
about 1.3 GHz, so it will affect neither the 800 nor the 1900 MHz
band. For the other two resonances (one at the 800 MHz band and one
at the 1900 MHz band), the S11 level is between –2 and –3 dB, which
will have a very small impact on the gain of the PIFA in those bands.

Radiation patterns of the PIFA-Whip with the optimal matching
circuit are shown in Figure 3.28, which are quite close to that in
Figure 3.19. The peak gain and the average gain at the H plane are
listed in Table 3.2. Compared to gain values of the PIFA without the
whip, only the peak gain at 1900 MHz is lower. The average gain at
1900 MHz is almost the same, and at 870 MHz, both the peak gain
and the average gain are slightly better.
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Figure 3.27 Return losses of the PIFA and the coupling effect with L = 2 nH�

C = 2�0 pF.
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Figure 3.28 Radiation patterns of the PIFA-Whip with 12 nH and 2.0 pF.

The current distributions on the retracted whip with the optimal
matching circuits are shown in Figures 3.29 and 3.30. At 870 MHz,
compared to the whip-shorted case in Figure 3.22, the maximum cur-
rent strength is only about 60 A/m, much lower than 200 A/m. At
1900 MHz, the maximum current strength level is below 50 A/m, only
half of that of the whip-open case in Figure 3.21. It is also quite clear

J[A /m]
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Figure 3.29 Current distribution on the retracted whip at 870 MHz, L = 12 nH�

C = 2�0 pF.
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Figure 3.30 Current distribution on the retracted whip at 1.9 GHz, L = 12 nH�

C = 2�0 pF.

in Figures 3.29 and 3.30, for both cases, that the current is flowing
near the bottom of the retracted whip. In Figures 3.21 and 3.22, the
current is flowing from the middle to the top of the whip, which is
closer to the PIFA and therefore causes the strong coupling.

From all of the above, the coupling between the retracted whip and
the PIFA is successfully reduced.

3.3.3 PIFA and GPS IFA Combination

This section provides a practical design of a PIFA-IFA combination
module that covers the cellular bands at 800 and 1900 MHz and the
GPS band. First, five antenna model candidates were simulated in
Ansoft HFSS. The feed/ground locations of every model were different
from each other. The total efficiencies and the IFA polarizations were
compared. A prototype of the antenna model with the optimum per-
formance was selected and then fabricated. Measurement results were
used to validate the simulation results. Antenna pattern measurements
of GPS in RHCP were conducted using an RHCP spiral source antenna.
Then various lengths of the selected IFA were investigated. An opti-
mum length was shown to be achievable to improve the isolation
between a PIFA and an IFA in a specific frequency band.
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3.3.3.1 GPS Antenna Solution
In a real handset, it is quite difficult to design a GPS antenna with a
good RHCP Axial Ratio (AR) at all beam angles. Consequently, linear
antennas have been used in many handset designs. A tri-band antenna
provides a straightforward linearly polarized solution, but a tri-band
PIFA or stubby antenna is difficult to tune. It is also very tough to
meet the gain requirements in all three bands. From the system point
of view, a tri-band antenna solution also requires a tri-plexer or an
electrical RF switch, which will add at least a 0.5 dB insertion loss to
the GPS receiver channel. It is desirable, or even required, for the GPS
receiver to be able to detect GPS signals (∼ –150 dBm) that are only
a few decibels above the thermal noise floor. With that amount of
margin, it is clear that a 0.5 dB loss is a significant amount. In addition,
if an RF switch is used, the antenna can only be used to receive either
the GPS or the cellular signal at any given time.

Ceramic GPS antennas have been widely used in the wireless market
due to their small size and low cost (in mass production). It is primarily
a linear antenna. This solution will have to occupy a certain amount
of space on the PWB. Compared to other components on the PWB,
the ceramic GPS antenna is still fairly large. Depending on the handset
system, it might be very difficult for the GPS antenna to fit on the
PWB. Another disadvantage is that since the ceramic GPS antennas
have become standardized parts, antenna designers cannot modify
them during the design process, but have to use an external matching
network. However, the antenna’s efficiency or resonant frequency will
be affected by PWB changes or any other changes inside the handset
housing.

IFA antennas are cost effective solutions for GPS. They can share the
cellular PIFA’s dielectric substrate and ground plane so that PIFA and
IFA can be integrated into a single antenna module. In this way, the
IFA is mainly a linear antenna, but if designed carefully, the coupling
between the PIFA and IFA and placement of the IFA with respect to
the ground plane could create RHCP in a certain direction. PIFA and
IFA combinations will be discussed in the next section.

3.3.3.2 Location of the Feed/Ground Pins of the
PIFA and the IFA

Figure 3.31 shows the IFA structure. A simple and efficient J-shaped
slot was used to design a dual-band PIFA to cover the 800 and the 1900
MHz bands. The patch size was 26×34 mm. The ground plane size was
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Figure 3.31 Configuration of the antenna model 1. The patch size is 26 ×
34 mm. The ground plane size is 98×34 mm. The substrate height is 10 mm
with a dielectric constant of 2.6. The GPS IFA is 4 mm below the patch. The
strip width of the IFA is 2 mm. The J-slot is 2 mm wide, 21 mm long in the
X direction, and 12 mm long in the Y direction.

98×34 mm. The substrate height was 10 mm with a dielectric constant
of 2.6. The GPS IFA was put on the side of the PIFA, 4 mm below
the patch. The length of the IFA was tuned to control the resonant
frequency. The distance between the feed leg and the ground leg was
used to control the BW.

As mentioned earlier, IFA itself is basically a linear antenna. When
combined together with the PIFA, the IFA can show some Circular
Polarization (CP) characteristics. Usually, it is important to place the
IFA 2∼4 mm away from the PIFA patch because too close a placement
would cause the IFA to lose efficiency. On the other hand, if IFA
was placed too far away, CP at certain angles could not be achieved.
Furthermore, the coupling between the IFA and the PIFA also affects
the resonant frequency.

In such a dual-antenna model, another question is how to choose
the feed/ground locations for both antennas. For the PIFA, the antenna
efficiency and the BW are the driving factors. While for the GPS IFA,
besides the efficiency, the polarization has to be taken into account.
As is well known, GPS signals from satellites are RHCP. To polarization
match a satellite signal in the direction away from the head when
a user is holding a handset, RHCP in the antenna front direction
(Z direction in Figure 3.31) is necessary. Although IFA itself is a linear
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antenna, when it excites the currents on the ground plane, the whole
structure shows some CP characteristics. Whether it is dominated
left-handed or dominated right-handed polarization will depend on
the feed/ground location of the GPS antenna. Also, before choos-
ing the feed/ground locations, the distance between the feed and
the ground is fixed at 6 mm for the PIFA and 2.5 mm for the
IFA. Reasonable BW could be achieved for both antennas with such
distances.

It has been demonstrated32 that in maintaining the Q value (Q =
1/BW , where BW is the bandwidth), the antenna efficiency will get
higher as the antenna effective size gets larger. For the PIFA, the achiev-
able BW was quite limited, so in order to get a larger effective size,
the feed and ground pins had to be put on the top of the patch as
shown in Figure 3.31. Only in this way could the ground plane be fully
excited to achieve the maximum antenna effective size. For the IFA,
since the BW requirement in the GPS band was not as critical, the
location of the feed and ground pins was slightly more flexible. The
antenna efficiency e0 is broken down into33

e0 = ereced�

where er is the reflection efficiency, ec is the conduction efficiency, and
ed is the dielectric efficiency. In the dual-antenna module, the isolation
between the two antennas has to be included. Then the efficiency
becomes

e0 = ereteced = �1−�S11�2��1−�S21�2�eced�

where et is the isolation efficiency, and S11 and S21 represent the
S-parameters if the dual-antenna model is viewed as a two-port net-
work. The above equation shows that reducing S21 increases the total
efficiency. Based on the above criteria, antenna model 1 was chosen
out of the five antenna model candidates listed in Table 3.3 Antenna
model 5 was symmetric to antenna model 1, but this configuration
had LHCP in the front direction.

Figure 3.32 shows the measured radiation patterns of antenna mod-
els 1 and 5. The source antenna was an RHCP spiral antenna. It
is clear that when the feed and ground pins were on the left side,
a null appeared in the Z direction in the radiation pattern. If the
handset was put against the users head, –Z direction was where the
satellite signals came from. This phenomenon can be explained by
Figure 3.33. When the feed/ground location is at the right side, because
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Table 3.3 Comparison of the PIFA-IFA module with different feed/ground
locations. (The efficiency numbers were computed at the center frequency
of each band.)

1 2 3 4 5

S21 at
800 MHz
band

< −15 dB < −15 dB < −15 dB < −20 dB < −15 dB

S21 at
1900 MHz
band

< −10 dB −7∼−8 dB < −9 dB −7∼−9 dB < −10 dB

S21 at GPS
band

< −15 dB −3∼−5 dB −4∼−7 dB −7∼−8 dB < −15 dB

Front
polarization
of GPS

RHCP RHCP RHCP RHCP LHCP

Efficiency at
800 MHz
band

86% 86% 85% 86% 86%

Efficiency at
1900 MHz
band

64% 52% 69% 58% 64%

Efficiency at
GPS band

81% 27% 25% 75% 81%

PIFA patch

GPS IFA

GPS feed/ground 

Feed

Ground
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Figure 3.32 Effect of GPS IFA feed/ground location on the polarization; pat-
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Figure 3.33 Currents excited by the GPS antenna located at the +Z direction
on top of the ground plane.

the horizontal length of the ground plane is shorter than the vertical
length, the horizontal current will lead in phase. Therefore, domi-
nated right-handed polarization is created. On the other hand, when
the feed/ground location is at the left side, dominated left-handed
polarization is created.

Similarly, the other antenna models symmetric to models 2 through
4 were eliminated because of the polarization mismatch. Table 3.3 also
clearly shows that the isolation between the two antennas directly
affected the total efficiency.
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Figure 3.34 Isolation between the PIFA and the IFA in antenna model 1.

A prototype of antenna model 1 was fabricated and measured. The
S21 was compared to the simulation in Figure 3.34. The plot shows
they are quite close except at the 1900 MHz band, where there is more
loss due to the coaxial cable in the real measurement. In Figure 3.35,
the measured two-dimensional (2-D) radiation patterns of both the
PIFA and the IFA all matched the simulation results quite well. The
efficiency was not compared because the three-dimensional (3D) effi-
ciency measurement was decided to be too difficult to calibrate in the
available chamber for an absolute measurement. A relative efficiency
between various IFA lengths was selected since a relative comparison
could be done more easily. Another reason that a comparison between
measured and simulated data was not done is that the loss in the
dielectric and cables was determined to be uncertain for a simulation.

3.3.3.3 Optimization of the IFA Length
Once the locations of the feed and ground legs of both antennas were
fixed to further optimize the efficiency of the design, GPS IFAs of
three different lengths were tuned to 1575 MHz for comparison. Since
the IFA is a narrow-band antenna, with chip inductor-capacitor (LC)
components, it was easily tuned to the desired frequency for each
length. As the IFA length changed, the coupling between the PIFA
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Figure 3.35 Radiation patterns of the PIFA-IFA combination in model 1 at
the XZ plane, E�. (a) Radiation patterns of the PIFA at 830 MHz; (b) radiation
patterns of the PIFA at 1900 MHz; and (c) radiation patterns of the IFA at
1575 MHz.

and the IFA was expected to change and affect the efficiency of both
antennas.

Starting from the regular GPS IFA without any matching, the short
IFA was made 5 mm shorter, while the long IFA was made 4 mm longer.
Both the short IFA and the long IFA were matched to 1575 MHz with
LC circuits. The return losses of the PIFA and the IFA are shown in
Figures 3.36 and Figure 3.37. The original PIFA with no IFA (referred
to as PIFA only) is also shown in Figure 3.36 as the reference antenna.

Clearly, both the PIFAs and the IFAs are matched well. Figure 3.38
shows the isolation curves. Figure 3.37 shows that as the IFA becomes
shorter, a second resonance starts to approach the 1900 MHz band.
This is also reflected in Figure 3.38, as the isolation becomes worse at
about 2.1 GHz for the short IFA case.

On the other band, as the IFA becomes longer, a second resonance
starts to approach the 800 MHz band, leading to worse isolation for the
long IFA case in the 800 MHz band. A notch is also observed between
the GPS band and the 1900 MHz band in Figure 3.38, which moves
toward the GPS band as the IFA becomes longer. If designed properly,
it is expected that this notch can be moved right to 1575 MHz and the
best isolation can be achieved for the GPS band. However, this would
be at the price of sacrificing the isolation in the 800 MHz band.
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Figure 3.36 Matching of the dual-band PIFA in the PIFA-IFA combination.
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Figure 3.37 Matching of the JFA in the PIFA-IFA combination.

Accordingly, the measured 3D efficiencies in the free space are
shown in Figure 3.39. In the 800 MHz band, as the IFA becomes
shorter, the isolation and the PIFA efficiency both improve. The effi-
ciency of the PIFA with the short IFA is very close to the efficiency



Elsevier US 0Ch03-P369426 15-3-2006 11:40a.m.

3.3 Integration of Multiple Antennas 133

Isolation of 800/1900 PIFA and GPS IFA 
0

–5

–10

–15

–20

–25

–30

–35

–40

–45
7.00E+08 9.00E+08 1.10E+09 1.30E+09 1.50E+09 1.70E+09 1.90E+09 2.10E+09

Frequency (Hz)

In
se

rt
io

n
 lo

ss
 (

d
B

)

PIFA w/short GPS
PIFA w/normal GPS
PIFA w/long GPS

Figure 3.38 Isolation between the IFA and the PIFA in the PIFA-IFA
combination.

Efficiency of PIFA/IFA in free space

0%

10%

20%

30%

40%

50%

60%

70%

82
4

83
4

84
4

85
4

86
4

87
4

88
4

89
4

15
50

15
55

15
60

15
65

15
70

15
75

15
80

15
85

15
90

18
50

18
60

18
70

18
80

18
90

19
00

19
10

19
20

19
30

19
40

19
50

19
60

19
70

19
80

19
90

Frequency (MHz)

E
ff

.

PIFA w/short GPS

PIFA w/normal GPS

PIFA w/long GPS

PIFA only

Figure 3.39 Measured 3D efficiencies in the free space.

of the PIFA-only case. In the GPS band, the efficiencies of both the
long IFA and the short IFA are lower than the efficiency of the regular
IFA. The major reason is the loss caused by the LC matching compo-
nents. However, the long IFA efficiency is much closer to the regular
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IFA because the isolation of the long IFA is much higher (about –26
dB). In the 1900 MHz band, the situation is more complicated. Since
the transmitting band �1850∼1910 MHz� of the PIFA with the short
IFA falls into the notch, the isolation is therefore much higher than
the other two cases, resulting in the improved efficiency. While the
receiving band �1930∼1990 MHz� is impacted by the second resonance
as discussed above, the efficiency reduces very quickly. The PIFA with
the long IFA shows improved efficiency over the PIFA with the regular
IFA because the isolation is higher.

As a summary, depending on the design requirement, to optimize
the PIFA at the 80 MHz band, the short IFA was preferred. To opti-
mize the PIFA at the 1900 MHz band, the long IFA should be chosen.
In the GPS band, the longer IFA showed improved isolation, but the
efficiency was impacted by the loss of the matching circuits. Higher Q
LC components with less resistance could have been used for matching
to improve the GPS efficiency, but were not available.

3.4 Human Interaction in Handset Antenna Design

In antenna designs for handsets, EM interaction between the human
head and the various antennas has been a key factor.16 On one hand,
the human head will affect the antenna performance once the handset
is put against the head. Most of the time, antenna impedance match
and radiation efficiency will both be degraded. On the other hand,
human tissue will be exposed to the EM radiation and cause health
concerns in users. In the handset industry, SAR is used as the indication
of how much EM radiation the human tissue absorbs. In the United
States, the FCC sets the standard to be 1.6 mW/g (1.6 W/kg) averaged
over 1 g of tissue. In Europe, the standard is 2.0 mW/g (2.0 W/kg)
averaged over 10 g of tissue.

These SAR requirements pose a big challenge on handset antenna
designs, which is to design a high efficient antenna in close vicinity
to the human body. It seems that this can be achieved by designing
an antenna in the handset with a good back-to-front ratio, in which
less power will be radiated toward the human in the user position.
However, both back-to-front ratio and antenna efficiency are measured
in terms of the far field, and it is very difficult to relate the SAR
distribution of an exposure to the structure of the incident EM fields.
SAR actually represents a complicated near-field interaction between
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the antenna and the nearby structure. Therefore, it is more important
to understand the near-field distribution and how it affects SAR.

In this section, the human effect on the antenna impedance match-
ing and the antenna efficiency will first be studied. Then the method
of SAR measurements will be introduced. SAR measurement data of
the PIFA-IFA combination will be demonstrated to address potential
SAR reduction techniques.

3.4.1 Human Head Effect on Handset Antennas

When antennas are designed for handsets, it is necessary to take into
account that handsets are used close to the head of the user, which will
absorb a considerable amount of transmit power and therefore will
affect the antenna impedance match, radiation patterns, and antenna
efficiencies.16�36�37 Figure 3.40 shows the phantom head used in the
against-head antenna measurement. This phantom head is filled with
simulated brain fluid.

3.4.1.1 Head Effect on the Impedance Match
As a load to the antenna, the head absorbs a certain amount of
EM radiation. However, since the ground plane plays the role of RF
shielding, the impedance can be maintained to a certain level. In

Figure 3.40 The phantom head, used for against-head measurement, is filled
with fluid to simulate the brain and other tissues.
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Human head effect on the PIFA in a PIFA / IFA combination
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Figure 3.41 Head effect on the impedance match of the PIFA in the PIFA-IFA
combination (regular IFA length).

Figures 3.41 and 3.42, the return losses of both the PIFA and the IFA
in a PIFA-IFA combination are shown to demonstrate the head effect
on the input impedance. At the 800 MHz band, the PIFA is detuned
a little, and the BW becomes narrower. At the 1900 MHz band and

Human head effect on the IFA in a PIFA/IFA combination
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Figure 3.42 Head effect on the impedance match of the GPS IFA in the
PIFA-IFA combination (regular IFA length).
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the GPS band, the impedances are not affected much by the phantom
head.

Other antennas such as the whip antenna or the stubby antenna
will show even less effect because those antennas are sticking out of
the handsets. Therefore, the head will not block the antenna as much
as it does in the PIFA-IFA combination. The hand will also affect the
impedance,16 but in this chapter hand effects are not included.

3.4.1.2 Head Effect on Radiation Patterns
Although not much difference was observed from the return loss mea-
surement between the cases with and without the head, the radiation
patterns were found to be significantly changed due to the head, as
shown in Figure 3.43. The back radiation (180�) was reduced with the
presence of the head, especially at the 800 MHz band. For the case of
the PIFA at the 1900 MHz band and the case of GPS IFA at 1575 MHz,
the front radiation with the presence of the head maintained a similar
level as that in the free space.

In the following Section 3.2.2.1, the comparison between the active
whip and the parasitic whip with the presence of the head is shown
in Figure 3.44. At the 800 MHz band, the parasitic whip behaves the
same as the active whip, while at the 1900 MHz band, the pattern of
the active whip still shows high back radiation toward the head. It
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Figure 3.43 Head effect on the radiation patterns of the PIFA in a PIFA-IFA
combination. (a) Radiation patterns of the PIFA at 830 MHz; (b) radiation
patterns of the PIFA at 1930 MHz; and (c) radiation patterns of the IFA at
1575 MHz.
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Figure 3.44 Head effect on the radiation patterns of whip antennas, and
comparison of the active whip and the parasitic whip.

is also observed by comparing Figures 3.43(a) and 3.44(a), with the
presence of the head, that the whip improved the gain of the PIFA
by up to 3 dB at the 800 MHz band, which is the major reason that
the whip still plays an important role in current handset antenna
designs.

3.4.1.3 Head Effect on Antenna Efficiencies
It is expected that with the handset put besides the head, a certain
amount of radiated power will be absorbed by the head. Comparing
Figures 3.39 and Figure 3.45, antenna efficiencies of the PIFA dropped
about 20∼25% at the 800 MHz band and 15∼20% at the 1900 MHz
band. Antenna efficiencies of the IFA dropped about 15∼30%.

Although the reduction of the antenna efficiency caused by the
head cannot be avoided, some method can be applied to improve the
efficiency and minimize the reduction due to the head. As shown in
Figure 3.45, at the 1900 MHz band, the efficiencies of all three cases
with the IFA at the against-head position are better than that of the
PIFA-only case. This indicates that the IFA actually acts as a directive
element, which improves the PIFA’s efficiency and can possibly be
used for the SAR reduction.
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Figure 3.45 Measured 3D efficiencies of the PIFA-IFA combination against
the phantom head.

3.4.2 SAR Consideration in Handset Antenna Designs

The EM radiation toward the head has raised a common public concern
on health. Up to now, there has been no clear scientific evidence
that the radiation from the handset is hazardous to human beings.
However, to quantify the human exposure to RF energy, SAR has been
used.16

3.4.2.1 Definition of SAR
In the near field of RF sources, the EM fields are very complicated, and
the normal incident power density cannot be defined. Since human tis-
sue is composed mainly of water, electrolytes, and complex molecules,
it extracts energy from the RF E field by ionic motion and oscillation of
polar molecules.11 The total power absorbed in the tissue is defined as

Pabs = 1
2

∫

v

	�E�2dV� (3.6)

and SAR is defined as

SAR = 	

2

�E�2 � (3.7)
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where 	 is the conductivity of the medium (usually human tissue),

 is the mass density, and E is the peak electric field. SAR is expressed
in units of watts per kilogram (W/kg) or milliwatts per gram (mW/g).

Clearly, based on Chapter 2, Eq. (2.7), SAR is a point quantity, and
its value varies from one location to another. The accuracy and relia-
bility of a given SAR value would depend on three parameters: tissue
density, conductivity, and electric field. However, the most signifi-
cant one of the three parameters is the induced electric field. In the
antenna design, the target is to reduce the electric field that is induced
in the head.

The induced electric field is a complex function of frequency, hand-
set size, distance between the handset and the head, polarization, and
biological variables such as the tissue type. The typical ingredients of
the head model are listed in Table 3.4.38

SAR can be obtained from detailed numerical computations.39

Many different tools have been developed to simulate SAR. Finite-
Difference Time-Domain (FDTD)40 is quite popular for SAR calculation
because this algorithm allows antennas to be modeled in their true
operating environment.16 SemCAD is the commercial tool which is
integrated into the SPEAG DASY 4 SAR testing system. It also uses
FDTD to calculate SAR. The Finite Element Method (FEM)41 is another
popular method for SAR simulation and is used in Ansoft HFSS,
which has integrated SAR calculation macros for convenient compu-
tation. Depending on the human head model and the antenna model
generated by the simulation tool, SAR values calculated could be quite
accurate. When it comes to a real handset, it is still difficult to simulate

Table 3.4 Values of tissue parameters (relative permittivity �r effective
conductivity 	, density 
)

900 MHz 1800 MHz

Tissue �r � (S/m) �r � (S/m) � (kg/m3)

Cartilage 42�65 0.782 40.21 1.287 1100

Muscle 55�95 0.969 54.44 1.389 1050

Eye 55�27 1.167 53.57 1.602 1020

Brain 45�8 0.766 43.54 1.153 1040

Dry skin 41�4 0.867 38.87 1.184 1090

Skull (bone) 16�62 0.242 15.56 0.432 1645
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all the variables. So the numerical modeling of a handset for SAR can
be costly, and it can take as long as several weeks due to the large
amount of computations. Consequently, accurate SAR values are still
very difficult to achieve without the measurement.

3.4.2.2 SAR measurement
SAR can be measured directly using body/head phantoms, robot arms,
and associated test equipment. The DASY 4 robotic system as shown in
Figure 3.5 is used to measure the actual SAR. By using conventional SAR
measurements, one single test (one position and one frequency) takes
about 15 minutes. To complete the head SAR measurement of one
dual-band handset, it will take roughly 1 week. Given the large amount
of reflection and scattering that a human body causes in the near
field, it is typically necessary to measure the RF power deposited inside
the tissue rather than the external incident EM fields. In the DASY
system (FCC compliant for conducting SAR tests), the SAR phantom
is filled with simulated human tissue fluid. The electric parameters
of the fluid are listed in Table 3.6 The robot-controlled electric probe
is programmed to measure the electric field in volts per meter (V/m)
inside the SAR fluid during the operation. The handset under test is
required to be performed at the maximum output power, which is
intended to represent the worst-case scenario.

The handset is usually measured at two positions in the head SAR
measurement, namely, the cheek position and the tilt position, as
shown in Figure 3.46. The cheek position is to put the handset against
the head with both the ear and the cheek touching the handset.

Table 3.5 Ingredients of the test fluid for the FCC head SAR measurement.

800 MHz band 1900 MHz band

Ingredient
Head
(% by weight) Ingredient

Head
(% by weight)

Deionized water 51�07 Deionized water 54.88

HEC 0�23 Butyl diglycol 44.91

Sugar 47�31 Salt 0.21

Preservative 0�24

Salt 1�15
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Table 3.6 Electric parameters of the head tissue stimulant.

Head tissue simulant

Dielectric parameters

f(MHz) Description �r � (S/m) Temp (�C)

836.5 Recommended value 41.5 0.9 21

+/–5% window 39.4–43.6 0.86–0.95 N/A

1880 Recommended value 40 1.4 21

+/–5% window 38–42 1.33–1.47 N/A

(a) “Touching cheek” position. The phone is angled from mouth to ear with the center of
the phone’s speaker aligned to the ear reference point (LE or RE)

(b) “15� tilt” position. The phone remains on the mouth-to-ear angle (as for the “touching
cheek” position), but the microphone end is rotated away from the head by 15�.

Figure 3.46 SAR test positions.
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The tilt position is to rotate the handset 15� from the cheek posi-
tion. These two positions represent the two most typical user posi-
tions. Since the head can have an impact on the impedance of the
antenna, the actual curve of the handset front cover can be carefully
designed to give the optimum SAR performance. However, antenna
designers usually do not get involved in the mechanical design of the
handset. As a result, some other methods have to be applied for SAR
reduction.

During the SAR measurement, the area scan (user-defined area, also
called coarse scan) is first conducted to determine the field distribu-
tion, as shown in Figure 3.47(a). Then the zoom scan is performed
around the highest E-value spot (hot spot) to determine the average
SAR value, as shown in Figure 3.47(b). The maximum SAR value is aver-
aged over a cube of tissue using interpolation and extrapolation. The
interpolation of the points is done with 3D-Spline, while the extrapo-
lation is based on a least square algorithm.42 If the hot spot is at the
border of the area scan, an enlarged area will be defined and the area
scan will be repeated.

The measurement uncertainties are defined in the IEEE P1528
specification. Overall uncertainties must be below 30% for a 95% con-
fidence level. An uncertainty in measurements of 30% may seem a
little high, but this percentage is small in decibel terms.

(a) (b)

Figure 3.47 Scan procedures in the SAR measurement.
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3.4.3 SAR Reduction with a GPS IFA

One of the targets for the antenna designs is to find an efficient method
to lower the SAR values while minimizing the effect on antenna effi-
ciencies. A lot of research has been conducted in this area16�38�43�44 in
which both SAR and the antenna efficiency were thoroughly inves-
tigated. In Jensen and Rahmat-Samii,16 different types of PIFAs were
compared, while Vaughan and Scott43 focused more on whip anten-
nas. In Kirekas et al.,38 attention was paid to the effect that the
handset chassis had on SAR and antenna efficiencies. In addition to
these studies, various SAR reduction techniques were introduced in
References45�50. Increasing the distance between the handset and the
head was a typical method where an earpiece was attached to the
handset.45�46 Using RF absorbing shielding materials45�47 was another
effective way, but this required careful selection of the materials and
could potentially reduce the antenna efficiency. Parasitic metal ele-
ments have been used to alter the antenna near-field distribution48

and lower the SAR value of handset49�50 with some limited success.
In Section 3.4.1.3, it was shown that, at the 1900 MHz band and

at the against-head position, the efficiency of the cellular PIFA with
different lengths of GPS IFA is better than that of the PIFA-only case.
This indicates that the GPS IFA actually improves the PIFA’s efficiency
at the 1900 MHz band when the antenna is put against the head. At
the 800 MHz band, there is no such impact from the GPS IFA. How
will this affect the SAR value?

Table 3.7 shows the relative SAR measurement results at the cheek
position. SAR at the tilt position was also measured, but the values are
lower for all the cases than SAR values at the cheek position. During
the SAR measurement, the whole antenna model was put into a plas-
tic housing to simulate the handset chassis, which provides 8 mm of

Table 3.7 SAR measurements of the PIFA in the PIFA-IFA combination.
(The data is referenced to the measurement of the PIFA-only case, either
as a percentage increase or decrease.)

Frequency (MHz) 824 836 849 1850 1880 1910

PIFA w/short IFA 0�52% 0.85% –2.17% 12.6% 22.6% 49�5%

PIFA w/regular IFA 2�78% 1.09% –3.74% –30.7% –31.2% –23�9%

PIFA w/long IFA –0�52% 1.91% –2.17% –30.7% –31.1% –29�8%



Elsevier US 0Ch03-P369426 15-3-2006 11:40a.m.

3.4 Human Interaction in Handset Antenna Design 145

separation between the antenna ground plane and the earpiece of the
SAR phantom head. A prototype transmitter unit was also integrated
to eliminate the coaxial cable. Also, the efficiency difference was taken
into account to adjust the transmitting power. For example, if the
efficiency at a certain frequency was 0.5 dB lower than the reference,
then a 0.5 dB higher transmitting power was used for the SAR measure-
ment. As in reality, SAR was only measured at the transmitting band
(824∼849 MHz at 800 MHz band, 1850∼1910 MHz at 1900 MHz band).
Measurements of 824, 836, and 849 MHz were chosen to represent the
low, middle, and high frequencies in the 800 MHz transmitting band.
At the 1900 MHz band, 1850, 1880, and 1910 MHz were chosen.

As expected, for all the cases, little SAR difference was observed at
the 800 MHz band in Table 3.7. Figure 3.48 shows hot spots (the square
area, where the field is concentrated) and SAR distributions by the area
scan (user-defined area for field strength scan to find the hot spot). In
Figure 3.48, it is the bigger square area that covers the handset with
the grid inside. Actual SAR values were obtained by the zoom scan in
the hot spot. It is obvious that all the cases are very similar.

However, at the 1900 MHz band, one observes surprisingly different
values in Table 3.7. Compared to the PIFA-only case, the PIFA with the
short IFA shows an average of 20% SAR increase. On the other hand,
for the cases of the long and regular IFAs, SAR values are 30% lower.
This indicates that, with enough length, the IFA performed the role of
the parasitic element to alter the near-field distribution and to provide
SAR reduction. Two hot spots are observed in the SAR distribution
in Figure 3.49. The dark dots inside the hot spots were automatically
located by the measurement system as long as the field strength of the

(a) (b) (c) (d)

Figure 3.48 Area scan of the SAR measurement at the 800 MHz band. (a) PIFA
only; (b) PIFA w/short IFA; (c) PIFA w/regular IFA; and (d) PIFA-IFA w/long IFA.
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(a) (b) (c) (d)

Figure 3.49 Area scan of the SAR measurement at the 1900 MHz band. (a) PIFA
only; (b) PIFA w/short IFA; PIFA w/regular IFA; and (d) PIFA w/long IFA.

second hot spot was within 2 dB differences from the first hot spot.
In Figures 3.49(a) and (b), the hot spot near the ear is much stronger
than the other hot spot down to the cheek, which indicates that all
the field energy is concentrated near the ear hot spot. In the cases of
Figures 3.49(c) and (d), the energy is spread up between the two hot
spots, which results in the lower SAR.

It has been demonstrated that in the PIFA-IFA combination, the GPS
IFA can be viewed as a director for the PIFA. It will change the near-field
interaction between the antenna module and the head and therefore
will achieve SAR reduction by spreading the energy between the SAR
hot spots. In the next chapter, another SAR reduction technique will
be introduced, in which the key is also to balance the SAR hot spots.

3.5 Total Radiated Power (TRP)

In the wireless industry, TRP is a measurement that correlates well to
the field performance of the handset. As a result, the CTIA has specified
TRP as one of the over-the-air performance tests for handsets.18

TRP is influenced by both the TX power, which must be low enough
to meet the FCC SAR requirements, and the antenna efficiency. The
TX power in a handset will typically be determined by one of two
limitations. One limitation is how much power the PA can deliver to
the antenna, while maintaining sufficient linearity to maintain signal
integrity. The other limitation is that since SAR is directly proportional
to the TX power, then the TX power of a handset cannot exceed the
level, which corresponds to exceeding the FCC SAR limit. In many
cases, it is the SAR that limits the TX power rather than the maximum
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PA output power. It has been found that handsets with higher effi-
ciency antennas might not necessarily have higher TRP. Our results
consider SAR and TRP at the same time.

This section will follow the previous section on SAR reduction tech-
niques. The effect that different grounding methods have on SAR will
be discussed by comparing four types of PIFAs that were designed
for the 1900 MHz band. The ground plane, the dielectric substrate,
and the feed were fixed for all the antenna models. It is observed that
the ground connection does not only cause the radiation patterns to
change, but also cause the energy to spread between the two SAR hot
spots and, consequently, change the SAR. SAR values of all the antenna
models were normalized to the same level by adjusting the TX power.
The TRPs were then calculated.

3.5.1 Definition of TRP

Very often, high antenna efficiency and low SAR in a handset can-
not be achieved at the same time. Then how can one evaluate the
antenna designs in handsets? TRP provides a good evaluation of
the antenna performance from the system point of view. It combines
the antenna efficiency and the TX power limited by SAR together.

The radiated power is defined as

Prad = 1
2

Re

⎧
⎨
⎩
∫

s

E ×H∗ · n̂dS

⎫
⎬
⎭ � (3.8)

where E and H are the electric and magnetic field intensities on a
surface S completely enclosing the antenna structure. For an active
handset (without cable), the TRP is equal to the measured Prad. How-
ever, directly measuring TRP is very difficult due to the expensive
equipment involved in the active test setup.

From Chapter 2, Equation 2.5, we get

Prad = e0 ·Pdel� (3.9)

By transferring this result in decibel units and applying it to an active
handset, TRP can be achieved by

TRP = transmit power +antenna efficiency� (3.10)

where TX power is equivalent to Pdel, which is limited by the SAR
requirement and is usually converted from mW to dBm; the antenna
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efficiency (e0) can also be converted from percentage to dB. In this way,
the antenna efficiency can be obtained with the passive measurement
using coaxial cables, while the TX power can be obtained during the
SAR measurement.

3.5.2 PIFA Models in the 1900 MHz Band

The configurations of the PIFA models are shown in Figure 3.50. The
ground plane size was 98×34 mm. The substrate was 26×34×10 mm
and was made of Polycarbonate Acrylonitrile Butadiene Styrene
(PC/ABS), one of the most popular engineering plastics. The dielectric
constant (�’) of PC/ABS is about 2.6, and the loss tangent (�) is about
0.04. Based on the above constraints, four different PIFAs were each
tuned to the 1900 MHz band for comparison.

PIFA #1 was a typical single-band design, where the length of the
patch was approximately a quarter wavelength. The patch size of PIFA
#2 was almost twice that of PIFA #1. In order to achieve the same
frequency band tuning, the ground pin was moved to the bottom of
the patch. PIFA #3 had the maximum patch size among the first three
designs. In this case, only moving the ground pin was not enough to
shift the resonant frequency up to the 1900 MHz band. So a 12 mm
wide metal strip was used to connect the patch and the ground plane.
PIFA #4 had the same size patch as PIFA #3. A simple and efficient
J-shape slot was used to achieve a dual-band PIFA to cover both the

Ground plane Dielectric
substrate

Patch J
slot

Feed
pin

Ground
pin

Ground
strip

(a) (b) (c) (d)

YZ

3.1

Figure 3.50 Configuration of PIFA models. (a) PIFA #1, patch size 19×9 mm;
(b) PIFA #2, patch size 18×20 mm, ground pin moved; (c) PIFA #3, patch size
26×34 mm, 12 mm wide ground strip; and (d) PIFA #4, patch size 26×34 mm,
with J slot.
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Figure 3.51 Impedance matching of PIFA models.

800 and the 1900 MHz bands. But in this section, only the 1900 MHz
band was of interest.

Figure 3.51 shows the return loss measurements of all four designs.
Using −6 dB S11 as the criteria for the BW, it was expected that PIFA #4
would have the narrowest BW due to the dual-band design. The other
three designs had similar BWs. However, PIFA #2 was not matched as
well as PIFAs #1 and #3.

Measured antenna efficiencies are shown in Figure 3.52 for the case
in the free space and in Figure 3.53 for the case at the against-the-
head position. PIFA #1 had the highest antenna efficiencies in both
cases. In the free space, the antenna efficiency of PIFA #2 was almost
10% lower than that of PIFA #1, but only about 5% lower with the
presence of the phantom head. It is also interesting to observe that the
antenna efficiency of PIFA #3 was affected the most by the phantom
head. For PIFA #4 at the transmit band (1850∼1910 MHz), the antenna
efficiencies were comparable to PIFAs #2 and #3, but because of the
BW limitation, the antenna in the receive band (1930∼1990 MHz) had
a lower efficiency.

The radiation patterns in the E plane (defined as the XZ plane in
Figure 3.4 are shown in Figure 3.54(a) for the case in the free space
and in Figure 3.54(b) for the case at the against-the-head position. For
PIFAs #2 and #3, the antenna gain lobes toward the head direction
(back lobe) are higher than that of the other two designs, and this
is because the positions of the ground pin and the ground strip were



Elsevier US 0Ch03-P369426 15-3-2006 11:40a.m.

150 Chapter 3 Handset Communication Antennas

Efficiency in free space

20%

30%

40%

50%

60%

1850 1860 1870 1880 1890 1900 1910 1920 1930 1940 1950 1960 1970 1980 1990

Frequency (MHz)

E
ff

.

PIFA #1
PIFA #2
PIFA #3
PIFA #4

Figure 3.52 Efficiency measurements of PIFA models in the free space.

Efficiency with the presence of a phantom head
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Figure 3.53 Efficiency measurements of PIFA models in the against-the-head
position.

located at the bottom of the patch. Notably, the back lobe of PIFA #3
in the free space was the highest, so the antenna efficiency had the
greatest reduction when the antenna was placed next to the phantom
head.
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Figure 3.54 Radiation patterns at the E plan (XZ plane).

In terms of the impedance matching and the efficiency results, it
was clearly demonstrated that PIFA #1 was the best design. However,
when SAR and TRP are both taken into account, one needs to assess if
PIFA #1 still exceeds the other three designs.

3.5.3 SAR and TRP

Unlike the antenna efficiency, which is associated with the far field,
the SAR is dependent on the near-field interaction between the
antenna and the head. Similar to the case of PIFA-IFA study, during
the SAR measurement, the whole antenna model was put into a plas-
tic housing to simulate the handset chassis, which provided 8 mm of
separation between the antenna ground plane and the ear of the SAR
phantom head. A prototype transmitter was also integrated to elim-
inate the coaxial cable. As with actual handsets, the SAR was only
measured at the TX band, so 1850, 1880, and 1910 MHz were picked
for the measurement to represent the low, mid, and high frequencies.
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SAR was measured with each of the antenna models using the same
TX power. However, in this work, the SAR impact on TRP will be
addressed by adjusting the TX power level to achieve the same SAR
value for all of the cases. So by normalizing the SAR values to 1.0 mW/g
for all the PIFA models, the TX power table, shown in Table 3.8, was
obtained. Now due to the normalized SAR, PIFA #1 had the lowest
TX power level, which also meant that it had the highest SAR value
among the four cases when a constant TX power was used. PIFA #2,
on the other hand, could accept the highest power delivered from
the PA in the handset system, while maintaining the same SAR as the
other cases.

The hot spots in the measured SAR distributions illustrated why
PIFAs #2 and #3 had better SAR performance. At the cheek position
in Figure 3.55, in all cases, two hot spots were observed in the SAR
distributions by the area scan. One hot spot was located at the ear,
while the other was next to the cheek. The solid square represents
the dominated hot spot where the final SAR values were obtained. For
PIFA #1 in Figure 3.55(a), the field concentrated near the ear hot spot
was very strong and resulted in a high SAR. For PIFAs #2 and #3, since
the patch was grounded at the bottom, more energy spread to the
hot spot next to the cheek, which consequently reduced the SAR. The
lower antenna efficiencies in these cases also contributed to the lower

Table 3.8 Power level comparison of different PIFA models. (SAR was
normalized at 1.0 mW/g.)

Frequency
(MHz) PIFA #1 PIFA #2 PIFA #3 PIFA #4

Transmit
power (dBm)

1850 22�1 24�1 23�6 23�4

1880 22�25 23�85 23�4 22�6

1910 21�8 23�3 22�9 22�6

TRP in the free
space (dBm)

1850 19�5 19�8 20�1 18�9

1880 18�95 19�35 19�4 18�2

1910 19 19�5 19�5 18�9

TRP with
phantom head
(dBm)

1850 18 18�8 18�3 17�4

1880 17�55 18�25 17�3 16�8

1910 17�5 18�4 17�3 17�4
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(a) (b) (c) (d)

Figure 3.55 Area scan of the SAR measurement at the cheek position: (a) PIFA
#1, (b) PIFA #2, (c) PIFA #3, and (d) PIFA #4.

SAR. Similar to PIFA #1, the hot spot at the ear also dominated for the
case of PIFA #4. SAR was lower mainly because the antenna efficiency
was lower.

In Figure 3.56, as the handset was tilted, most of the energy was
distributed in the ear hot spot. However, it could still be observed that
more energy had spread to the cheek for the cases of PIFAs #2 and #3.
Back to Figure 3.55, the ground strip in PIFA #3 caused enough energy
to be shifted down to the cheek to make it the hottest spot and to result
in an increased SAR. It could be projected that the optimum design
would be achieved by choosing an optimum width of the ground strip
for a certain patch size, which would balance the energy between the
two hot spots and, consequently, achieve the lowest SAR for a fixed
TX power.

(a) (b) (c) (d)

Figure 3.56 Area scan of the SAR measurement at the tilt position: (a) PIFA #1,
(b) PIFA #2, (c) PIFA #3, and (d) PIFA #4.
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Although the efficiency of PIFA #1 was the highest among the four
PIFA models, SAR was also the highest. So how could one determine
which of the four designs was better?

Table 3.8 lists the TRP numbers of all the PIFA models. In the free
space, the TRP of PIFAs #2 and #3 is similar and higher than that of
PIFAs #1 and #4. With the phantom head, the TRP of PIFA #3 decreased
quickly and became slightly lower than the TRP of PIFA #1. Overall,
PIFA #2 showed the highest TRP. In the handset system, lowering the
TX power improves the battery life and helps to reduce the heat gen-
erated by the PA. However, higher TRP can significantly improve the
call performance of the handset in a weak signal area. Consequently,
the system design must take trade-offs when trying to optimize the
TRP, TX power, battery life, and in-use handset temperature.

3.6 Conclusion

The main objective of this chapter is to provide a design basis for the
antenna designer working on wireless applications. Validated by the
measurement results, two powerful numerical tools, FEM (Finite Ele-
ment Method) and FDTD (Finite-Difference Time-Domain), are both
capable of simulating the antenna structures applicable in a handset.
The impedance matching, antenna efficiency, antennas coupling, and
human effect on the handset antenna designs have all been covered.

PIFAs are widely used in the handset industry. A number of meth-
ods to improve the bandwidth of a dual-band PIFA under certain
design restrictions were verified and would be very useful in designing
handset antennas. When the ground plane length, patch size, and the
substrate dimension were fixed, it was shown that the 1900 MHz band
had more flexibility than the 800 MHz band in terms of the bandwidth
improvement, because the available patch area vs. the wavelength at
the 1900 MHz band was much larger. Among all the methods, modi-
fying the feed structure was the most direct and efficient way. Further-
more, during the industrial design process, it is quite challenging to
maintain the dual-band functionality and improve the bandwidth at
the same time, since many factors could affect the bandwidth. Most
often, trade-offs between the two bands have to be made to achieve
the final design goal.

Another common challenge in the industry is to optimally integrate
multiple antennas in a handset. The coupling between the antennas
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can degrade the antenna efficiency. Solutions to minimize the cou-
pling between different antennas were discussed. In the PIFA-Whip
combination, the retracted whip causes destructive coupling to the
PIFA in a handset. An LC circuit model was developed and verified in
RF ADS to simulate the decoupling effect and to assist the HFSS full
wave simulation. The simulation time of RF ADS is much shorter than
that of HFSS, which results in significantly reduced designing time. By
using RF ADS simulation to iteratively evaluate LC variations, values
for the LC components can be found which optimally decouple the
retracted whip from the PIFA very well.

In another case, a full wave analysis of different antenna models
of the PIFA-IFA combination was provided. In this combination, the
efficiencies of both antennas were affected by the isolation between
them. To optimize the design, the feed/ground pins of both antennas
must be located carefully first to achieve better efficiencies. At the same
time, matched polarization for the GPS IFA must also be taken into
account. By tuning the IFA length, one could optimize the isolation
between the two antennas at the particular frequency band depending
on the design requirement.

The human head has a strong impact on the antenna performance
of the handset. The input impedance, antenna efficiencies, and radi-
ation patterns are all affected. First, the bandwidth usually decreases,
especially at the 800 MHz band. Second, the back radiation of the
antennas is significantly reduced due to the presence of the head. For
a PIFA, the front radiation will even drop 3∼5 dB at the 800 MHz
band, but can maintain the same level at the 1900 MHz band and
the GPS band. In addition, two whip solutions were also presented,
in which the parasitic whip was degraded by the head more than the
active whip due to the degradation of the PIFA.

SAR is another key issue in handset antenna design when including
the head effect. In order to understand the RF radiation from the
antenna toward the head, SAR is carefully studied in this chapter.
The effect on the SAR value due to the IFA length was discussed.
It was concluded that as long as the IFA has a adequate length, it
could lower the SAR by performing in a positive way to alter the near-
field distribution of the PIFA at the 1900 MHz band. This part also
indicates one of the SAR reduction techniques in the PIFA design, that
by using an IFA as the parasitic director, the RF energy could be spread
between two SAR hot spots in the cheek area and therefore SAR could
be lowered.
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Another perspective when analyzing SAR has also been provided,
which is to consider the impact of SAR on TRP. The antenna design
affected both the antenna efficiency and SAR, in which increased effi-
ciency correlated closely with an increased SAR. The TX power is usu-
ally limited by the SAR requirement. The TRP metric takes into account
both SAR and the antenna efficiency, and it correlates well with the
handset field performance. As a consequence, antennas with good effi-
ciencies may not necessarily have good TRPs. Four types of PIFAs that
were designed for the 1900 MHz band were compared. Among the four
PIFA designs, PIFA #1 had the highest efficiency, but also the highest
SAR. PIFA #1 did not have the highest TRP. Although the efficiency
of PIFA #2 was lower, when including the SAR effect, it showed the
highest TRP. This study also leads to another SAR reduction technique
for the PIFA design at the 1900 MHz band, which is that by grounding
the patch at the bottom, the energy could be balanced between the
two SAR hot spots and optimum SAR could then be achieved.

We strongly believe that ongoing research efforts are essential
to design novel multi-function antennas for handset units with
ever-increasing demanding performance requirements. This must be
performed with utmost attention given to the safety issues for which
we do not have a clear understanding yet.
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4
Wireless Channel Model

Massimo Franceschetti and Daniele Riccio

4.1 Introduction

In this chapter, we present an overview of problems encountered and
procedures applied to estimate the electromagnetic field excited by
antennas located in a built-up environment. We present model-based
theories and procedures along with numerical, analytical, and experi-
mental results. Model-based theories have the advantage, with respect
to an exact approach, to provide feasible solutions and, with respect
to any empirical approach, to provide more reliable solutions. Our
presentation is divided into two logically different parts. The first
part, presented in Section 4.2, provides the rationale for the design
of numerical and graphical solvers for urban propagation, with one
example of realization. The second part, presented in Section 4.3, is
devoted to examples of analytical approaches based on probability
theory that lead to average value solutions.

Propagation in the urban environment is, in principle, a well-posed
problem: the electromagnetic field radiated by prescribed sources, in
the simplest case a single antenna, must fulfill Maxwell equations
in the open space and appropriate boundary conditions over all the
built-up areas. However, any attempt to provide a solution to this
apparently simple problem must face the complication of the scat-
tering scenario. Each city is different from any other city, so general
assessments are difficult to obtain. The type and distribution of build-
ings may drastically change among different sections of the same

161
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city, so computational procedures must be changed accordingly. Even
within the same section of a chosen city, the scattering scenario,
i.e., the electromagnetic boundary conditions, may change in time,
because the city is a living organism, with its cycles and temporal
variations. Accordingly, each city may be considered an element of an
ensemble, and the study of electromagnetic propagation and scatter-
ing may be pursued along essentially two lines of thought: either the
deterministic or the stochastic approach. The deterministic approach
makes reference to a single element of the ensemble, while the stochas-
tic exploits the statistical properties of the distribution.

4.1.1 The Deterministic Approach

In the deterministic approach, an element of the cities ensemble is
chosen, namely, the particular city of interest. This implies that knowl-
edge of the three-dimensional (3D) geometry of the city must be
known, i.e., shape and location of each building. Each building is then
schematized in terms of a parallelepipedic structure topped with a
(usually) flat roof; and average electromagnetic properties of the build-
ings’ walls are either known or postulated. In the following, this model
is referred to as the city Deterministic Geometrical Model (DGM). Ray
tracing procedures are implemented to compute the electromagnetic
field everywhere in the open space surrounding the buildings, i.e., in
the streets and squares of the city. Sometimes, a rough estimate of the
field inside the buildings is also obtained.

As stated above, field computation relies on ray tracing procedures:
reflected rays are evaluated by using Fresnel reflection coefficients over
the buildings’ walls; and diffracted rays from the buildings’ edges are
accounted for either by the Geometrical Theory of Diffraction (GTD),
with appropriate transition functions at the lit-shadow boundary, or
by the Uniform Theory of Diffraction (UTD). More refined techniques
also consider propagation over as well as through the buildings: the
former with the aid of creeping rays sliding over the buildings’ (flat)
roofs, and the latter by applying semi-heuristic attenuation coeffi-
cients accounting for the building insertion within the ray path. The
final result is the design of an electromagnetic solver, which provides
numerical and graphical representation of the field intensity within
the explored part of the city.

The presented approach exhibits a number of attractive features.
Successive ray reflections may properly account for guided propagation
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along the city streets (canyon effect); and diffracted and creeping rays,
as well as propagation through the buildings, may provide illumina-
tion in dark regions that are not reached by direct and successively
reflected rays. As already mentioned, some rough estimate of the
indoor field may be gained. Transient propagation, i.e., modulated
signals, may be, in principle, accounted for by Fourier inversion of
superposed frequency domain results.

However, this approach also suffers a number of limitations, model
validity, adopted algorithm precision, and computational efficiency,
which are examined in the following.

As already stated, the city DGM relies on the schematization of
building as parallepipedic homogeneous dielectric structures, with
plane walls and sharp edges, vertically standing over a homogeneous
(not necessarily plane) background. It is clear that this is a rather rough
idealized model of the real situation. The buildings’ walls are usually
corrugated with different types of openings (doors, windows) and a
number of protruding features (balconies, decorations, etc.). The wall
material may change in the same building. The street surface is neither
homogeneous nor flat if pavements for walking are provided. In addi-
tion, parked cars, moving cars, and walking people are usually present
in the streets, often together with trees, post, lamps, etc. The squares
may be embellished with fountains and other types of decorations. All
those objects are either moderately larger or of comparable size with
respect to the operating wavelength, thus providing significant scat-
tered field contributions that are ignored by the adopted model. These
contributions are relevant, especially when the transmitting antennas
are located at the street level (as in the case when cells dimensions are
reduced), and are certainly significant even when the base stations are
situated on the top of the buildings.

The city DGM tries to account for these deficiencies with heuristic
procedures. The ray phase is supposed to undergo a random change
when the ray hits each one of these additional obstacles. On one
side, this is very crude because it neglects the real scattering proper-
ties of the obstacles, as their radiation diagrams and scattering cross
section, and the associate ray spreading. On the other side, the attrac-
tive feature of the evaluation of fields interference is lost, due to their
assumed random phases, and power averages must be considered. The
alternative procedure of adding to the ray field an incoherent clutter
component makes use of empirical expressions and suffers the same
previous criticism.
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Coming to the algorithm which is used, i.e., superposition of
different species (direct, reflected, diffracted, creeping) of rays, it must
be observed that rigorous diffraction coefficients are known only for
perfectly conducting wedges, which is not the case in the city build-
ings. Accordingly, semi-heuristic expressions must be used, and the
evaluation of diffracted and creeping rays turns out to be approximate.

As a last comment, the running times of these electromagnetic
solvers are usually significant unless computer clusters are used, thus
increasing implementation cost.

4.1.2 The Stochastic Approach

The philosophy which forms the basis of the probabilistic approach
is completely different from that of the deterministic one. The deter-
ministic approach considers just an element of the city ensemble
and numerically computes the electromagnetic field there. The aim
of the stochastic approach is to derive general analytical expressions,
describing the average properties of the urban propagation. In addition,
analytical results are required to contain a minimum number of physi-
cally meaningful parameters. Two probabilistic models are considered
in the following.

The first model, the city Stochastic Environment Large-scatterers
Model (SELM), is based on a probabilistic description of the buildings’
distribution. Consider a two-dimensional (2D) regular array of rectan-
gular (or squared) sites: each site may be either empty, with probability
p, or occupied, with probability q = 1 − p. The state of each site is
independent from that of all other sites. This arrangement is named
percolation lattice, and it is a possible model for the cities stochastic dis-
tribution. The attractive feature of this model is the imprinting of the
city’s structure in the city’s probabilistic description. There is, however,
a significant limitation associated to the city SELM: the geometry is 2D,
perhaps being more appropriate to low level transmitting antennas.
Also, ray propagation ignores diffraction (which is instead included in
numerical solvers): the canyon effect is obtained by successive reflec-
tions that allow rays’ penetration along the two orthogonal directions
of the lattice.

The second model, the city Stochastic Environment Small-scatterers
Model (SESM), is the dual of the previous one: it is assumed that
the scattering process is dominated by the myriad of small scatterers
present in the city body and not by the large buildings. Although this
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assumption seems hard to accept at first glance, a little thought shows
that it relies on a reasonable basis. There is no doubt that propagating
rays are reflected (and diffracted) by the large building, but, in any
case, not specularly because their walls are not smooth, as discussed
in Section 4.2. In addition, the very large number of collisions of the
rays with the myriads of small scatterers present in the city body,
see Section 4.2, results in large spreading of their propagation direc-
tion, specific intensity, and polarization. In other words, the informa-
tion that the ray underwent successive reflections is somehow lost, as
the field propagates in the urban environment. In any case, the city
SESM, considering only small obstacles, suffers limitations, and it is
certainly interesting to make a comparison between SESM and SELM’s
predictions.

4.2 The Deterministic Geometrical Model (DGM)

This model is included in specific software packages that support wire-
less network design, identification of the (optimal) base station sites,
and determination of antenna (optimal) input power, position, and
orientation. More specifically, these tools can be used to find a solu-
tion to some basic questions relevant to the engineering side of the
problem. A partial list includes increasing the signal-to-noise ratio;
increasing the communication channel capacity; reducing the cost for
unit bandwidth; and reducing, monitoring, and controlling electro-
magnetic compatibility, particularly with the population. In summary,
these tools should lead to the maximization of service quality and effi-
ciency, jointly with the minimization of required resources and cost.

A deterministic solution can be, in principle, obtained by numeri-
cally solving Maxwell equations in the considered environment. How-
ever, due to the complexity of the environment, the computational
time required is unacceptable. For this reason, it is convenient to cast
the solution of the problem as the superposition of canonical elemen-
tary solutions regulating the interaction between the electromagnetic
field and the scene. The choice of these canonical solutions is the key
point to solve the problem in a feasible way. Recently, many com-
puter tools based on ray tracing have been developed following this
approach. Presenting a list of these tools is beyond the scope of this
chapter. This list continuously changes, and features of each tool are
updated. In the following, the rationale to design one of these tools
is considered. This includes all the key features that are common to
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most of them. The tool design is divided into key items, and then
results from the software tool EXACT, written in IDL (Interactive Data
Language), are finally presented.

∗

The electromagnetic solver is applied to a prescribed situation refer-
ring to an actual antenna illuminating an actual urban area. In a
generic urban area the terrain below the buildings is not flat and the
buildings are not uniformly distributed. Moreover, it is evident that
the buildings’ orientation, position, form, and height largely influence
the electromagnetic field propagation. Hence, a reliable tool should be
based on an accurate description of the scene, usually implemented by
means of a raster file that encodes the 3D map of the scene. The elec-
tromagnetic field can then be conveniently described as an appropriate
ray congruence.1 Within this framework, direct and inverse ray tracing
procedures provide the appropriate asymptotic solutions to Maxwell
equations that allow evaluation of any significant contribution to the
electromagnetic field at any position of the scene.

The design of the software tool can be arranged in a four-step pro-
cedure, with each step consisting of finding convenient solutions to
several smaller problems. The four steps, which are detailed in the
subsequent sections, refer to (i) input data, (ii) output data, (iii) ray
propagation, reflection, and diffraction, and (iv) outdoor/indoor con-
tribution. Before discussing these steps, it is noted that ray tracing
techniques also allow the time delay and spread of a radiated pulse to
be evaluated by means of simple information on its optical path. It is
therefore forecast that the future generation of these tools will include
impulse response analysis with application to the network design.

4.2.1 Input Data

Input data refer to the electromagnetic field sources and the scene
which sets the boundary conditions. The case of the transmitting
antenna of a cellular base station in an urban environment is con-
sidered here. It is important to appropriately define the source and
the scene input data because they implicitly define the class of prob-
lems that the tool can solve. Moreover, a clever arrangement of the
input data is the key point to finding a reliable solution in acceptable
computer running time.

∗
The tool used to generate the examples was designed at the University Federico II of Naples,

Italy, and implemented by WISE, a small high-tech company located in Naples.
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The source input data describe an actual antenna whose character-
istics are appropriately defined. The antenna parameters that need to
be included can be arranged into two groups: the geometrical parameters
and the electrical parameters. The first group includes:

1. Geo-referenced 3D position

2. Mechanical tilt angle

3. Orientation toward the north direction

The second group includes:

1. Carrier frequency

2. Gain

3. Input power

4. Input resistance

5. Radiation patterns (at least onto two orthogonal planes)

6. Polarization

In Figure 4.1, a graphical representation visually summarizes these
source input data for a given example.

Turning to the scene input data, these describe the site where prop-
agation takes place. The terrain is represented by means of a raster
file including terrain height at a prescribed spatial spacing (of the
order of a few meters) and with a prescribed accuracy (of the order
of 1 m). Random parameters are used to describe the terrain rough-
ness at spatial scales smaller than the spatial spacing employed for the
raster profile, but comparable to the employed electromagnetic wave-
length. For each point of the terrain, the electromagnetic properties
are described via the permittivity and conductivity that constitute the
complex dielectric constant. The superimposed buildings are described
as prisms and are geometrically characterized by the coordinates of the
vertices of their top side. Each wall of the building is also described by
the percentage of windowing. Moreover, knowledge of the thickness
and complex dielectric constant of wall and glass is useful. Finally, a
valuable planning tool should also accept, as input, any other ancil-
lary or measured data that can be used to check the validity of the
prediction.
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Figure 4.1 Source input data. Graphical representation of the antenna
description appearing in a typical software solver.

The graphical input scene resulting from a raster file is depicted in
Figure 4.2.

4.2.2 Output Data

In order to optimally design the communication network, the elec-
tromagnetic solver provides the estimated electromagnetic field on a
regular spaced grid at a prescribed height over the terrain or the build-
ings’ roof. The indoor field due to the outdoor antenna can also be
evaluated for each building floor according to the same space sampling
employed in the outdoor case.

It is convenient to operate in the phasor domain, thus evaluating
each field component (in amplitude and phase) at given �x� y� z�

coordinates or prescribed directions. This is important if polarization-
dependent applications are considered.
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Figure 4.2 Scene input data. In this input scene representation, the antenna
is depicted as a triangular spot on the top of the building placed on the top
of the hill.

A way to somehow include the overall random nature of the urban
environment can be implemented by adding to the computed field
some random contributions. These contributions arise, for instance,
because of vegetation and human-dependent elements like cars and
people. Finally, some processing of computed field data is a valuable
addition to the solver. For instance, the solver may also store results
relevant to different antenna parameters so as to allow the estimation
of the optimal antenna configuration.

4.2.3 Ray Propagation, Reflection, and Diffraction

In order to obtain the output data, geometrical optics are used to
compute the electromagnetic field via a direct or inverse ray tracing
approach.

Direct ray tracing, often termed ray launching, consists of evalu-
ating the ray amplitude starting from the source antenna toward any
possible direction up to any position in the scene. This allows the
field intensity along the propagation path to be controlled. The proce-
dure is stopped as soon as the ray intensity decreases under a prefixed
sensitivity threshold. The ray propagation is terminated as soon as its
intensity decreases under a prefixed threshold. The total field at any
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point is obtained by summing up the incoming rays therein. Con-
versely, in the inverse ray tracing approaches, the receiving position
is first set. Source and receiver locations may be linked by several,
in principle infinite, ray paths. These are obtained by implementing
rays’ reflections and diffractions from buildings and terrain. Then, all
ray paths that link the source antenna and the receiver position are
determined. This procedure is stopped by considering only those rays
whose number of interactions with the buildings does not exceed a
prescribed level. For global radio-coverage planning, the inverse ray
tracing procedure is iterated for any considered location within the
area. A simple criterion can be used to choose the best algorithm
between direct and inverse ray tracing approaches. Inverse ray trac-
ing can be conveniently employed whenever the electromagnetic field
level must be evaluated only at some specific locations in the scene: in
this case the procedure is efficient and feasible. Conversely, if global
radio-coverage maps are of interest, the direct ray tracing approaches
are preferable with respect to the inverse ones. Then, for the applica-
tions considered in this chapter, the software tool should implement
direct ray tracing techniques. However, in this case, the computa-
tional time is extremely high, and appropriate algorithms must be
introduced for a handy use of the tool, as discussed in the following.
A dramatic reduction of the computational time for the direct ray trac-
ing techniques is obtained if the ray launching procedure is not fully
developed in the 3D environment. Assuming that all the buildings
within the scene have vertical walls (i.e., orthogonal to the terrain),
then the VPL (Vertical Plane Launching)2 method can be employed
without any approximation: the 3D ray launching is accomplished via
a two-step 2D ray launching procedure: the first step is implemented
in a single horizontal plane (HP); and the second step is implemented
in a set of vertical planes (VPs). The HP coincides with the (x� y) plane;
the VPs contain the z-axes and the source antenna, see Figure 4.3.

In the first step the HP is considered, see Figure 4.3(a). All rays
launched from the source antenna and belonging to the same VP hold
the same projection onto the HP. The buildings projections onto the
HP consist of closed polygons. The projections of both the VP and
the buildings onto the HP are analyzed, and the intersections between
these two classes of projections are classified and stored on a computer.
These intersections take place on the buildings’ walls and may give
rise to reflected rays. In addition, if the intersection is close enough
to the wall boundary, then diffracted rays may originate. Intersections
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(a) (b)

Figure 4.3 Vertical and horizontal planes. (a) Propagation in the HP. Projec-
tions of the VPs are lines. The antenna is positioned in the bottom-left corner.
(b) Propagation in the VP. Buildings may fully (or partly) intercept the rays
from the source antenna.

are possible sources of reflected and diffracted rays and are classified
accordingly.

In the second step the VP is considered, see Figure 4.3(b). The exis-
tence of all the possible (diffracted or reflected) sources is verified onto
the VP. As a matter of fact, all the rays belonging to the same VP travel
along different ray paths and may hit the ground, the building wall,
the roof, or even pass over all the buildings. Simple algorithms can
be developed to verify all these events, and the corresponding results
are classified accordingly. The effect of interaction with the buildings’
walls and terrain, causing ray reflections, is evaluated according to the
Geometrical Optics (GO) theory. Conversely, the effect of interaction
with the walls’ edges, causing ray diffraction, is evaluated according to
the UTD. Diffractions from vertical buildings’ edges (walls) as well as
horizontal ones (roofs) are taken into account. As a side comment, note
that the tool presented here takes into account all the rays diffracted
by the horizontal edges, at variance with other VPL codes. Efficient
algorithms have been developed to reduce the computational time. If
a reflecting or a diffracting element is encountered, a virtual (image)
source is created and stored. When all the rays from the primary source
have been analyzed, a full set of new (image) sources is generated and
stored on a computer. Then, the algorithm is iterated by analyzing
each virtual source. Ray propagation is discarded when the associated
field intensity reaches a prescribed minimum level. Hence, no limits
are preliminarily imposed on the number of possible reflections and
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diffractions. The field evaluated at each point of the output grid is
composed of the contributions of direct, reflected, and diffracted rays.
Due to the random nature of the urban environment and the out-
put pixel dimension, usually much greater than the electromagnetic
wavelength, the field phases are uniformly distributed variables: an
incoherent contributions sum is advisable to get the expected value
of the power density. However, field summations can also be imple-
mented for interference and fading estimates.

4.2.4 Results

We now present some results obtained using the software tool EXACT.
The electric field map, evaluated for the input scenario presented in
Figure 4.2, is reported in Figures 4.4 and 4.5.

The tool also computes the indoor field due to an outdoor antenna.
The evaluation is performed by modelling each wall of the building as
a homogeneous planar interface whose electromagnetic and thickness
parameters are obtained by an averaging procedure accounting for the
presence of different materials: bricks of the solid wall and glass of the
windows. The average takes into account the percentage of windowing
for each wall. Examples of the results are depicted in Figure 4.6, where
the electric field map evaluated for each floor in a four-floor building
included in the scene of Figure 4.2 is reported.

We also report some comparisons between predicted and measured
data. Measured data were collected by means of a mobile receiving
station mounted over a car and proceeding along four paths within
the scene. Measured data were compared with the corresponding pre-
dicted ones at the same receiver locations. The absolute values of the
differences between predicted and measured fields (in decibels) are
depicted in Figure 4.7. These differences are of the order of magni-
tude which is expected for these kinds of software tools. They may be
improved by better knowledge of electromagnetic parameters and by
implementing appropriate averaging techniques.

4.3 The Stochastic Environment Model

The stochastic approach provides analytical solutions by exploiting
two main simplifications. On one side, a stochastic model of a canon-
ical city is provided, relying on only a few parameters. On the other
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Figure 4.4 Field intensity evaluation. (Top) Simulation of the electric field
in the portion of an urban area. (Bottom-left) Simulation of the electric
field amplitude relevant to direct and reflected contributions. (Bottom-right)
Simulation of the electric field amplitude relevant to direct, reflected, and
diffracted contributions. The electric field amplitude is color coded between
–25 and –75 dBm. (See Color Plate 3)
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Figure 4.5 Field intensity evaluation. Simulation of the electric field for the
scene in Figure 4.2. (See Color Plate 4)

Figure 4.6 Indoor field intensity evaluation. Simulation of the electric field
for each floor of a four-floor building included in the scene of Figure 4.2.
The field intensity is color coded between –13.87 and –100 dBm. (See Color
Plate 5)
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Figure 4.7 Prediction error. Plot of the difference between predicted and
measured electric field amplitudes. Four data sets acquired along different
paths are depicted.

side, simplifying assumptions are made on the propagation mechanism.
We focus on two stochastic models that appeared in the literature.3−7

In 3–7 these models were also compared with classic ones that have
been extensively used to model propagation in the atmosphere.8 Both
models provide a simplified vision of the propagation mechanism,
but also generate very relevant field predictions. We compare their
different assumptions and discuss their range of applicability.

The first model (SELM) assumes that the typical dimension of the
obstacles encountered by the propagating wave is large compared to
the wavelength of the radiated waveform. This implies that rays that
propagate in a random environment following the simple Snell law of
reflection (specular obstacles). The second model (SESM) assumes that
the obstacles are small compared to the transmitted wavelength, this
implies that individual photons are scattered by the obstacles, each
in a random direction (diffusive obstacles). Accordingly, in the first
case, electromagnetic (EM) energy is conveyed along canyons formed
between obstacles that continuously leak (and collect) energy along
their lateral openings. In the second case, EM energy is diffused in the
environment where each point scatterer is effectively a point source of
a new wave. In other words, while the first model assumes that the fun-
damental contribution to EM propagation in the environment is due
to multiple reflections, the second model assumes that the fundamen-
tal contribution is due to multiple scattering. Hence, the first model is
more suited to describe propagation in urban areas populated by high
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rise buildings, while the second model is more suited to environments
rich in vegetation or urban paraphernalia.

4.3.1 The Large-Scatterers Model (SELM)

The first model we consider first appeared in Reference 3, where the
idea of representing the urban propagation channel as a random lattice
was exploited for the first time.

Consider a regular lattice of square sites that can be either occupied
with probability q or empty with probability p = 1−q. A key observa-
tion is that a picture of an urban area taken from an aircraft would not
be so different from the one depicted in Figure 4.8, where occupied
sites of the lattice represent buildings, the model parameter q is the
building density of the city, and EM propagation occurs along canyons
formed between clusters of occupied sites. It is assumed that rays prop-
agate inside the lattice following the simple laws of specular reflection,
where at each reflection a portion of the EM energy is absorbed by the
obstacles. Hence, the two parameters characterizing this model are the
obstacles density q and their reflection coefficient � < 1.

Figure 4.8 SELM. A percolative lattice with some rays depicted. The rays
depart isotropically from the EM source located at the center of the shown
lattice.
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What we have described is certainly an oversimplified model of EM
propagation in urban areas for many reasons. These include neglect-
ing diffraction effects on building corners and roofs, addressing only
2D propagation, ignoring trapping/absorption effects of the lattice
(e.g., open doors or windows), etc. In spite of this, it can be used to
determine to what extent the presence of a regular (although stochas-
tic) background in built-up areas imprints its presence on the received
signal and can lead to very relevant field predictions.

4.3.2 The Small-Scatterers Model (SESM)

The second model we consider first appeared in Reference 4, where the
idea of modelling propagation using continuous random walks was
exploited for the first time.

We refer to Figure 4.9. The propagating environment is modelled
as a random distribution of point scatterers, and the propagating wave
is modelled as an ensemble of photons that spread in the space, may
hit the scattering objects, and are scattered around. Accordingly, each
photon propagates along a piecewise linear trajectory, where the turn-
ing angle at each hit is uniformly chosen at random, and the average
random length of the line segments characterizes the obstacles density.

Figure 4.9 SESM. Each photon radiating from an isotropic source propagates
in the environment following a piecewise linear trajectory, modelled as a
random walk. Each time the photon hits an obstacle, it turns in a random
direction or is absorbed by the obstacle.
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At each hit, the propagating photon may be absorbed, with some prob-
ability, by the obstacle, or it may be scattered in a random direction.
Hence, the two characterizing parameters are in this case the average
step length of the random walk, representing the amount of clutter in
the environment, and the absorption probability � < 1.

Also, in this case we oversimplified the real propagation mech-
anism. However, we point out that when low level antennas are
employed, like in microcells for personal communication and in net-
works of multi-hop wireless sensors and laptop computers, multi-
ple scattering by diffusive objects plays a key role. In outdoor areas,
lamp posts, street signs, trees and vegetation, pedestrians, cars, and
irregularly sited and textured building walls can be in first approx-
imation, considered diffusive, as point scatterers. Similarly, indoor
scattering is provided by the presence of furniture, people, textured
walls, doors, etc.

4.3.3 Analytic Results

In this section we summarize analytic results that were obtained for
the two models. The first set of results was obtained in Reference 3,
where simple formulas for the penetration capability of a plane wave
(an ensemble of parallel rays) impinging at a given angle � on a half-
plane lattice were given. This is a canonical scenario representing a
transmitting antenna placed at the boundary of a city, see Figure 4.10.
Obtained formulas, valid for uniform building distribution of constant
parameter p = 1−q, can be generalized to the case when the parameter
pj = 1 − qj is a function of the penetration index j that indicates the
number of lattice levels along the positive x-axis. For example, when
modelling a city as a discrete grid, the occupation probability would
increase as we approach the city center. The result is the following.
The probability that a ray incident at angle � reaches level k inside the
half-plane lattice before being expelled out of the lattice is given by

P�rN > k� ≈ p1

k

k−1∑
i=1

iqei

i−1∏
j=1

pej +p1

k−1∏
j=1

pej� (4.1)

where

pej = pj
tan �pj+1�

N = min�n 	 rn ≥ k or rn ≤ 0
�
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Figure 4.10 Canonical scenario, SELM. A plane wave is incident at a certain
angle � on a half-plane random lattice.

and rn is the ray’s position after n reflections. Note that the obtained
formula (4.1) depends only on the states of the cells up to level k − 1
and is independent of the state of the other cells, as expected on
physical grounds. Moreover, in the case pj = p ∀j, this reduces to the
formula given in3

P�rN > k� ≈ p

qe
k
�1−pe

k�� (4.2)

where

pe = 1−qe = ptan �+1�

The above formulas were obtained under the simplifying assump-
tion of independence of successive hits. In practice, this corresponds
to assuming the incident ray to explore new portions of the lattice as
it propagates inside it, and numerical simulations show that this is a
valid approximation when the incident angle is close to 45�.3 Work is
in progress to relax this limitation. The formulas can thus be used to
evaluate the coverage by an antenna of a given urban area of building
distribution profile pj, j = 1� 2� � � , at any layer depth k.

However, when the source is placed inside the lattice, as depicted in
Figure 4.8, all propagating angles, not only those close to 45�, must be
considered and above derivations do not hold. A somehow less formal
solution is obtained in Reference 7 in the case of uniform building
distribution and using a maximum entropy approach. Let us consider
the probability Qn�m�k� of the ray undergoing its nth reflection at
Manhattan distance �m�+ �k� from a source placed at coordinates �0� 0�
inside the lattice. We write this distribution as the one exhibiting
the maximum Shannon’s entropy among all distributions satisfying
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a constraint on the average Manhattan displacement after n steps
Dn = En��m�+�k��. Assuming anomalous diffusion of the rays, Dn = n�,
where � < 1/2 is the anomalous diffusion exponent, and  is a given
constant, we obtain

Qn�m�k� ≈ 1
2k2�

exp
{
−2��m�+ �k��

k�

}
� (4.3)

Equation (4.3) can then be used to compute the average path loss
inside the medium as

	PL�m�k�
 =∑
n

nQn�m�k� ≈ e−b��m�+�k��
1

�+1

��m�+ �k��d
� (4.4)

with b and d given constants dependent on the reflectivity of the
obstacles and on the dimensionality of the problem. We come back
to this formula in the next section. First, we describe results obtained
for the SESM.

In this second model each radiating photon proceeds along a
straight line for a random length until it hits an obstacle. The photon is
then either absorbed by the obstacle, with probability �, or is scattered
in a random direction, chosen uniformly in �0� 2��, with probability
1 − �. In this way, a photon propagates in the environment along a
random piecewise linear trajectory (see Hughes9 for background on
continuous random walks), as depicted in Figure 4.9. Let Q�r� be the
probability density function (pdf ) of hitting an obstacle at distance r
from the photon’s source, at the first step of the random walk. The
pdf G�r� of the photon’s eventual absorption, at distance r from the
source, can be obtained by solving the following equation:

G�r� = �Q�r�+ �1−��Q ∗G�r�� (4.5)

where the symbol “∗” stands for convolution. The use of (4.5) can be
justified as follows. Let us iteratively substitute the expression for G�r�
in the convolution integral. We have G�r� = g0�r�+g1�r�+g2�r�+· · ·,
with g0�r� = �Q�r�, g1�r� = �1 − ��Q�r� ∗ g0�r�, g2�r� = �1 − ��Q�r� ∗
�1−��Q�r�∗ g0�r�� � � � . In this recursive series g0�r� describes the event
that the photon is absorbed at the first step of the random walk,
hitting a single obstacle; g1�r� describes the event that the photon is
absorbed at the second collision; and so on. Since all these events
are disjoint, we sum all the gi’s to obtain the overall pdf G�r� of the
photon’s absorption at distance r from the origin.
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Equation (4.5) can be easily solved in the Fourier domain. Let

g��� = FT�G�r��� q��� = FT�Q�r��

be the Fourier transforms (FT) of G�r� and Q�r�, respectively. We can
then solve (4.5) algebraically in the Fourier domain, obtaining

g��� = �q���

1− �1−��q���
� (4.6)

so that

G�r� = FT−1

[
�q���

1− �1−��q���

]
� (4.7)

Assuming the obstacles to be uniformly distributed according to
a Poisson point process, the pdf Q�r� is exponential of parameter �,
that is an estimate of the density of the obstacles in the environment,
and we can solve (4.7) and relate it to the path loss of the channel in
terms of the Poynting vector intensity S�r� and full power density P�r�,
(see Franceschetti, Bruck, and Schulman4). In both cases expressions
reduce (for SL propagation) to 1/�4�r2� in the near field (�r � 1) and
to a term proportional to e−��r/r2 in the far field ��r � 1�. This suggests
using a simplified path loss formula of the type

	PL�r�
 = e−br

rd
� (4.8)

where b and d are constant values again dependent on the absorption
coefficient and on the dimensionality of the problem (d = 2 in three
dimensions).

The exponential form of (4.8) can be compared with that of (4.4).
Both stochastic models predict an exponential power attenuation in
the far range, due to absorption in the environment. The main differ-
ence is in the functional form of the exponential that in (4.4) depends
on the Manhattan distance from the origin, while in (4.8) depends
on the Euclidian distance. This is not surprising, given that the mod-
els describe two different scenarios: of large squared obstacles that
reflect the incident wave and of small shapeless obstacles that uni-
formly diffuse the impinging wave. Nevertheless, both solutions lead
to similar results of exponential or sub-exponential attenuation of the
received power.

Finally, we point out that the case of a radiated pulse, rather than
a monochromatic wave, is considered in Franceschetti5 and leads to a
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similar exponential decay of the received power profile of the pulsed
waveform in both time and distance from the transmitter.

4.3.4 Validation

We now compare predictions of the models with real data to assess
the validity of the models. We use data4 collected in the city of Rome,
Italy, with a mobile receiving station (van). Details on the collection
procedure are given in Franceschetti.4 Figure 4.11 shows the raw data
along the path of the receiving station, with the grey level proportional
to the intensity of the received field. In order to assess the validity
of the SELM, we have oriented the map along the �x� y� directions of
the percolation model. The orientation cannot be perfect, due to the
fact that in Rome the roads are not perfectly perpendicular. Curves
at constant city block distances are squares centered at the origin
and tilted by 45�. In order to obtain the averaged data point at a
given Manhattan distance, we considered a family of such squares, for
increasing values of �x�+�y� and averaged the corresponding measured
data along the squares, perimeter. After plotting the data as a function
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Figure 4.11 Collected raw data. As the van drove around the streets of Rome,
it collected field values that are plotted with a grey level proportional to their
intensity.
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of the Manhattan distance from the origin, we performed curve fitting
using (4.4). The result is depicted in Figure 4.12.

Similarly, after plotting the data as a function of the Euclidian dis-
tance from the origin (generating data samples along the radial direction
by averaging on circles of increasing radii centered at the origin), we
performed curve fitting using (4.8). The result is depicted in Figure 4.13
along with a fit performed using Hata’s formula. This is an empirical
formula, not supported by a theoretical model, which predicts an atten-
uation proportional to a power of the distance to the transmitter of the
type 1/r and has been quite popular among communication companies
in the 1980s and 1990s, for quick prediction purposes.

The standard deviations of the models were �SELM = 3�19 dB and
�SESM = 3�02 dB. Furthermore, a lower bound on the smallest achiev-
able standard deviation obtainable with any monotonic function
fitting the given data has been computed for the two cases using iso-
tonic regression: �IsoSELM = 1�43 dB and �IsoSESM = 1�37 dB. The slightly
better performance of the random walk model can be justified by the
measurements being performed in a small cell, while the effect of
imprint of the Manhattan geometry on the radiated field would be
more evident at larger distances that, for the considered low-power
experiment, resulted in a round-off to negligible values of the received
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Figure 4.12 SELM fit. The path loss formula predicted by the SELM is plotted
against the measured data.
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Figure 4.13 SESM fit. The path loss formula predicted by the random walk
model is plotted against the measured data. Note also how this improves upon
Hata’s formula.10

field. In any case both models improve on the classical Hata’s formula
which has a standard deviation of 4�62 dB, overestimating the atten-
uation in the short range and underestimating it in the far field, as
observed in Figure 4.13.

4.4 Conclusion

The problem of wave propagation in complex environments can be
successfully attacked using a deterministic or stochastic modelling
approach. We have summarized advantages and limitations of the two
approaches, comparing predictions with real measured data.

The deterministic approach leads to the design and use of elec-
tromagnetic solvers that compute field intensity everywhere in any
specified city. A geometric description of the urban environment is
required, along with its electromagnetic properties. However, this
information is either expensive or difficult to obtain, and this is the
main problem for a practical use of the solvers.

The stochastic approach provides simple expressions to compute
average decay of the field with the distance from the transmitter.
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Obtained formulas are characterized by a few parameters representing
average properties of a city. The choice of these parameters is the key
problem for a practical usage of these expressions. Their successful
definition and measurement can make this approach valuable.

This chapter provides an overview of the problem, indicating that
an integrated approach of both deterministic and stochastic techniques
may provide a deeper insight into the urban area wireless channel.
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5
Ad Hoc Wireless Networks

Mario Gerla

5.1 Introduction and Definitions

An “ad hoc” network is a network established for a special, often
extemporaneous, service customized to a particular application. In this
network, any node is typically a participant for only a limited period of
time. The protocols are tuned to the particular application (e.g., send
a video stream across the battlefield, find out if a fire has started in the
forest, or establish a videoconference among teams engaged in a rescue
effort). The application may be mobile, and the environment may
change dynamically. Consequently, the ad hoc protocols must self-
configure to adjust to the environment, traffic, and mission changes.
What emerges from these characteristics is the vision of an extremely
flexible and malleable, yet robust and formidable network architecture.
This architecture can be used to monitor birds in their natural habitat,
to interconnect collaborating scientists during field explorations, or to
launch deadly attacks onto unsuspecting enemies.

5.1.1 Wireless Evolution

We begin by studying the evolution of wireless communications sys-
tems and networks. The rapid advances of radio technology in the last
30 years have stimulated the development of mobile communications
systems that meet the needs of professionals on the move. First, came
the need to communicate while on the move or away from a fixed

187
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phone outlet or Internet plug. The First Wave, the cellular phone,
took the original developers by surprise, but it was actually a very
predictable phenomenon because telephony is by definition a mobile
application, as are voice communications. In fact, most phone calls
are made while we are away from home or the office, calling friends
to coordinate our movements/meetings, asking for directions, etc.

Next, came the Second Wave in the form of the requirement to
connect to the Internet from mobile terminals. The traditional Inter-
net applications are less “mobile” than telephony (most of us would
prefer to read our e-mail from the comfort of our home rather than
from the road). However, since we are spending an increasing number
of hours in cars, trains, and planes, we want to fully utilize the travel
time by engaging in Internet work. Leveraging this trend, new emerg-
ing Internet “location-based” services (e.g., navigation assistance, store
price comparisons, tourist/hotel/parking, etc.) will soon make the wire-
less Personal Data Assistant (PDA) or Smart Phone an indispensable
companion. The Second Wave (mobile Internet access) is supported
by wireless Local Area Network (LAN) technology (predominantly,
based on the IEEE 802.11 standard) and by data cellular services (e.g.,
Generalized Packet Radio System [GPRS]; 1xRTT, Code Division Mul-
tiple Access [CDMA] based single carrier Radio Transmission Technol-
ogy; and the emerging Universal Mobile Telecommunication System
[UMTS], also known as third Generation Wireless [3G]). Both cellular
and wireless networking services are supported by an infrastructure;
they address well-established and understood “commodity” needs of
the users (e.g., conferencing, e-mail, web access, etc.).

The Third Wave in this wireless revolution is represented by the
“ad hoc networking” technology. This type of network was born
with goals very different from mobile telephony and Internet access.
The primary goal was to set up communications for specialized, cus-
tomized, extemporaneous applications in areas where there was no
preexisting infrastructure (e.g., jungle explorations, battlefield), where
the infrastructure failed (e.g., earthquake rescue), or where it was not
adequate for the current needs (e.g., interconnection of low energy
environmental sensors). With the exception of environment sensor
networks (where ad hoc networking is fixed and is motivated by a lack
of convenient, low cost infrastructure), most of the other ad hoc appli-
cations are mobile. In fact, they often reflect coordinated mobility
patterns (e.g., group motion, swarming, etc.). They involve heteroge-
neous node types (with different form, energy, transmission range,
and bandwidth factors) and heterogeneous traffic (voice, data, and
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multimedia). They often pose critical time constraints (because of the
multimedia traffic and the emergency nature of the applications).

In truth, the concept of ad hoc wireless networking was first intro-
duced in the early 1970s under the name of “packet radio”. It was then
a technology that looked very appealing to the military to interconnect
mobile assets in the battlefield. It was, in fact, the natural extension
to wireless of the Packet Switching concept, successfully demonstrated
in the late 1960s under another Army project, the Advanced Research
Projects Agency Network (ARPANET). Military applications of the ad
hoc networking technology have been around for over 30 years. Com-
mercial applications, however, are still waiting to take off in the same
explosive way as cellular telephony and Wi-Fi. So, when we refer to
ad hoc networking as the “Third Wave,” we should think more of a
“surge” that has been building over the past several years and will
show its full strength in the next few years.

5.1.2 Ad Hoc Network Characteristics

What are the unique properties of ad hoc nets that set them apart from
other wireless networks? In this section we review the most important
features of this new technology.

• Mobility: The fact that nodes move is the raison d’etre of ad hoc
networks. Rapid deployment in areas with no infrastructure implies
that the users must explore an area and perhaps form teams/swarms
that, in turn, coordinate among themselves to create a task force or a
mission. We can have individual random mobility, group mobility,
motion along preplanned routes, etc. The mobility model can have
a major impact on the selection of a routing scheme and can thus
influence performance. Mobility has been traditionally the “enemy”
of the network designer, in many ways making the design and oper-
ation very difficult. However, mobility can also help, for instance,
in permitting opportunistic exchange of messages among roaming
nodes as they rendezvous or in providing connectivity among iso-
lated nodes using a mobile, aerial backbone network.

• Multihopping: A multihop network is a network where the path
from source to destination traverses several other nodes. While mul-
tihopping is not a prerequisite for a network to be called ad hoc, ad
hoc nets often exhibit multiple hops for obstacle negotiation, spec-
trum reuse, and energy conservation. Battlefield covert operations
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also favor a sequence of short hops with low transmit power rather
than a long, high power hop to reduce detection by the enemy.

• Self-organization: The ad hoc network must autonomously deter-
mine its own configuration parameters, including addressing, rout-
ing, clustering, position identification, power control, etc. In some
cases, special nodes (e.g., mobile backbone nodes) can self-organize
and coordinate their motion throughout the network to provide
coverage of disconnected islands

• Energy conservation: Most ad hoc nodes (e.g., laptops, PDAs, sen-
sors, etc.) have a limited power supply and limited capability to
generate their own power (e.g., solar panels). Energy efficient pro-
tocol design (e.g., Media Access Control [MAC], routing, resource
discovery, etc.) is thus critical for longevity of the mission and is an
important requirement in ad hoc network design.

• Scalability: In some applications (e.g., large environmental sensor
fabrics, battlefield deployments, urban vehicle grids, etc.) the ad hoc
network can grow to several thousand nodes. For wireless network
infrastructures, networks scalability is simply handled by a hierar-
chical construction. The limited mobility of infrastructure networks
can also be easily handled using Mobile Internet Protocol (IP) or
local handoff techniques. Because of the more extensive mobility
and the lack of fixed references, pure ad hoc networks do not toler-
ate a fixed hierarchy structure and do not scale well with extensive
Mobile IP deployments. Thus, mobility is what makes large scale
one of the most critical challenges in ad hoc design.

• Security: The challenges of wireless security are well known — the
ability of the intruders to eavesdrop and jam/spoof the channel.
A lot of the work done in general wireless infrastructure networks
extends to the ad hoc domain. The ad hoc networks are even more
vulnerable to attacks than the infrastructure counterparts. There are
both active and passive attacks. An active attacker tends to disrupt
operations (say, an impostor posing as a legitimate node intercepts
control and data packets, reintroduces bogus control packets, dam-
ages the routing tables beyond repair, unleashes denial of service
attacks, etc.). Due to the complexity of the ad hoc network proto-
cols, these active attacks are by far more difficult to detect/fold in
ad hoc than infrastructure nets. Passive attacks are unique to ad hoc
nets. They can be even more insidious than the active counterpart.
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The active attacker must expose himself and is eventually discovered
and physically disabled/eliminated. The passive attacker is never
discovered by the network. Like a “bug,” it is placed in a sensor field
or at a street corner. It monitors data and controls traffic patterns
and thus infers motion of troops in the field or the evolution of a
particular mission. This information is relayed back to the enemy
headquarters via low energy, low probability of detect networks.
Defense from passive attacks requires powerful novel encryption
techniques coupled with careful network protocol designs.

• Unmanned, autonomous vehicles: Some of the popular ad hoc
network applications require unmanned, robotic components. All
nodes in a generic network are, of course, capable of autonomous
networking. When autonomous mobility is also added, there
arise some very interesting opportunities for combined networking
and motion. For example, ground or airborne nodes (Unmanned
Ground Vehicles [UGVs] and Unmanned Airborne Vehicles [UAVs])
cooperate in maintaining a large ground ad hoc network intercon-
nected in spite of physical obstacles, propagation channel irregular-
ities, and enemy jamming. If some applications are delay tolerant,
the robots can “carry” data to a destination when a connected path
does not exist (i.e., Delay Tolerant Networking).

• Multihop connection to the Internet: There is merit in extending
the single hop wireless infrastructure opportunistically with multi-
hop ad hoc appendices. For instance, the reach of a domestic wire-
less LAN can be extended as needed (to the garage, the car parked in
the street, the neighbor’s home, etc.) with portable routers. These
opportunistic extensions are becoming increasingly important for
commercial applications. The integration of ad hoc protocols with
infrastructure standards is becoming a hot issue.

5.1.3 Wireless Network Taxonomy

From the above, it is clear that ad hoc nets offer challenges (and oppor-
tunities) well beyond the reach of infrastructure networks. So, where
do these nets fit in the overall wireless network classification? Most
researchers will view ad hoc networks as a specialized subset of wireless
networks. In fact, the ad hoc radio technology will be driven by (and
will benefit from) the advancements in “infrastructure” wireless LANs.
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New radio technologies (e.g., Orthogonal Frequency Division Multi-
plexing (OFDM), Multi-Input Multi-Output (MIMO) antenna systems,
and cognitive radios) will be introduced first in wireless LANs and
then transferred to ad hoc nets. There are unique design features in
ad hoc nets that mark a departure from wireless LANs, mostly in the
network areas (addressing, routing, multicast, mobility support, net-
work level security, etc.). To complete the wireless network landscape,
sensor nets can be viewed, from the network standpoint, as a subset
of ad hoc networks. At the physical, MAC, and network layers, the
major innovations and unique features of sensor nets (which set them
apart from conventional ad hoc networks) are the miniaturization,
the embedding in the application contexts, and the compliance with
extreme energy constraints. At the application layer, the most unique
feature of sensor nets is undoubtedly the integration of transport and
in-network processing of the sensed data.

5.2 Ad Hoc Network Applications

Identifying the emerging commercial applications of the ad hoc
network technology has always been an elusive proposition at best.
Of the three above-mentioned wireless technologies — cellular tele-
phony, wireless Internet, and ad hoc networks — it is indeed the
ad hoc network technology that has been the slowest to material-
ize, at least in the commercial domain. This is quite surprising since
the concept of ad hoc wireless networking was born in the early
1970s, just months after the successful deployment of the ARPANET,
when the military discovered the potential of wireless packet switch-
ing. Packet radio systems were deployed much earlier than any
cellular and wireless LAN technology. The old folks may still remem-
ber that when Bob Metcalf (Xerox Park) invented the Ethernet in
1976, word spread that he rediscovered a way to “packet radio” on
a cable!

Why so slow a progress in the development and deployment of
commercial ad hoc applications? The main reason is that the original
applications scenarios were NOT directed to mass users. In fact, to this
day, the driving application is instant deployment in an unfriendly,
remote, infrastructure-less area. The battlefield, Mars explorations,
disaster recovery, etc. have been an ideal match for those features.
Early Defense Advanced Research Project Agency (DARPA) packet radio
scenarios were consistently featuring dismounted soldiers, tanks, and
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ambulances. A recent extension of the battlefield is the homeland secu-
rity scenario, where unmanned vehicles (UGVs and UAVs) are rapidly
deployed in urban areas hostile to man, say, to establish communica-
tions before sending in the agents and medical emergency personnel.

Recently, however, an important new concept has emerged which
may help extend ad hoc networking to commercial applications,
namely, the concept of an opportunistic ad hoc wireless extension.
This new trend has been prompted by the popularity of wireless tele-
phony and wireless LANs and, at the same time, by the recognition
that the latter techniques have their limits. The ad hoc network is used
“opportunistically” to extend a home or campus network to areas not
easily reached by the above or to tie together Internet islands when
the infrastructure is cut into pieces, for example, by natural forces or
terrorists.

Another important area that has propelled the ad hoc concept
is sensor nets. Sensor nets combine transport and processing and
amplify the need for low energy operation, low form factor, and low
cost. In a sense, these are specialized ad hoc networks. However, they
have been growing much faster than ad hoc networks because they do
have compelling applications.

In the following we elaborate on two key applications: the battle-
field and the opportunistic ad hoc extension.

5.2.1 The Battlefield

In future battlefield operations, autonomous agents Unmanned Vehi-
cles (UVs), some ground-based UGVs and some airborne UAVs will be
projected to the forefront for intelligence, surveillance, strike, enemy
antiaircraft suppression, damage assessment, search and rescue, and
other tactical operations. The agents will be organized in clusters
(teams) of small unmanned ground, sea, and airborne vehicles
in order to launch complex missions that comprise several such
teams. Examples of missions include coordinated aerial sweep of vast
urban/suburban areas to track suspects, search and rescue operations in
unfriendly areas (e.g., chemical spills, fires, etc.), exploration of remote
planets, reconnaissance of an enemy field in the battle theater, etc. In
those applications, many different types of Unmanned Vehicles (UVs)
will be required, each equipped with different sensor, video recon-
naissance, communications support, and weapon functions. A UV
team may be homogeneous (e.g., all sensor UVs) or heterogeneous
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(i.e., weapon carrying UVs intermixed with reconnaissance UVs etc.).
Moreover, some teams may be airborne, and other teams may be
ground, sea, and possibly underwater based. As the mission evolves,
teams are reconfigured, and individual UVs move from one team to
another to meet dynamically changing requirements. In fact, mis-
sions will be empowered with an increasing degree of autonomy. For
instance, multiple UV teams collectively will determine the best way
to sweep a mine field or the best strategy to eliminate an air defense
system. The successful, distributed management of the mission will
require efficient, reliable, low latency communications within mem-
bers of each team, across teams, and to a manned command post. In
particular, future naval missions at sea or shore will require effective
and intelligent utilization of real-time information and sensory data to
assess unpredictable situations; identify and track hostile targets; make
rapid decisions; and robustly influence, control, and monitor various
aspects of the theater of operation. Littoral missions are expected to be
highly dynamic and unpredictable. Communication interruption and
delay are likely, and active deception and jamming are anticipated.

The U.S. Armed Forces are currently investigating efficient system
solutions to address the above problems. UVs have proven to be valu-
able in gathering tactical intelligence by surveillance of the battlefield.
For example, UAVs such as Predator and Global Hawk are rapidly
becoming an integral part of military surveillance and reconnaissance
operations. The goal is to expand the UAV operational capabilities to
include not only surveillance and reconnaissance, but also strike and
support missions (e.g., command, control, and communications in
the battle space). This new class of autonomous vehicles is foreseen as
being intelligent, collaborative, recoverable, and highly maneuverable
in support of future naval operations.5�47

In a complex and large-scale system of unmanned agents, such
as that designed to handle a battlefield scenario, a terrorist attack
situation, or a nuclear disaster, there may be several missions going on
simultaneously in the same theater. A particular mission is “embed-
ded” in a much larger “system of systems.” In such a large-scale
scenario the wireless, ad hoc communications among the teams are
supported by a global network infrastructure, the “Internet in the
Sky” (see Figure 5.1). The global network is provisioned independently
of the missions themselves, but it can opportunistically use several of
the missions’ assets (ground, sea, or airborne) to maintain ultimate
connectivity.
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Figure 5.1 Autonomous agents with varying domains of responsibility.

The development of the Internet in the Sky for a military, battlefield
scenario hinges on three essential technologies:

(a) Robust wireless connectivity and dynamic networking of
autonomous UVs and agents

(b) Intelligent agents including mobile codes, distributed databases
and libraries, robots, intelligent routers, control protocols,
dynamic services, semantic brokers, and message-passing entities

(c) Decentralized hierarchical agent-based organization

As Figure 5.1 illustrates, the autonomous agents have varying
domains of responsibility at different levels of the hierarchy. For
example, clusters of UAVs operating at low altitude (1–20K feet) may
perform combat missions with a focus on target identification, com-
bat support, and close-in weapons deployment. Mid-altitude clusters
(20–50K feet) execute knowledge acquisition, for example, surveillance
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and reconnaissance missions such as detecting objects of interest,
performing sensor fusion/integration, coordinating low altitude vehi-
cle deployments, supporting and medium-range weapons. The high
altitude cluster(s) (50–80K feet) provides the connectivity. At this layer,
the cluster(s) has a wide view of the theater and would be positioned
to provide maximum communications coverage. It supports high-
bandwidth robust connectivity to command and control elements
located over-the-horizon from the littoral/targeted areas.

In the battlefield network, communications requirements are of
critical importance between teams or within a team in such a system. A
novel concept in mission-oriented communications is team multicast.
In team multicast the multicast group does not consist of individual
members, but rather of teams. For example, a team may be a special
task force that is part of a search and rescue mission. The message then
must be broadcast to the various teams that are part of the multicast
group and to all UVs within each team. For example, a weapon carrying
airborne UV may broadcast an image of the target (say, a poison gas
plant) to the reconnaissance and sensor teams in front of the formation
in order to get a more precise fix on the location of the target. The
sensor UV teams that have acquired such information will return the
precise location. As another example, suppose N teams with chemical
sensors are assessing the “plume” of a chemical spill from different
directions. It will be important for each team to broadcast its findings
step by step to the other teams using team multicast. In general, team
multicast will be commonplace in ad hoc networks designed to support
collective tasks, such as those that occur in emergency recovery or in
the battlefield.

In the next section we identify the communications needs of teams
and then focus on multicast communications.

5.2.2 Opportunistic Ad Hoc Networking in the Urban Grid
and on Campus

In this section we describe two sample applications that illustrate
the research challenges and the potential power of wireless networks.
These are not meant to be a comprehensive list, but are discussed to
provide the reader with a meaningful example of wireless networking
applications.
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Two emerging wireless network scenarios that will soon become
part of our daily routines are vehicle communications in an urban
environment and campus nomadic networking. These environments
are ripe for benefiting from the technologies discussed in this report.
Today, cars connect to the cellular systems mostly for telephony ser-
vices. The emerging technologies will stimulate an explosion of a new
gamut of applications. Within the car, short-range wireless commu-
nications based on Personal Area Network (PAN) technology will be
used for monitoring and controlling the vehicle’s mechanical com-
ponents, as well as for connecting the driver’s headset to the cellular
phone. Another set of innovative applications stems from communica-
tions with other cars on the road. The potential applications include
road safety messages, coordinated navigation, network video games,
and other peer-to-peer interactions. These network needs can be effi-
ciently supported by an “opportunistic” multihop wireless network
among cars which spans the urban road grid and extends to intercity
highways. This ad hoc network can alleviate the overload of the fixed
wireless infrastructures (3G and hotspot networks). It can also offer
an emergency backup in case of a massive fixed infrastructure failure
(e.g., terrorist attack, act of war, natural or industrial disaster, etc.).
The coupling of a car multihop network, on-board PAN, and cellular
wireless infrastructure represents a good example of a hybrid wire-
less network aimed at cost savings, performance improvements, and
enhanced resilience to failures.

In the above application the vehicle is a communications hub
where the extensive resources of the fixed radio infrastructure and
the highly mobile ad hoc radio capabilities meet to provide the nec-
essary services. New networking and radio technologies are needed
when operations occur in the “extreme” conditions, namely, extreme
mobility (radio and networking), strict delay attributes for safety
applications (networking and radio), flexible resource management
and reliability (adaptive networks), and extreme throughputs (radios).
Extremely flexible radio implementations are needed to realize this
goal. Moreover, cross layer adaptation is necessary to explore the trade-
offs between transmission rate, reliability, and error control in these
environments and to allow the network to gradually adapt as the
channel and the application behaviors are better appraised through
measurements.

Another interesting scenario is the campus, where the term “cam-
pus” here takes the more general meaning of a place where people
congregate for various cultural and social (possibly group) activities,
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thus including amusement park, industrial campus, shopping mall,
etc. On a typical campus today, wireless LAN access points in shops,
hallways, street crossings, etc. enable nomadic access to the Internet
from various portable devices (e.g., laptops, notebooks, PDAs, etc.).
However, not all areas of a campus or shopping mall are covered
by department/shop wireless LANs. Thus, other wireless media (e.g.,
GPRS, 1xRTT, 3G) may become useful to fill the gaps. There is a clear
opportunity for multiple interfaces or agile radios that can automat-
ically connect to the best available service. The campus will also be
an ideal environment where group networking will emerge. For exam-
ple, on a university campus, students will form small workgroups to
exchange files and to share presentations, results, etc. In an Amuse-
ment Park, groups of young visitors will interconnect to play network
games, etc. Their parents will network to exchange photo shots and
video clips. To satisfy this type of close range networking applications,
PANs such as BlueTooth and IEEE 802.15 may be brought into the
picture. Finally, opportunistic ad hoc networking will become a cost-
effective alternative to extend the coverage of access points. Again, as
already observed in the vehicular network example, the above “exten-
sions” of the basic infrastructure network model require exactly the
technologies recommended in this report, namely, multimode radios,
cross layer interaction (to select the best radio interface), and some
form of hybrid networking.

These are just simple examples of networked, mobile applications
drawn from our everyday lives. These applications, albeit simple, will
be immediately enhanced by the new wireless technologies discussed
here. There is a wealth of more sophisticated and demanding appli-
cations (for example, in the areas of pervasive computing, sensor net-
works, battlefield, civilian preparedness, disaster recovery, etc.) that
will be enabled and spun off by the new radio and network technolo-
gies. More examples will be offered in the following sections.

5.3 Design Challenges

As mentioned earlier, ad hoc networks pose a host of new
research problems with respect to conventional wireless infrastructure
networks. First, we wish to report on some design challenges that
cut across the layers. These are mobility, scalability, and cross layer
interaction.
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5.3.1 Mobility and Scaling

Mobility and reconfiguration are what uniquely distinguish ad hoc
networks from other networks. Thus, being able to cope with nodes
in motion is an essential requirement. Large scale is also common
in ad hoc networks, as battlefield and emergency recovery operations
often involve thousands of nodes. The two aspects — mobility and
scale — are actually intertwined; anybody can find a workable ad hoc
routing solution, say, for 10 nodes, no matter how fast they move;
and anybody can find a workable (albeit inefficient) solution (for rout-
ing, addressing, service discovery, etc.) for a completely static ad hoc
network with, say, 10,000 nodes (just consider the Internet). The prob-
lems arise when the 10,000 nodes move at various speeds in various
directions over a heterogeneous terrain. In this case, a fixed routing
hierarchy such as in the Internet does not work. That is when you
have to take out the “big guns” to handle the problem.

Mobility is often viewed as the #1 enemy of the wireless ad hoc net-
work designer. However, mobility, if properly characterized, modeled,
predicted, and taken into account, can be of tremendous help in the
design of scaleable protocols. In the sequel we offer a few examples
where mobility actually helps.

5.3.2 Cross-Layer Interaction

Cross-layer interaction/optimization is a loaded word today, with
many different meanings. In ad hoc networks it is a very appropriate
way to refer to the fact that it is virtually impossible to design a “uni-
versal” protocol layer (routing, MAC, multicast, transport, etc.) and
expect that it will function correctly and efficiently in all situations.
Predefined protocol layers work reasonably well in the wired Internet.
For example, Internet routing, addressing, and Domain Name Server
(DNS) protocols work well for both large and small networks. Likewise,
the physical and MAC layers of the wired Ethernet are the uncontested
reference for all Internet MAC designs. In contrast, in the wireless LAN
(the closest relative of the Ethernet), there is convergence not to one,
but to a family of standards, from 802.11 to 15 and 16, with each stan-
dard addressing different applications. Even within the 802.11 family,
a broad range of versions have been defined to address different user
scenarios and needs.



Elsevier US 0Ch05-P369426 15-3-2006 11:41a.m.

200 Chapter 5 Ad Hoc Wireless Networks

In ad hoc network design the importance of tuning the network
protocols to the radios and the applications to the network proto-
cols is even more critical, given the extreme range of variability of
the systems parameters. Clearly, the routing scheme that works best
for a network of a dozen students roaming the Campus may not be
suitable for the urban grid with thousand of cars or the battlefield
with an extreme range of node speeds and capabilities. Even more
important is the concept that in these cases the MAC, routing, and
applications must be jointly designed. Moreover, as some parame-
ters (e.g., radio propagation, hostile interference, traffic demands, etc.)
may dynamically change, the protocols must be adaptively tuned.
Proper tuning requires the exchange of information across layers. For
example, in an MIMO radio system the antenna and MAC parame-
ters and possibly routes are dynamically reconfigured based on the
state of the channel, which is learned from periodic channel mea-
surements. Thus, interaction between radio channel and protocols is
mandatory to achieve an efficient operating point. Video adaptation
is another example of cross layer interaction: the video rate stipulated
at session initialization cannot be maintained if channel conditions
deteriorate. Effective rate adjustment at the source requires careful
interplay of end-to-end probing (using, for example, Real-Time Con-
trol Protocol [RTCP]) with measurements from the channel and the
routing protocol.

5.3.3 The Rest of this Chapter

In the following sections we will address the issues of mobility and
scalability in the context of the routing protocol. Routing is funda-
mental in the management of a mobile ad hoc network. There are a
large number of routing protocols in existence today. We will overview
the existing routing schemes and then describe some routing solutions
recently developed and implemented at UCLA.47 To set the stage, we
will review the Multimedia Intelligent Network of Unattended Mobile
Agents (MINUTEMAN) project, which supported much of the rout-
ing research at UCLA. We will then introduce the notion of scalable
Mobile Backbone Network (MBN) infrastructure and will address the
related issues of dynamic Backbone Node (BN) election and stable clus-
ter design. These new protocols will be compared with the state of the
art in ad hoc networking.
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5.4 Overview of Scalable Ad Hoc Routing Protocols

Due to the facts that bandwidth is scarce in Mobile Ad hoc Networks
(MANETs) and the population in a MANET is small compared to the
wired Internet, the scalability issue for wireless multihop routing pro-
tocols is mostly concerned with the routing message overhead caused
by network population size and by mobility. Routing table size is indi-
rectly also a concern because large routing tables imply large control
packets and hence high overhead. Routing protocols generally use
either distance-vector or link-state routing algorithms.21 Both types
find the shortest paths to destinations. In distance-vector (DV) rout-
ing, a vector containing the cost (e.g., hop distance) and path (next
hop) to all the destinations is kept and exchanged at each node. DV
protocols are generally known to suffer from slow route convergence
and a tendency to create loops in mobile environments. The link-
state (LS) routing algorithm overcomes the problem by maintaining
global network topology information at each router through periodi-
cal flooding of link information about its neighbors. Mobility entails
frequent flooding. Unfortunately, this LS advertisement scheme gen-
erates larger routing control overhead than DV. In a network with
population N, LS updating generates routing overhead on the order
of O�NxN�. In large networks, the transmission of routing informa-
tion will ultimately consume most of the bandwidth. Thus, reducing
routing control overhead becomes a key issue for routing scalability.

In some application domains (e.g., digitized battlefield), scalability
is realized by designing a hierarchical architecture with physically dis-
tinct layers (e.g., point-to-point wireless backbone).22 However, such
a physical hierarchy is not cost effective for many other applications
(e.g., sensor networks). Thus, it is important to find scalable solutions
using a homogeneous network (as opposed to a network with multiple
physical layers).

The scalability is more challenging in the presence of both large
numbers and mobility. If nodes are stationary, the large population
can be effectively handled with conventional hierarchical routing. In
contrast, when nodes move, hierarchical partitioning must be contin-
uously updated. As for mobility management, the Mobile IP solution
works well if mobility is limited to a few users and there is a fixed
infrastructure that hosts the home agent, namely, the node in the fixed
network that keeps track of the mobile node.29 When all nodes move
(including the home agent), such a strategy cannot be applied.
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A considerable body of literature has addressed research on routing
and architecture of ad hoc networks. Relating to the problem described
above, we present a survey with a focus on solutions toward scalabil-
ity in large populations that are able to handle mobility. Classifica-
tion according to routing strategy, that is, proactive (or table-driven)
and reactive (or on-demand), has been used in several articles.18�23−26

Here, we provide a slightly different classification that is based on
the routing protocol structure. Different structures affect the design
and operation of the routing protocols; they also determine the
performance with regard to scalability. Reviews and performance com-
parisons of ad hoc routing protocols have also been presented in previ-
ous publications.23�24�26�27�29�30 While some overlap with previous work
is inevitable in order to preserve the integrity of our presentation,
our choice of protocols includes recent examples that reveal unique
features in term of scalability.

In the sequel we review key routing protocols in three categories
(Figure 5.2):

• Flat routing schemes, which are further classified into two classes:
proactive and reactive, according to their design philosophy

• Hierarchical routing

• Geographic position assisted routing

Flat routing approaches adopt a flat addressing scheme. Each node
participating in routing plays an equal role. In contrast, hierarchical
routing requires a hierarchical address and usually assigns different

Flat routing

Proactive
(table-driven)

Reactive
(on-demand)

FSR FSLS OLSR TBRPF AODV DSR HSR CGSR ZRP LANMAR GeoCast LAR DREAM GPSR

Ad hoc routing protocols

Hierarchical routing
Geographic position

assisted routing

Figure 5.2 Classification of ad hoc routing protocols. (Note: The acronyms
in the figure are explained throughout the chapter.)
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roles to different nodes in the hierarchy. Routing with geographic
assistance requires each node to be equipped with the Global Position-
ing System (GPS). This requirement is quite realistic today since such
devices are inexpensive and can provide reasonable precision.

5.4.1 Routing in a Flat Network Address Structure

The protocols we review here fall into two categories: proactive (table-
driven) and reactive (on-demand) routing. Many proactive protocols
stem from conventional LS routing. On-demand routing, on the other
hand, is a new emerging routing philosophy in the ad hoc area. It
differs from conventional routing protocols in that no routing activi-
ties and no permanent routing information are maintained at network
nodes if there is no communication, thus providing a scalable routing
solution to large populations.

5.4.1.1 Proactive Routing Protocols
Proactive routing protocols share a common feature, that is, back-
ground routing information exchange regardless of communication
requests. The protocols have many desirable properties, especially for
applications including real-time communications and Quality of Ser-
vice (QoS) guarantees, such as low latency route access and alternate
QoS path support and monitoring. Many proactive routing protocols
have been proposed for efficiency and scalability.

Fisheye State Routing
Fisheye State Routing (FSR) described in Pei, Gerla, and Chen20 and
Iwata et al.3 is a simple, efficient LS type routing protocol that main-
tains a topology map at each node and propagates LS updates. The
main differences between FSR and conventional LS protocols are
the ways in which routing information is disseminated. First, FSR
exchanges the entire LS information only with neighbors instead of
flooding it over the network. The LS table is kept up to date based
on the information received from neighbors. Second, the LS exchange
is periodical instead of event triggered, which avoids frequent LS
updates caused by link breaks in an environment with unreliable wire-
less links and mobility. Moreover, the periodical broadcasts of the
LS information are conducted in different frequencies for different
entries depending on their hop distances to the current node. Entries
corresponding to faraway (outside a predefined scope) destinations
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are propagated with a lower frequency than those corresponding to
nearby destinations. As a result, a considerable fraction of entries are
suppressed from LS exchange packets. FSR produces accurate distance
and path information about the immediate neighborhood of a node
and imprecise knowledge of the best path to a distant destination.
However, this imprecision is compensated by the fact that the route
on which the packet travels becomes progressively more accurate as
the packet approaches its destination. Similar work is also presented
in Fuzzy Sighted Link State (FSLS) routing,5−25 FSLS includes an opti-
mal algorithm called Hazy Sighted Link State (HSLS), which sends a
link state update (LSU) every 2k∗ T to a scope of 2k, where k is hop
distance and T is the minimum LSU transmission period. Thus, both
FSR and FSLS achieve potential scalability by limiting the scope of LSU
dissemination in space and over time. Theoretical analysis on routing
overhead and optimization for this type of “myopic” routing can be
found in Santivanez, Ramanathan, and Stavrakakis.25

Optimized Link State Routing Protocol
Optimized Link State Routing (OLSR) protocol32 is an LS protocol. It
periodically exchanges topology information with other nodes in the
network. The protocol uses multipoint relays (MPRs)5−33 to reduce the
number of “superfluous” broadcast packet retransmissions and the size
of the LSU packets, leading to efficient flooding of control messages
in the network.

A node, say, node A, periodically broadcasts HELLO messages to all
immediate neighbors to exchange neighborhood information (i.e., list
of neighbors) and to compute the MPR set. From neighbor lists, node
A figures out the nodes that are two hops away and computes the
minimum set of one-hop relay points required to reach the two-hop
neighbors. Such a set is the MPR set. Figure 5.3 illustrates the MPR
set of node A. The optimum (minimum size) MPR computation is of
combinstorial complexity (i.e., Non-Polynominal complete). Efficient
heuristics are used. Each node informs its neighbors about its MPR
set in the HELLO message. Upon receiving such a HELLO, each node
records the nodes (called MPR selectors) that select it as one of their
MPRs. In routing information dissemination, OLSR differs from pure
LS protocols in two aspects. First, by construction, only the MPR nodes
of A need to forward the LSUs issued by A. Second, the LSU of node A
is reduced in size since it includes only the neighbors that select node
A as one of their MPR nodes. In this way, partial topology information
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Figure 5.3 OLSR: an illustration of multipoint relays.

is propagated, that is, say, node A can be reached only from its MPR
selectors. OLSR computes the shortest path to an arbitrary destination
using the topology map consisting of all of its neighbors and of the
MPRs of all other nodes. OLSR is particularly suited for dense networks.
When the network is sparse, every neighbor of a node becomes an
MPR. The OLSR then reduces to a pure LS protocol.

Topology Broadcast Based on Reverse Path Forwarding
Topology Broadcast Based on Reverse Path Forwarding (TBRPF)34�35 is
also an LS protocol. It consists of two separate modules: the Topology
and Neighbor Discovery (TND) module and the routing module. TND
is performed through periodical “differential” HELLO messages that
report only the changes (up or lost) of neighbors. The TBRPF rout-
ing module operates based on partial topology information obtained
through both periodic and differential topology updates. Operation in
full topology is provided as an option by including additional topology
information in updates.
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TBRPF works as follows. Assume node S is the source of update
messages. Every node i in the network chooses its next hop (say,
node p) on the minimum-hop path toward S as its parent with respect
to node S. Instead of flooding to the entire net, TBRPF only propagates
LS updates in the reverse direction on the spanning tree formed by
the minimum-hop paths from all nodes to the source of the updates,
that is, node i only accepts topology updates originated at node S
from parent node p and then forwards them to the children pertain-
ing to S. Furthermore, only the links that will result in changes to
i’s source tree are included in the updates. Thus, a smaller subset of
the source tree is propagated. The leaves of the broadcast tree do not
forward updates. Each node can also include the entire source tree
in the updates for full topology operation. The topology updates are
broadcast periodically and differentially. The differential updates are
issued more frequently to quickly propagate link changes (additions
and deletions). Thus, TBRPF adapts to topology change faster, gener-
ates less routing overhead, and uses a smaller topology update packet
size than pure LS protocols.

5.4.1.2 Reactive (on-demand) Routing Protocols
Reactive routing (also referred to as “on-demand routing”) is a pop-
ular routing category for wireless ad hoc routing. The design follows
the idea that each node tries to reduce routing overhead by only
sending routing packets when a communication is awaiting. Exam-
ples include Ad hoc On-demand Distance-Vector routing (AODV),13

Associativity-Based Routing (ABR),36 Dynamic Source Routing (DSR),14

Lightweight Mobile Routing (LMR),37 and Temporally Ordered Rout-
ing Algorithms (TORA).38 Among the many proposed protocols, AODV
and DSR have been extensively evaluated in the MANET literature and
are being considered by the Internet Engineering Task Force (IETF)
MANET Working Group as the leading candidates for standardization.
They are described briefly here to demonstrate the reactive routing
mechanism. Interested readers are referred to Das and coworkers10�23

and Haas and Pearlman26 for performance evaluations.
Reactive algorithms typically have a route discovery phase. Query

packets are flooded into the network by the sources in search of a path.
The phase completes when a route is found or all the possible outgo-
ing paths from the source are searched. There are different approaches
for discovering routes in reactive algorithms. In AODV, on receiving a
query, the transit nodes “learn” the path to the source (called backward
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learning) and enter the route in the forwarding table. The intended
destination eventually receives the query and can thus respond using
the path traced by the query. This permits the establishment of a full
duplex path. To reduce new path search overhead, the query packet is
dropped during flooding if it encounters a node which already has a
route to the destination. After the path has been established, it is main-
tained as long as the source uses it. A link failure will be reported to the
source recursively through the intermediate nodes. This, in turn, will
trigger another query-response procedure in order to find a new route.

An alternate scheme for tracing paths in a reactive fashion is DSR.
DSR uses source routing, that is, a source indicates in a data packet’s
header the sequence of intermediate nodes on the routing path. In
DSR, the query packet copies in its header the IDs of the intermedi-
ate nodes it has traversed. The destination then retrieves the entire
path from the query packet and uses it (via source routing) to respond
to the source, providing the source with the path at the same time.
Data packets carry the source route in the packet headers. A DSR
node aggressively caches the routes it has leaned so far to minimize
the cost incurred by the route discovery. Source routing enables DSR
nodes to keep multiple routes to a destination. When link breakage is
detected (through passive acknowledgments), route reconstruction can
be delayed if the source can use another valid route directly. If no
such alternate routes exist, a new search for a route must be reinvoked.
The path included in the packet header makes the detection of loops
very easy.

To reduce the route search overhead, both protocols provide
optimizations by taking advantage of existing route information at
intermediate nodes. Promiscuous listening (overhearing neighbor prop-
agation) used by DSR helps nodes learn as many route updates as they
can without actually participating in routing. Expanding ring search
(controlled by the time-to-live field of route request packets) used by
AODV limits the search area for a previous discovered destination
using the prior hop distance.

5.4.1.3 Comparisons of Flat Address Routing Protocols
Key characteristics of the protocols discussed in this section are sum-
marized in Table 5.1. In the table, N denotes the number of nodes
in the network, and e denotes the number of communication pairs.
Storage complexity measures the order of the table size used by the
protocols. Communication complexity gives the number of messages
needed to perform an operation when an update occurs.
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Table 5.1 Characteristics of flat routing protocols.

FSR OLSR TBRPF AODV DSR

Routing
philosophy

Proactive Proactive Proactive On-demand On-demand

Routing
metric

Shortest
path

Shortest
path

Shortest
path

Shortest
path

Shortest
path

Frequency
of updates

Periodically Periodically Periodically,
as needed
(link
changes)

As needed
(data
traffic)

As needed
(data
traffic)

Use
sequence
numbers

Yes Yes Yes
(HELLO)

Yes No

Loop-free Yes Yes Yes Yes Yes

Worst case
exists

No Yes
(pure LS)

No Yes (full
flooding)

Yes (full
flooding)

Multiple
paths

Yes No No No Yes

Storage
complexity

O�N� O�N� O�N� O�e� O�e�

Comm.
complexity

O�N� O�N� O�N� O�2N� O�2N�

The proactive protocols adopt different ways toward scalability.
FSR introduces the notion of multilevel fisheye scope to reduce
routing update overhead through reducing the routing packet sizes
and update frequency. FSLS/HSLS further drives this limited dissem-
ination approach to an optimal point. OLSR produces less control
overhead than FSR because it forces the propagation of LSUs only
at MPR nodes, leading to fewer nodes participating in LSU forward-
ing. Similarly, TBRPF reduces the LSUs forwarding at leaf nodes of
each source tree and disseminates differential updates. It also generates
smaller HELLO messages than OLSR. Both OLSR and TBRPF achieve
more efficiency than classic LS algorithms when networks are dense,
that is, OLSR obtains a larger compression ratio of number of MPRs
over number of neighbors, and TBRPF trims more leaf nodes from
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propagation. The multilevel scope reduction from FSR and FSLS, how-
ever, will not reduce propagation frequency when a network grows
dense. In contrast, the scope reduction works well when a network
grows in diameter (in terms of hop distance). Multiple scopes can
effectively reduce the update frequency for nodes many hops away.
However, all four protocols require nodes to maintain routing tables
containing entries for all the nodes in the network (storage complexity
O�N�). This is acceptable if the user population is small. As the num-
ber of mobile hosts increases, so does the overhead. This affects the
scalability of the protocols in large networks.

Reactive protocols “react” only to communication needs. The rout-
ing overhead thus relates to the discovery and maintenance of the
routes in use. With light traffic (directed to a few destinations) and
low mobility, reactive protocols scale well to large populations (low
bandwidth and storage overhead). However, for heavy traffic with
a large number of destinations, more sources will search for desti-
nations. Also, as mobility increases, the discovered routes may soon
break down, requiring repeated route discoveries. Route caching also
becomes ineffective with high mobility. Since flooding is used for
query dissemination and route maintenance, routing control overhead
tends to grow very high.10 Longer delays are also expected in large
mobile networks. In addition, DSR generates larger routing and data
packets due to the path information stored in the header. In large
networks where long paths prevail, the DSR header becomes a major
contribution to overhead.

In terms of scattered traffic pattern and high mobility, proactive
protocols produce higher routing efficiency than reactive protocols.
In the former, the routes to all the destinations are known in advance.
Fresh route information is maintained periodically. No additional rout-
ing overhead needs to be generated for finding a new destination or
route. The flip side is that proactive protocols constantly consume
bandwidth and energy due to the periodic updates. This property
makes proactive schemes undesirable for some resource critical appli-
cations (e.g., sensor networks).

For AODV and DSR, since a route has to be entirely discovered prior
to the actual data packet transmission, the initial search latency may
degrade the performance of interactive applications (e.g., distributed
database queries). In contrast, FSR, OLSR, and TBRPF avoid the extra
work of “finding” the destination by retaining a routing entry for each
destination all the time, thus providing low single-packet transmis-
sion latency. Proactive schemes such as FSR, OLSR, and TBRPF can be
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easily extended to support QoS by including bandwidth and channel
quality information in LS entries. Thus, the quality of the path (e.g.,
bandwidth, delay) is known prior to call setup. For AODV and DSR,
the quality of the path is not known a priori. It can be discovered
only while setting up the path and must be monitored by all interme-
diate nodes during the session, at the cost of additional latency and
overhead penalty.

5.4.2 Hierarchical Routing Protocols

Typically, when wireless network size increases (beyond certain thresh-
olds), current “flat” routing schemes become infeasible because of
link and processing overhead. One way to solve this problem, and
to produce scalable and efficient solutions, is hierarchical routing. An
example of hierarchical routing is the Internet hierarchy, which has
been practiced in the wired network for a long time. Wireless hier-
archical routing is based on the idea of organizing nodes in groups
and then assigning nodes different functionalities inside and outside
a group. Both routing table size and update packet size are reduced
by including in them only part of the network (instead of the whole);
thus, control overhead is reduced. The most popular way of building
hierarchy is to group nodes geographically close to each other into
explicit clusters. Each cluster has a leading node (clusterhead) to com-
municate to other nodes on behalf of the cluster. An alternate way is
to have implicit hierarchy. In this way, each node has a local scope.
Different routing strategies are used inside and outside the scope. Com-
munications pass across overlapping scopes. A more efficient overall
routing performance can be achieved through this flexibility. Since
mobile nodes have only a single omnidirectional radio for wireless
communications, this type of hierarchical organization will be referred
to as logical hierarchy to distinguish it from the physically hierarchical
network structure.

5.4.2.1 Clusterhead-Gateway Switch Routing
Clusterhead-Gateway Switch Routing (CGSR)38 is typical of cluster-
based hierarchical routing. A stable clustering algorithm, Least Clus-
terhead Change (LCC), is used to partition the whole network into
clusters, and a clusterhead is elected in each cluster. A mobile node
that belongs to two or more clusters is a gateway connecting the
clusters. Data packets are routed through paths having a format of
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“Clusterhead–Gateway–Clusterhead–Gateway–Clusterhead…” and so
on between any source and destination pairs.

CGSR is a DV routing algorithm. Two tables, a cluster member
table and a DV routing table, are maintained at each mobile node.
The cluster member table records the clusterhead for each node and is
broadcast periodically. A node will update its member table on receiv-
ing such a packet. The routing table only maintains one entry for each
cluster recording the path to its clusterhead, no matter how many
members it has. To route a data packet, the current node first looks
up the clusterhead of the destination node from the cluster member
table. Then it consults its routing table to find the next hop to that
destination cluster and routes the packet toward the destination clus-
terhead. The destination clusterhead will finally route the packet to
the destination node, which is a member of it and can be directly
reached. This procedure is demonstrated in Figure 5.4.

The major advantage of CGSR is that it can greatly reduce the
routing table size compared to DV protocols. Only one entry is needed
for all nodes in the same cluster. Thus, the broadcast packet size of
the routing table is reduced. These features make a DV routing scale
to large network size. Although an additional cluster member table
is required at each node, its size is only decided by the number of
clusters in the network. The drawback of CGSR is the difficulty of
maintaining the cluster structure in a mobile environment. The LCC
clustering algorithm introduces additional overhead and complexity
in the formation and maintenance of clusters.

5.4.2.2 Hierarchical State Routing
Hierarchical State Routing (HSR) (see Figure 5.5) is a multilevel
clustering-based LS routing protocol.40 HSR maintains a logical

Source

Clusterhead node Gateway node Internal node

Destination

Figure 5.4 CGSR routing: showing a data path from source to destination.
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Figure 5.5 HSR: an example of multilevel clustering.

hierarchical topology by using the clustering scheme recursively.
Nodes at the same logical level are grouped into clusters. The elected
clusterheads at the lower level become members of the next higher
level. These new members, in turn, organize themselves in clusters, and
so on. The goal of clustering is to reduce routing overhead (i.e., routing
table storage, processing, and transmission) at each level. An example
of a three-level hierarchical structure is demonstrated in Figure 5.5.
Generally, there are three kinds of nodes in a cluster: clusterheads
(e.g., nodes 1, 2, 3, and 4), gateways (e.g., nodes 6, 7, 8, and 11), and
internal nodes (e.g., nodes 5, 9, 10, and 12). A clusterhead acts as a
local coordinator for transmissions within the cluster.

HSR is based on LS routing. At the first level of clustering (also the
physical level), each node monitors the state of the link to each neigh-
bor (i.e., link up/down and possibly QoS parameters, e.g., bandwidth)
and broadcasts it within the cluster. The clusterhead summarizes LS
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information within its cluster and propagates it to the neighbor clus-
terheads (via the gateways). The knowledge of connectivity between
neighbor clusterheads leads to the formation of level 2 clusters. For
example, as shown in Figure 5.5, neighbor clusterheads 1 and 2 become
members of the level 2 cluster C2. LS entries at level 2 nodes contain
the “virtual” links in C2. A virtual link between neighbor nodes 1 and 2
consists of the level 1 path from clusterhead 1 to clusterhead 2 through
gateway 6. The virtual link can be viewed as a “tunnel” implemented
through lower level nodes. Applying the aforementioned clustering
procedure recursively, new clusterheads are elected at each level and
become members of the higher level cluster. If QoS parameters are
required, the clusterheads will summarize the information from the
level they belong to and carry it into the higher level. After obtaining
the LS information at one level, each virtual node floods it down to
nodes of the lower level clusters. As a result, each physical node has
“hierarchical” topology information through the hierarchical address
of each node (described below), as opposed to a full topology view as
in flat LS schemes.

The hierarchy so developed requires a new address for each node,
the hierarchical address. The node labels from 1 to 12 shown in
Figure 5.5 (at level = 1) are physical (e.g., MAC layer) addresses. They
are hardwired and unique to each node. In HSR, the Hierarchical ID
(HID) of a node is defined as the sequence of MAC addresses of the
nodes on the path that starts from the top hierarchy to the node itself.
For example, in Figure 5.5 the top of the hierarchy is node 1, and
the hierarchical address of node 5, HID(5), is the path from node 1 to
node 5, i.e., <1� 1� 5>. Likewise, HID (10) =<3� 3� 10>. The advantage
of this hierarchical address scheme is that each node can dynamically
and locally update its own HID upon receiving the routing updates
from the nodes higher up in the hierarchy. The hierarchical address
is sufficient to deliver a packet to its destination from anywhere in
the network using HSR tables. Gateway nodes can communicate with
multiple clusterheads and thus can be reached from the top hierarchy
via multiple paths. Consequently, a gateway has multiple hierarchi-
cal addresses, similar to a router in the wired Internet, equipped with
multiple subnet addresses. These benefits come at the cost of longer
(hierarchical) addresses and frequent updates of the cluster hierarchy
and the hierarchical addresses as nodes move. In principle, a contin-
uously changing hierarchical address makes it difficult to locate and
keep track of nodes.
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5.4.2.3 Zone Routing Protocol
The Zone Routing Protocol (ZRP)26 is a hybrid routing protocol that
combines both proactive and on-demand routing strategies and ben-
efits from advantages of both types. The basic idea is that each node
has a predefined zone centered at itself in terms of number of hops.
For nodes within the zone, it uses proactive routing protocols to
maintain routing information. For those nodes outside of its zone, it
does not maintain routing information in a permanent base. Instead,
on-demand routing strategy is adopted when interzone connections
are required.

The ZRP protocol consists of three components. Within the zone,
proactive Intrazone Routing Protocol (IARP) is used to maintain routing
information. IARP can be any LS routing or DV routing depending
on the implementation. For nodes outside the zone, reactive Inter-
zone Routing Protocol (IERP) is performed. IERP uses the route query
(RREQ)/route reply (RREP) packets to discover a route in a way similar
to typical on-demand routing protocols. IARP always provides a route
to nodes within a node’s zone. When the intended destination is not
known at a node (i.e., not in its IARP routing table), that node must be
outside of its zone. Thus, an RREQ packet is broadcast via the nodes
on the border of the zone. Such an RREQ broadcast is called Bordercast
Resolution Protocol (BRP). Route queries are only broadcast from one
node’s border nodes to other border nodes until one node knows the
exact path to the destination node (i.e., the destination is within its
zone). The hybrid proactive/reactive scheme limits the proactive over-
head to only the size of the zone and the reactive search overhead to
only selected border nodes. However, potential inefficiency may occur
when flooding of the RREQ packets goes through the entire network.

5.4.2.4 Landmark Ad Hoc Routing Protocol
Landmark ad hoc routing protocol (LANMAR)17�18 is designed for an
ad hoc network that exhibits group mobility. Namely, one can identify
logical subnets in which the members have a commonality of interests
and are likely to move as a group (e.g., a brigade or tank battalion in
the battlefield). LANMAR uses an IP-like address consisting of a group
ID (or subnet ID) and a host ID: <GroupID� HostID>. LANMAR uses
the notion of landmarks to keep track of such logical groups. Each
logical group has one dynamically elected node serving as a landmark.
A global DV mechanism (e.g., Destination-Sequenced Distance-Vector
[DSDV]15) propagates the routing information about all the landmarks
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in the entire network. Furthermore, LANMAR works in symbiosis with
a local scope routing scheme. The local routing scheme can use the flat
proactive protocols mentioned previously (e.g., FSR). FSR maintains
detailed routing information for nodes within a given scope D (i.e.,
FSR updates propagate only up to hop distance D). As a result, each
node has detailed topology information about nodes within its local
scope and has a distance and routing vector to all landmarks. When
a node needs to relay a packet to a destination within its scope, it
uses the FSR routing tables directly. Otherwise, the packet will be
routed toward the landmark corresponding to the destination’s logical
subnet, which is read from the logical address carried in the packet
header. When the packet arrives within the scope of the destination,
it is routed using local tables (that contain the destination), possibly
without going through the landmark.

LANMAR reduces both routing table size and control overhead
effectively through the truncated local routing table and “summa-
rized” routing information for remote groups of nodes. In general, by
adopting different local routing schemes,30 LANMAR provides a flex-
ible routing framework for scalable routing while still preserving the
benefits introduced by the associated local scope routing scheme.

Comparisons of Hierarchical Routing Protocols
Table 5.2 summarizes the features of the four hierarchical routing
protocols. In the table, N is the total number of mobile nodes in the
network; M is the average number of nodes in a cluster; and L is the
average number of nodes in a node’s local scope, which is used by
both ZRP and LANMAR and is given here an identical scope size (r
hops). The difference between M and L is that M usually only includes
one-hop nodes, while L includes nodes up to r hops. Also, in Table 5.2,
H is the number of hierarchical levels of HSR, and G is the number
of logical groups in LANMAR. The number of communication pairs
is denoted as e. The storage and communication complexity have the
same definitions as given in an earlier section.

The explicit hierarchical protocols CGSR and HSR force a path to
go through some critical nodes like clusterheads and gateways, leading
to possibly suboptimal paths. The two implicitly hierarchical proto-
cols ZRP and LANMAR use a shortest path algorithm at each node.
However, LANMAR guarantees shortest paths only when destinations
are within the scope. For remote nodes, though data packets are first
routed toward remote landmarks through shortest paths, extra hops
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Table 5.2 Characteristics of hierarchical routing protocols.

CGSR HSR ZRP LANMAR

Hierarchy Explicit
two levels

Explicit
multiple
levels

Implicit
two levels

Implicit two
levels

Routing
philosophy

Proactive,
DV

Proactive, LS Hybrid,
DV and LS

Proactive,
DV and LS

Loop-free Yes Yes Yes Yes

Routing
metric

Via critical
nodes

Via critical
nodes

Local
shortest
path

Local
shortest
path

Critical
nodes

Yes
(clusterhead)

Yes
(clusterhead)

No Yes
(landmark)

Storage
complexity

O�N/M� O�M∗H� O�L�+O�e� O�L�+O�G�

Comm.
complexity

O�N� O�M∗H� O�N� O�N�

may be traveled before a destination is hit. Similarly, ZRP does not
provide an overall optimized shortest path if the destination has to be
found through IERP.

CGSR maintains two tables at each node: a cluster member table
and a routing table. The routing table contains one route to each
cluster (actually clusterhead). Its storage complexity is O�N/M�. For the
cluster member table, again, only one entry is needed for each cluster.
Thus, the storage complexity of CGSR is O�N/M�. In HSR, nodes at
different levels have different storage requirements. The worst case
occurs at the top level. The top-level nodes have to maintain a routing
table of its clusters at each level. Thus, its storage complexity is O�M ×
H�. ZRP has separate tables for IARP and IERP. IARP is proactive and its
storage complexity is O�L�. IERP is reactive routing; thus, the table size
depends on the traffic pattern, leading to storage on the order of O�L�+
O�e�. In LANMAR routing, each node also keeps two routing tables.
One is a local routing table keeping track of all nodes in the scope. The
other is a DV routing table maintaining paths to all landmarks. Thus,
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its storage complexity is O�L�+O�G�. Usually, the number of groups
�G� is small (comparing to network size N). For example, for a simple
network with equal partitions, when group size is 25 nodes, a 100-node
network has 4 groups, and 1000-node network generates 40 groups.

The communication complexity of CGSR is O�N�, since the routing
table and cluster member table have to be propagated throughout the
whole network. Link updates in HSR are propagated along the hierar-
chical tree. In the worst case, if the top-level clusterhead is changed,
corresponding worst case communication complexity is O�M ×H�. The
worst case in ZRP occurs when a link change requires rediscovery of
a new route over the entire network; thus, the communication com-
plexity is O�N�. In LANMAR, though the local proactive protocol has a
communication complexity on the order of O�L�, the total complexity
is still O�N� as the landmark DVs have to be propagated throughout
the whole network.

The comparisons of the storage and communication complexities
show that hierarchical routing protocols maintain smaller routing
tables compared to flat proactive routing protocols. Even though the
basic protocols have an equivalent communication complexity as in
flat routing, routing overhead is greatly reduced because a smaller mes-
sage size is used. For example in HSR, the storage O�M × H� can be
expressed as O�M × log N/ log M� (because the total number of nodes
N can be expressed as O�MH�), and the routing overhead is O��M ×
log N/ log M�2�. In LANMAR, the routing overhead is O��L + G� × N�.
Both are smaller than O�N2� in flat LS routing. The reduction in over-
head greatly improves hierarchical routing protocol scalability to large
network sizes.

However, in the face of mobility, explicit cluster-based hierarchical
protocols will induce additional overhead in order to maintain the
hierarchical structure. HSR further requires complex management for
HID registrations and translations.41 This will not be the case for the
“implicitly hierarchical” ZRP and LANMAR.

Both ZRP and LANMAR use proactive routing for local operations.
However, they differ in outside scope routing. ZRP adopts an on-
demand scheme, and LANMAR uses a proactive scheme. Thus, when
network size increases and destinations are more likely to be outside
the local scope, ZRP’s behavior becomes similar to on-demand routing
with unpredictable large overhead, while LANMAR has the advantage
that the landmark DV is small and grows slowly. LANMAR greatly
improves routing scalability to large MANETs. The main limitation of
LANMAR is the assumption of group mobility.
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5.4.3 Geographic Position Information Assisted Routing

The advances in the development of GPS nowadays make it possible
to provide location information with a precision within a few meters.
It also provides universal timing. While location information can be
used for directional routing in distributed ad hoc systems, the uni-
versal clock can provide global synchronizing among GPS-equipped
nodes. Research has shown that geographical location information
can improve routing performance in ad hoc networks. Additional care
must be taken into account in a mobile environment, because loca-
tions may not be accurate by the time the information is used. All the
protocols surveyed below assume that the nodes know their positions.

5.4.3.1 Geographic Addressing and Routing
Geographic Addressing and Routing (GeoCast)42 allows messages to
be sent to all nodes in a specific geographical area using geographic
information instead of logical node addresses. A geographic desti-
nation address is expressed in three ways: point, circle (with center
point and radius), and polygon (a list of points, e.g., P�1�� P�2�� � � � �
P�n − 1�� P�n�� P�1�). A point is represented by geographic coordi-
nates (latitude and longitude). When the destination of a message
is a polygon or circle, every node within the geographic region
of the polygon/circle will receive the message. A geographic router
(GeoRouter) calculates its service area (geographic area it serves) as the
union of the geographic areas covered by the networks attached to
it (Figure 5.6). This service area is approximated by a single closed
polygon. GeoRouters exchange service area polygons to build routing
tables. This approach builds a hierarchical structure (possibly wireless)
consisting of GeoRouters. The end users can move freely about the
network.

Data communication starts from a computer host capable of receiv-
ing and sending geographic messages (GeoHost). Data packets are then
sent to the local GeoNode (residing in each subnet), which is respon-
sible for forwarding the packets to the local GeoRouter. A GeoRouter
first checks whether its service area intersects the destination polygon.
As long as a part of the destination area is not covered, the GeoRouter
sends a copy of the packet to its parent router for further routing
beyond its own service area. Then it checks the service area of its child
routers for a possible intersection. All the child routers intersecting the
target area are sent a copy of the packet. When a router’s service area
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Figure 5.6 An example of GeoCast.

falls within the target area, the router picks up the packet and forwards
it to the GeoNodes attached to it. Figure 5.6 illustrates the procedure
of routing over GeoRouters.

As GeoCast is designed for group reception, multicast groups for
receiving geographic messages are maintained at the GeoNodes. The
incoming geographic messages are stored for a lifetime (determined
by the sender), and during that time, they are multicast periodically
through an assigned multicast address. Clients at GeoHosts tune into
the appropriate multicast address to receive the messages.

5.4.3.2 Location-Aided Routing
The Location-Aided Routing (LAR) protocol presented in Ko and
Vaidya43 is an on-demand protocol based on source routing. The pro-
tocol utilizes location information to limit the area for discovering a
new route to a smaller request zone. As a consequence, the number of
route request messages is reduced.

The operation of LAR is similar to DSR.14 Using location informa-
tion, LAR performs the route discovery through limited flooding (i.e.,
floods the requests to a request zone). Only nodes in the request zone
will forward route requests. LAR provides two schemes to determine
the request zone.

• Scheme 1: The source estimates a circular area (expected zone) in
which the destination is expected to be found at the current time.
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Figure 5.7 LAR: limited flooding of route request: (a) Scheme 1, expected
zone; (b) Scheme 2, closer distances.

The position and size of the circle are calculated based on the
knowledge of the previous destination location, the time instant
associated with the previous location record, and the average mov-
ing speed of the destination. The smallest rectangular region that
includes the expected zone and the source is the request zone
(Figure 5.7(a)). The coordinates of the four corners of the zone are
attached to a route request by the source. During the route request
flood, only nodes inside the request zone forward the request
message.

• Scheme 2: The source calculates the distance to the destination
based on the destination location known to it. This distance, along
with the destination location, is included in a route request mes-
sage and sent to neighbors. When a node receives the request, it
calculates its distance to the destination. A node will relay a request
message only if its distance to the destination is less than or equal
to the distance included in the request message. For example, in
Figure 5.7(b), nodes I and J will forward the requests from S. Before a
node relays the request, it updates the distance field in the message
with its own distance to the destination.

5.4.3.3 Distance Routing Effect Algorithm for Mobility
Distance Routing Effect Algorithm for Mobility (DREAM)44 is a proac-
tive routing protocol using location information. It provides dis-
tributed, loop-free, multipath routing and is able to adapt to mobility.
It minimizes the routing overhead by using two new principles for
the routing update frequency and message lifetime. The principles are
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distance effect and mobility rate. With the distance effect, the greater
the distance separating two nodes, the slower they appear to be mov-
ing with respect to each other. With the mobility rate, the faster a
node moves, the more frequently it needs to advertise its new loca-
tion. Using the location information obtained from GPS, each node
can realize the two principles in routing.

In DREAM, each node maintains a location table (LT). The table
records locations of all the nodes. Each node periodically broadcasts
control packets to inform all other nodes of its location. The distance
effect is realized by sending more frequently to nodes that are more
closely positioned. In addition, the frequency of sending a control
packet is adjusted based on its moving speed.

With the location information stored at routing tables, data packets
are partially flooded to nodes in the direction of the destination. The
source first calculates the direction toward the destination, and then
it selects a set of one-hop neighbors that are located in the direction.
If this set is empty, the data is flooded to the entire network. Other-
wise, the set is enclosed in the data header and transmitted with the
data. Only nodes specified in the header are qualified to receive and
process the data packet. They repeat the same procedure by selecting
their own set of one-hop neighbors, updating the data header, and
sending the packet out. If the selected set is empty, the data packet is
dropped. When the destination receives the data, it responds with an
Acknowledgment (ACK) to the source in a similar way. However, the
destination will not issue an ACK if the data is received via flooding. If
the source does not receive an ACK for data sent through a designated
set of nodes, it retransmits the data again by pure flooding.

5.4.3.4 Greedy Perimeter Stateless Routing
Greedy Perimeter Stateless Routing (GPSR)45 is a routing protocol that
uses only neighbor location information in forwarding data packets. It
requires only a small amount of per-node routing state, has low routing
message complexity, and works best for dense wireless networks. In
GPSR, beacon messages are periodically broadcast at each node to
inform its neighbors of its position, which results in minimized one-
hop-only topology information at each node. To further reduce the
beacon overhead, the position information is piggybacked in all the
data packets a node sends. GPSR assumes that sources can determine
through separate means the location of destinations and can include
such locations in the data packet header. A node makes forwarding
decisions based on the relative position of destination and neighbors.
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GPSR uses two data forwarding schemes: greedy forwarding and
perimeter forwarding. The former is the primary forwarding strategy,
while the latter is used in regions where the primary one fails. Greedy
forwarding works this way: when a node receives a packet with the
destination’s location, it chooses from its neighbors the node that is
geographically closest to the destination and then forwards the data
packet to it. This local optimal choice repeats at each intermediate
node until the destination is reached. When a packet reaches a dead
end (i.e., a node whose neighbors are all farther away from the desti-
nation than itself), perimeter forwarding is performed.

Before performing the perimeter forwarding, the forwarding node
needs to calculate a relative neighborhood graph (RNG), that is, for all
the neighbor nodes, the following inequality holds:

∀w �= u� v � d�u� v� ≤ max�d�u� w�� d�v� w��� (5.1)

where u, v, and w are nodes, and d�u� v� is the distance of edge �u� v�.
A distributed algorithm of removing edges violating inequality 1 from
the original neighbor list yields a network without crossing links and
retaining connectivity.

Perimeter forwarding traverses the RNG using the right-hand rule
hop by hop along the perimeter of the region. During perimeter for-
warding, if the packet reaches a location that is closer to the destination
than the position where the previous greedy forwarding of the packet
failed, the greedy process is resumed. Possible loops during perimeter
forwarding occur when the destination is not reachable. These will be
detected, and the packets will be dropped. In the worst case, GPSR will
possibly generate a very long path before a loop is detected.

Comparisons of Geographic Position Assisted Routing
With the knowledge of node locations, routing can be more effective
and scalable in the realm of routing philosophy at the cost of the
overhead incurred by exchanging coordinates. Key characteristics and
properties of the protocols are summarized in Table 5.3. The same
notations used in previous tables are used here.

GeoCast integrates the physical location into routing and address-
ing in the network design and provides effective group communication
to a geographic region. The hierarchical arrangement of GeoRouters
based on the nested service areas reduces the size of the routing tables.
LAR inherits the bandwidth saving of on-demand routing when there
is no data to send. Moreover, it reduces DSR overhead by restricting
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Table 5.3 Characteristics of GPS assisted routing.

GeoCast LAR DREAM GPSR

Support
location
propagation

Yes Yes Yes No

Data
forwarding
by location

Yes No Yes Yes

Routing
philosophy

Proactive On-demand Proactive Proactive
(beacons only)

Sensitive to
mobility

No Yes No No

Routing
metric

Shortest
path

Shortest
path

Shortest
path

Closest
distance

Loop-free Yes Yes Yes No

Worst case
exists

No Yes (full
flooding)

No Yes (loops and
longer paths)

Multiple
receivers

Yes No No No

Storage
complexity

O�N� O�N� O�N� O�M�

Comm.
complexity

O�N� O�e� O�N� O�M�

the propagation of route request packets. However, when no path is
available within the limited request zone or when location informa-
tion is obsolete, LAR reverts to DSR’s full area flooding. Geographic
information is used only in flood reduction during route discovery.
DREAM adopts a pure proactive approach for location updates at each
node. It makes data forwarding decisions based on the geographic
information carried by the data packet. Partial flooding of the data
packet toward the direction of the destination results in multipath
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forwarding of copies of the original packets to the destination. This
multiple delivery increases the probability of reception and protects
DREAM from mobility. Both LAR and DREAM involve network-wise
flooding to obtain location information. Thus, the control overhead
increases when the network grows.

GPSR decouples geographic forwarding from location services. The
routing overhead is limited to only periodic beacon massages and a
small table for neighbor locations (compared to GeoCast and DREAM,
where tables contain all the nodes in the network). Thus, GPSR
achieves its scalability by being insensitive to the number of nodes
in the network. However, additional overhead for location services
(including location registration and location database lookup) must be
considered when GPSR is used. Overhead is usually restricted because
only destinations need to register to the location database and only
sources need to query the database. Also, lookup is performed only
once at the time communication starts. Ongoing connections will
exchange location updates through the data packet headers. A scalable
location lookup scheme can be found in Li et al.46

5.5 The MINUTEMAN Project

In the previous section several advanced, scalable routing protocols
were presented. In the sequel, we will apply such protocols to the
automated, digitized battlefield scenario. We already introduced this
scenario in Section 5.2.1. In this section we further elaborate on it
by providing a case study of automated battlefield networking in the
context of the MINUTEMAN project at UCLA, Henry Samueli School
of Engineering and Applied Sciences. This project was funded by the
Office of Naval Research from 2000 to 2005 and was an ideal testing
ground for scalable routing schemes. The main goal of the MINUTE-
MAN project was to develop the concept and initial prototype of an
agile, dynamic Internet in the Sky architecture that could support the
demanding communications requirements of the agents and could
deliver the “forward power” of the unmanned missions. Here, we
briefly describe the challenges that such an Internet in the Sky design
poses in the face of the unique requirements of the unmanned mis-
sions. We also outline the innovative solutions developed to meet
such challenges. Incidentally, many of the results reported here which
relate to autonomous networking, scalable routing, UAV/UGV back-
bones, resilience to attacks, and real-time traffic support are directly
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applicable also to Homeland Defense scenarios and Urban Warfare
situations.

The first challenge is to handle agent mobility, which may vary
from the roving speed of the UAGs all the way to the hundreds of miles
per hour speed of airborne assets (UAVs) during an attack mission.
The traditional Mobile IP approach will not scale to a large number
of mobile agents, high speeds, and pervasive mobility: the registration
of the mobile with Foreign Agents introduces excessive overhead, and
the rerouting via Home Agent and Foreign Agent becomes impractical.
The approach is to embed mobility support at OSI layer 2, using ad
hoc networking and ad hoc routing, below IP (we still retain, however,
the Mobile IP paradigm for communications with the wired Inter-
net). Moreover, we exploit the fact that agents typically move in and
achieve scalability by keeping track of group rather than individual
movements. The scalable approach to group mobility management
and routing has been implemented in the LANMAR architecture.18

For the MBN, the LANMAR architecture has been extended to large
node populations and large geographical distances using multilayering
(i.e., backbone) concepts. LANMAR results for representative scenarios
will be shown. Moreover, LANMAR will be shown to maintain robust,
resilient, rapidly restored, nearly optimal (in terms of path length)
connectivity in the face of agent mobility.

The robust, all-time connectivity provided by LANMAR is critical,
but it is not sufficient to carry out successful missions. The UAVs gath-
ering intelligence at the forefront must be able to transmit multimedia
(e.g., compressed video) streams with bandwidth guarantees across the
backbone network to other clusters of mobile agents preparing the
attack or to the commander on the ship. Thus, a second important
challenge for the airborne Internet is to support QoS in terms of band-
width, response time delay, and delay variation. This project has taken
a multilayer approach to QoS that includes backbone beam forming at
the radio layer, MAC layer scheduling, network layer QoS routing, Call
Acceptance Control, and backbone path pinning by means of label
switched paths and Multi Protocol Label Switching (MPLS). MPLS is
used only on the relatively stable backbone. It provides the flexibil-
ity to forward individual and/or aggregated flows on QoS compliant
multiple paths selected by the QoS routing algorithm, overcoming the
limitations of traditional shortest path routing. These concepts are
implemented in the “MBN” architecture that builds upon the LAN-
MAR connectivity management and provides QoS where needed. QoS
support requires the allocation and “alignment” of several network
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resources (e.g., backbone UAVs in strategic positions). If the UAVs are
destroyed or reassigned to a more critical mission, QoS will be grace-
fully degraded.

A third critical requirement is to dynamically adjust to envi-
ronment changes that are due either to natural causes (e.g., radio
propagation irregularities, fading, mobility, obstacles, battery power
depletion, etc.) or to adversary actions (e.g., UAV destruction, radio
jamming, etc.). In view of such abrupt and often unpredictable
changes, network protocols and applications must react in concert and
must adaptively readjust to the new situation. We will discuss in the
sequel various adaptive protocol features (both intra- and interlayer)
that were designed specifically to address these changes. Moreover, the
total unpredictability of these changes makes it impossible to provide
“guaranteed” QoS, as it is generally done in commercial networks.
Instead, the concept of guaranteed QoS is replaced by that of “adap-
tively renegotiable” QoS. Particular attention is given in this project
to the adjustment of compressed video (say, MPEG 4) parameters in
order to make the best use of the existing network resources.

Dynamic adaptation is also required in the assembly of resources
to launch a mission and to track its progress. In this respect, the
unique feature of the unmanned agent system is that some agents
can support multiple functions. For example, an UAV can be used for
communications, as a node of the MBN as well as for intelligence, to
gather video and images as part of a scouting mission. Thus, planning
a mission requires the allocation of limited resources and possibly the
“reallocation” of resources from background missions to top priority
missions. Monitoring and dynamic reallocation of resources based on
time changing priorities, along with QoS renegotiation, are performed
by a distributed, systems wide Adaptive Resource Monitoring and Man-
agement System. This system permits the various battlefield resources
(from communications to CPU power, memory, and databases) to
dynamically reallocate across multiple simultaneous missions in the
most efficient manner.

Advanced applications such as Automatic Target Recognition (ATR)
require the gathering of video and sensor information from vast areas
in the battlefield in order to determine the presence and type of targets.
This information must be received with extremely tight accuracy and
time constraints in order, say, to execute a successful strike mission.
Brute force scanning of the entire area may not be feasible; it may
require too much time given the available UAV and sensor assets.
In order to accomplish the goal within the required constraints, a
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distributed information database provides global information about
assets in the battlefield, as well as video and images captured during
routine surveillance. The information database can effectively “guide”
UAV teams in the search of critical areas. It also can supplement the
UAV and sensor image data with stored information, thus reducing the
time to target detection and recognition. The maintenance of a timely
and accurate information database in the battlefield poses several new
challenges, including a distributed, fault tolerant implementation; the
ability to answer queries with a variable degree of accuracy depending
on time constraints; and a careful tradeoff between the background
refresh rate (and thus accuracy) and the use of limited communications
and sensor resources.

The dynamic adaptation to unpredictable, hostile environments
requires the support of advanced, programmable radios and of
adaptive modulation and channel encoding schemes. The goal here
is to achieve the best use of the available spectrum while providing
the radio range, beam directivity, and channel quality required by the
upper protocol layers. An important contribution of this project is the
development of “modular” radios that utilize advanced MIMO and
OFDM techniques and that can be dynamically reconfigured to fit
the needs of an extremely broad range of platforms, from low power
stationary sensors to fast flying UAVs with video capture and trans-
mission.

Finally, the demonstration of a highly adaptive suite of protocols is
itself a challenge. It does not suffice to demonstrate each component
in isolation; the key is the successful interoperation of the components
and the cooperative, interlayer adaptation to unpredictable changes
in the environment. To this end, the MINUTEMAN project leverages
a “hybrid” simulator capability that allows a widely ranging set
of configuration parameters (number of nodes, speeds, etc.) to inter-
face “real” applications to simulated innercore network protocols. The
hybrid simulation testbed is an essential “expander” of the hardware
testbed, which is by practical necessity limited in number, speed, and
geographic scope.

In summary, the adaptive, unmanned agent Internet in the Sky
project requires an unprecedented degree of adaptivity in the design
of the various protocol layers, from radio to applications, and the
development of new adaptive middleware and new hybrid simulation
techniques for testbed deployment and evaluation. As the trend in
modern communications systems, both military and civilian, is to
become increasingly more complex, autonomous, and “adaptive,” the
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MINUTEMAN innovative solutions can be effectively transferred to
several related application domains.

5.6 Scalable Routing in MINUTEMAN

Usually, a MANET is assumed to be flat and homogeneous. However, a
flat ad hoc network has poor scalability.1�2�11 In Gupta and Kumar,1 the-
oretical analysis implies that even under the optimal circumstances,
the throughput for each node declines rapidly toward zero, while
the number of nodes is increased. This is proved in an experimen-
tal study of scaling laws in ad hoc networks employing IEEE 802.11
radios presented in Gupta, Gray, and Kumar.2 The measured per node
throughput declines much faster in the real testbed than in theory.
Simulation results in Das, Perkins, and Royer10 also demonstrated that
while routing protocols are applied, their control overhead consumes
most available bandwidth when the traffic is heavy. Besides limitation
of available bandwidth, the “many hop” paths in a large-scale network
are prone to break and cause many packet drops. Packet drop can be
treated as a waste of bandwidth and can worsen network performance.
All these issues prevent the flat ad hoc network from scaling to large
scale. Thus, a new methodology is needed for building a large-scale ad
hoc network. An emerging promising solution is to build a physically
hierarchical ad hoc network and mobile wireless backbones.

The hierarchical ad hoc network structure employed in MINUTE-
MAN makes use of mobile backbones (MBN). A general illustration of
a two-level MBN is given in Figure 5.8. Among the mobile nodes, some
nodes, named backbone nodes (BNs), have an additional powerful radio
to establish wireless links among themselves. Thus, they form a higher

BN
Backbone network 

Figure 5.8 General model of a two-level MBN.
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level network called a backbone network. Since the BNs are also mov-
ing and join or leave the backbone network dynamically, the backbone
network is just another hoc network running in a different radio level.
Multiple level MBNs can be formed recursively in the same way.

Three critical issues are involved in building such an MBN: (1) the
optimal number of BNs, (2) BN deployment, and (3) routing. Assuming
that the number of BNs has been determined, the second important
issue is how to deploy them in the field. The main challenges in carry-
ing out an efficient deployment are mobility and BN failures. Using a
clustering scheme to elect the BNs is a natural choice, since clustering
has been widely used in the past to partition nodes into small sets and
to form hierarchical networks.6�7 However, a major drawback of cur-
rent clustering schemes is cluster instability in the face of mobility.6

Unstable clusters lead to frequent clusterhead changes and thus BN
changes. The backbone topology would then be too dynamic to be
tracked by routing and too unpredictable to be relied upon for QoS
support. In the sequel, we present a novel, fully distributed clustering
scheme that achieves good stability.

Routing also critically affects the hierarchical network performance.
Simply stated, routing must utilize the wireless backbone links effi-
ciently. The main challenge that sets wireless networks apart from
the wired Internet is mobility: in an Internet-like routing scheme,
address prefixes would need to be continuously changed as nodes
move! The overhead associated with address management would eas-
ily offset the routing control traffic and routing table size reductions
offered by the hierarchical structure. LANMAR has proven to be a
very effective scheme in large networks with group mobility.17�18 In
the MINUTEMAN project, LANMAR is extended to the MBN archi-
tecture. The extended version retains the simplicity of the traditional
flat scheme. Yet, it preserves all the typical backbone strategy ben-
efits, namely, short paths to remote nodes, low end-to-end delay,
high quality links, augmented network capacity, and enhanced QoS
support. Moreover, LANMAR exploits the hierarchical structure by
reducing control overhead and propagating routing information more
promptly.

5.7 Backbone Node Deployment and Clustering

One way to deploy the backbone network is to precompute first the
optimal number of BNs required by the given initial node layout.
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Then, one distributes the BNs uniformly in the field at initialization.
However, this two-step procedure has two problems. First, the BNs
move; thus after a while, some BNs may collide or anyway interfere
with each other, while some areas may be uncovered. Second, BNs
may fail or even be destroyed. New BNs must be deployed to replace
the failed ones. A static, a priori allocation and deployment cannot
efficiently fulfill both requirements.

In MINUTEMAN the solution is to combine allocation (of num-
ber of BNs) and deployment by initially assigning redundant backbone
capable nodes and letting the election procedure choose the active
backbone set dynamically to meet the changing requirements. A node
is backbone capable if it has the physical radio capacity to communi-
cate with other BNs and join the backbone network. If the backbone
capable nodes are redundant, i.e., are in more ample supply than
strictly needed, only a subset of them joins the backbone at any given
time. The remaining candidates are kept as spare nodes. When one
BN is destroyed or moves out of a certain area, a new BN will be
dynamically selected from the backbone capable set to replace it. If
two BNs move too close to each other, one of them will give up its
backbone role.

The procedure to select BNs from capable nodes is totally distributed
and is called backbone election. It leads to the proper number of BNs
that uniformly cover the entire area. Clustering has been traditionally
used to select a subset of nodes.6�7 Here, we use clustering to create a
physical hierarchy. In the sequel, we briefly review some options and
then introduce our solution.

5.7.1 Random Competition-Based Clustering

Many clustering schemes have been proposed in the literature.3−6

Among them, the Lowest ID (LID) and Highest Degree (HD) algorithms
are widely used due to their simplicity. The detail of the two algo-
rithms can be found in Lin and Gerla3 and Gerla and Tsai.5 Previous
research in clustering mainly focuses on how to form clusters with a
good geographic distribution, such as minimum cluster overlap, etc.
However, stability is also an important criterion, especially when clus-
tering is used to support routing. In particular, in the MINUTEMAN
hierarchical structure, stability of BNs is a must. Previous clustering
schemes cannot meet such a requirement.
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Targeting both stability and simplicity, we have designed a new
scheme called Random Competition Clustering (RCC). The main idea
is that any candidate node, which currently does not belong to any
cluster, can initiate a cluster formation by broadcasting a packet to
claim itself as a clusterhead. The first node, which broadcasts such
a packet, will be elected as the cluster-head by its neighbors. All the
immediate neighbors, after hearing this broadcast, give up their right
to be a clusterhead and become members of the cluster. Clusterheads
have to periodically broadcast a clusterhead claim packet to maintain
their status. Since there is a delay from when one node broadcasts its
clusterhead claim packet to when this packet is heard by its neighbors,
several neighbor nodes may broadcast during this period. To reduce
such concurrent broadcasts, we introduce a random timer. Each node
defers a random time before its clusterhead claim. If it hears a clus-
terhead claim during this random time, it then gives up its broadcast.
The idea of “first claim node wins” (independently of ID number
or connectivity degree) was first proposed in the Passive Clustering
scheme in Gerla, Kwon, and Pei.8 The First Claim Wins scheme favors
the Clusterhead, which can be challenged only by preexisting Clus-
terheads. In Passive Clustering, clusters are formed on demand, when
user traffic is present. In the absence of traffic, the clusters are dis-
solved. Our scheme is active clustering (as the election is carried out
continuously in the background), but we nevertheless use the same
concepts of “first declaration” and explicit random timer. Of course,
the random timer cannot completely solve the concurrent broadcast
problem. When concurrent broadcast happens, we use the node ID
to solve the conflict. The node with the lower ID will become the
clusterhead.

The RCC scheme is more stable than traditional clustering schemes
such as LID and HD. In the LID scheme, when the clusterhead hears a
node with a lower ID, it will immediately give up its clusterhead role.
Similarly, in the HD scheme, when a node acquires more neighbors,
the cluster will also be reconfigured. Due to node mobility, such events
happen very frequently. In RCC, one node only gives up its clusterhead
position when another clusterhead moves near to it. Since clusterheads
are usually at least two hops away, clusters formed by RCC are much
more stable.

The low control overhead of RCC is clear. In the LID and HD clus-
tering schemes, each node has to know the complete information of
neighbor nodes. In our scheme, only the clusterheads need to broad-
cast a small control packet periodically. All other nodes just keep silent.
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5.7.2 Multihop Clustering

Usually, the clustering schemes are one-hop based, that is, the clus-
terhead can reach all members in one hop. This is not suitable for BN
election. One wants to control (and, in fact, optimize) the number of
elected BNs. To achieve this, we extend the basic clustering scheme so
that it creates K-hop clusters. Here, K hop means that a clusterhead
can reach any one of its members in at most K hops. By adjusting
the parameter K, we can approximately control the number of clus-
terheads. Bigger K means fewer clusterheads and thus fewer BNs.

In K-hop clustering, each node forwards the “claim” of its cluster-
head. From the claims received from the neighbors, a mobile node will
select the nearest clusterhead within K-hop scope. If there is no clus-
terhead within a K-hop scope, a node claims itself as a clusterhead after
deferring for a random time. In K-hop clustering, the probability of
competing clusterhead claims is relatively high due to the longer time
for propagating clusterhead claim packets K hops away. The random
time delay helps break ties.

5.8 Scalable Routing: LANMAR

After the BNs are elected, powerful backbone radios are used to con-
nect BNs and form a backbone network. Now, the critical issue is
routing. The backbone links among BNs provide “short cuts” and high
bandwidth. Routing must be able to exploit backbone links for remote
destinations. Moreover, since BNs may fail or even be destroyed, rout-
ing must be reliable and tolerant of such failures. The solution is based
on the LANMAR scheme introduced in Section 5.4.2.17�18 Here, we
extend LANMAR to include also the MBN, yet preserve its scalability
and fault tolerant properties.

5.8.1 LANMAR in the MBN

In the original LANMAR scheme, a packet is routed toward the corre-
sponding remote landmark along the (typically long) multihop path
advertised by the DV algorithm. The new scheme includes backbone
links. In this scenario, the min hop path will generally include some
of the backbone links. Thus, the basic LANMAR automatically and
“opportunistically” makes use of the backbone without requiring any
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specific modifications. In practice, the packet is routed to the nearest
BN. This local BN then forwards the packet to a remote BN near the
destination landmark via the backbone. Finally, the remote BN deliv-
ers the packet to the remote landmark or directly to the destination if
it is within its Fisheye scope. This greatly reduces the number of hops.
This procedure is illustrated in Figure 5.9. We can see that by utilizing
the backbone links, the 6 hop path is reduced to be 3 hops, a great
improvement! The landmarks are mapped to BNs (multiple mappings
are possible for fault tolerance). The route within the MBN is com-
puted by the MBN unique routing algorithm and may, in fact, satisfy
given QoS constraints.

A possible implementation of the MBN/LANMAR scheme is as fol-
lows. First, all mobile nodes, including BNs, run the original LANMAR
routing on the “local” links via short-range radios. This is the founda-
tion for falling back to flat multihop routing if the MBN fails. Second,
a BN periodically broadcasts its landmark map (i.e., the landmark dis-
tance vector) to neighbor BNs via the backbone links. The neighbor
BNs treat this packet as a normal landmark update packet. Since this
higher level path is usually shorter, it replaces the long multihop paths.
From landmark updates the ordinary nodes thus learn the best path to
the remote landmarks, including the paths that utilize the backbone
links. Each BN needs to record the radio interface to the next hop
on each advertised path in order to route packets through the correct
radios later. As discussed earlier, the routing within the MBN need not
be “shortest path”; it may, in fact, be QoS routing.

Important features of the proposed routing scheme are reliability
and fault tolerance. The ordinary nodes are prevented from knowing
the backbone links explicitly. The backbone links are automatically
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Figure 5.9 LANMAR routing in MBN.
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learned via routing broadcasts from BNs. Now, if a BN is destroyed, the
shorter paths advertised by this BN will soon expire. Then, new land-
mark information broadcast from other nodes will replace the expired
information. Thus, in the worst case, routing in this cluster goes back
to original landmark routing while other groups with BN support can
still benefit from the backbone “short cuts.” When all backbone capa-
ble nodes are disabled, the whole network again becomes a flat ad
hoc network running the original LANMAR routing, which can still
provide connectivity, albeit with lower performance (longer paths, no
QoS support).

In the past, we have described a very simple DSDV routing scheme
for the MBN, with omnidirectional antennas, neighbor discovery, and
DV routing support to landmarks. This scheme is sufficient to provide
short cut benefits across the backbone. More elaborate and efficient MBN
configurations (e.g., point-to-point links) and routing schemes (e.g., LS)
are currently being investigated in the MINUTEMAN project. With MBN
LS routing, each BN can advertise the landmarks within its reach. A BN
can then select the most cost-effective route within the backbone to the
intended destination. This makes QoS support possible.

5.8.2 Mobile IP Routing from the Internet

LANMAR is a MANET routing protocol. As such, it only supports routes
inside the ad hoc network. In order to route packets to/from the Global
Internet, other mechanisms are required. In particular, each node is
assigned an IP address (IPv4 or IPv6). This IP address is used by corre-
sponding nodes in the Global Internet to reach our mobile node using
Mobile IP via the Home Agent and the Foreign Agent (FA) architec-
ture. The FA is effectively a Name Server that provides the mapping
from IP address to LANMAR address. Mobile nodes refresh the Name
Server database periodically. They refresh immediately if they join a
new group. In IPv6 the local address field becomes the MANET address,
namely, the LANMAR address. This helps remove the inefficiencies of
Mobile IPv4 (tunneling and triangular routing).

5.9 Simulation Experiments

In this section, we evaluate the efficiency of the clustering and routing
solutions so far proposed. We use GlomoSim/Qualnet,16 a packet level
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network simulation platform for ad hoc networks based on the parallel
language PARSEC. We begin with the RCC algorithm. We compare
the stability of the RCC algorithm with the LID and HD algorithms.
Since we are targeting large-scale networks, we deploy 1000 mobile
nodes in a “terrain” of size 3200 × 3200 m. Each mobile node has an
IEEE 802.11 wireless radio with a transmission range of 175 m. The
Distributed Control Function (DCF) mode of IEEE 802.11 is used, and
the channel bandwidth is set to 2 Mbps. The node mobility model
is random waypoint mobility.14 In the simulation experiments, the
pause time is kept constant and equal to 30 seconds while speed is
varied to observe the stability of the clusters. The simulation time is
6 minutes for all runs.

The stability of clusters includes two parts: the stability of the clus-
terhead and the stability of the cluster members. These are measured
by two different metrics: average lifetime of a clusterhead and aver-
age membership time of a cluster member. In the MBN, the average
lifetime of a clusterhead is exactly the average lifetime of a BN. In
this simulation experiment, we only implement the basic clustering
scheme without considering the “gateway” node selection as in Lin
and Gerla3 and Gerla and Tsai.4

5.9.1 Cluster Stability

Usually, clustering is performed to form one-hop clusters. Thus, here
we compare the stability of one-hop clusters. Again, one hop means
that the clusterhead can reach all its members in one hop. The simu-
lation results are given in Figures 5.10 and 5.11.
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From Figures 5.10 and 5.11, the RCC algorithm is more stable than
the LID and HD algorithms in both low mobility and high mobility
scenarios.

5.9.2 Routing Algorithm Performance

In this section, we compare the LANMAR extension in MBN with
the original LANMAR routing and AODV,13 a popular reactive routing
protocol in the flat ad hoc network. The basic environment is kept the
same as in the clustering experiment, i.e., 1000 mobile nodes. Each
ordinary node has a small 802.11 wireless radio with a power range of
175 m and a channel bandwidth of 2 Mbps. The BNs have two 802.11
radios: one small radio the same as the ordinary nodes and one pow-
erful radio with a power range of 800 m and a channel bandwidth of
5 Mbps. The mobility model is “group mobility” as presented in Hong
et al.19 Thirty Continuous Bit Rate (CBR) source-destination pairs on top
of UDP (User Datagram Protocol) are used to generate the traffics. The
scope of backbone election is set to two hops. Node speed is increased
from 0 to 10 m/sec. Results are compared in Figures 5.12 and 5.13.

In Figures 5.12 and 5.13, LANMAR/MBN outperforms flat LANMAR
and AODV, especially when nodes move. This is because it utilizes
backbone links to reduce the number of hops from sources to destina-
tions. With mobility, the average end-to-end delay of AODV is greatly
increased. This is due to the reactive feature of AODV. For increas-
ing speed, links break and the path expires more frequently. AODV
then must delay packets as it searches for a new path from source to
destinations. In contrast, LANMAR and LANMAR/MBN are proactive.
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Thus, their delay is not affected significantly by speed. LANMAR in
MBN further reduces the delay using backbone links.

5.10 Related Work

The MINUTEMAN project has introduced a new concept in scalable
ad hoc network design, namely, the use of an MBN. Embedding the
backbone network in the original large-scale ad hoc network requires
two new provisions. One is the “clustering” scheme to select the num-
ber and location of the backbone nodes. The other is the routing in
the backbone. Prior work in both areas was reported in the literature.
Below we contrast the MINUTEMAN contributions to prior work.

In Gu et al.,12 routing in the UAV-based hierarchical structure
is investigated. Clustering is also used to select BNs. However,
only one-hop clustering is used (as opposed to K-hop clustering in
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MINUTEMAN). The routing scheme is fully folded onto the hierar-
chical structure, which centralizes the traffic from each cluster into
the corresponding BN, causing potential congestion and single-point-
failure problems. In contrast, LANMAR/MBN is fully decentralized,
with obvious advantages in terms of reliability and fault tolerance.

In Ko and Vaidya,9 a traditional reactive routing scheme is extended
to a hierarchical network. The scheme does provide reliability and fault
tolerance. However, LANMAR was shown to possess several advantages
over flat reactive routing. These advantages still persist when LAN-
MAR/MBN is implemented in a hierarchical structure. For example, the
reactive hierarchical scheme inherits the long delay of new path dis-
covery. Path discovery delay and end-to-end delay (for data packets)
will keep increasing, especially in high mobility. In contrast, the LAN-
MAR/MBN is proactive and bounded. It does not suffer such problems.

5.11 Conclusion

The main theme of this chapter is the design of ad hoc networks, with
a focus on the routing protocol and the need for scalable, robust solu-
tions. In the first part of the chapter, we reviewed a broad range of
ad hoc routing protocols and investigated their scalability and robust-
ness. We provided detailed descriptions and discussed the differences,
highlighting particular features that impact performance. No protocol
emerges as the winner for all scenarios. Rather, each protocol offers
different, competitive, and complementary advantages that make it
suitable for different applications and implementations. Indeed, this
is very appropriate given the current proliferation of ad hoc network
applications, from battlefield to homeland security, search and res-
cue, personal/group communications, and sensor networks, all with
very diversified requirements. In the future, researchers will face even
more challenges in the attempt to find the best match between the
properties of routing schemes on one hand and the network environ-
ment (radio and MAC configurations, propagation effect, interference,
etc.) and user demands on the other hand. In this extremely diverse
scenario there will be a need for routing protocols that are flexible
and capable of adapting to various population scales, traffic types
and patterns, security needs, and application domains. Some initial
proposals in this direction are emerging, for instance, routing proto-
cols that combine proactive and reactive features and that can exploit
geo-coordinates.
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In the second part of the chapter, we introduced the MINUTE-
MAN Internet in the Sky “case study.” This is a very significant study
as it is representative of the three major applications of ad hoc net-
working today, namely, battlefield, disaster recovery, and Homeland
Defense. We reviewed the critical issues involved in the development
of a scaleable routing protocol and in the deployment of an MBN.
The key novelty was, in fact, the presence of the MBN that must be
transparently discovered and properly exploited by routing. We pro-
posed a new stable clustering scheme to deploy the BNs. We also
proposed a LANMAR/MBN routing extension that operates efficiently
and transparently with the backbone network. Backbone links are
automatically selected by the routing scheme if they can reduce hop
distance to remote destinations. Fault tolerance and system reliabil-
ity are also targeted in the design, with very satisfactory results. In
essence, the proposed scheme combines the benefits of flat LANMAR
routing and physical network hierarchy. Simulation results using Par-
sec/GloMoSim platform show that the proposed scheme can establish
and operate an MBN effectively and efficiently. It can improve the
network performance significantly, and it is robust to failures.
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6
Sensor Networks

Martin Vetterli and Răzvan Cristescu

6.1 Introduction

6.1.1 Motivation

Consider a typical sensor network scenario,30 where sensors measure
a data field (e.g., temperature) and the results of their measurements
have to be transported across the network to a certain designated node
called the sink (see Figure 6.1). This is referred to as data gathering,
and it is a relevant problem in various sensor network settings, where
information from the network, in its coded form, is needed at a central
base station node for storage, monitoring, or control purposes.

We address this problem from a joint source–channel coding per-
spective, corresponding to the network layer. Given the statistical
structure of the correlated data field, we study the interactions between
the representation of the measured information and the network over
which this information needs to be transmitted. More specifically, the
information is represented by means of the rate allocation employed
for data coding at measuring nodes and the actual placement in the
field of those nodes. The transmission network is represented by its
graph structure, formed by the nodes inter-connections, on which
the information is transmitted to the central processor that needs
to reconstruct the data field. For quantifying these interactions, we
consider a set of relevant metrics: energy used for the transmission
and mean-square-error (MSE) distortion of the reconstruction. On one
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Figure 6.1 In this example, data from nodes X1�X2� � � � �XN need to arrive at
sink S. A rate supply Ri is allocated to each node Xi, and, in the case of lossy
coding, the distortion at that node is Di. Thick solid lines show a chosen tree
transmission structure. Thin dashed lines show the other possible links. The
path from node i to the sink is shown with arrows, and its weight is ci.

hand, the source to be coded is the correlated data field, and the task
of the coder is twofold: first, to properly sample the correlated data
field so that the result is a representation with a good accuracy; and
second, to allocate coding rates at the nodes such that data can be
reconstructed at the sink. Thus, in our setting, the source coder aims
at a proper representation of information at the network nodes, as a
function of the characteristics of the measured field and of the nodes’
positions with respect to each other. On the other hand, the channel
is the connectivity network formed by the nodes placed in the field.
The task of the channel coder is to find a proper transmission structure
(i.e., a subset of the edges of the connectivity graph) and/or a node
placement that optimizes the metric of interest. Both the source and
the channel coding tasks have to be done under various restrictions,
including energy and communication constraints.

∗

6.1.2 Measured Data and Network Characteristics

There are several important issues specific to sensor networks mea-
suring and transporting data.30 First, the measured data have certain

∗
Implicitly, we are using the assumption that the network is a bit-pipe and that sources will

be represented in a coded digital form. This level of abstraction makes the problem tractable,
but can be suboptimal in the wireless case, as demonstrated in Gastpar and Vetterli.
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redundancy characteristics. For instance, if the measured data are ran-
dom variables (e.g., temperature), the values at nodes are correlated,
and the data structure is given by the spatio-temporal correlation.

Second, the limited coverage and transmission capabilities of the
sensor nodes induce limited connectivity and communication pat-
terns in the network graph. Nodes usually have knowledge only about
other sensors situated in a limited neighborhood, so efficient joint
representation of data by groups of nodes has to be done in a decen-
tralized manner. Also, due to the battery energy limitations, most
nodes cannot send their data directly to the sink, and therefore, data
has to be relayed by other nodes. This implies that efficient rout-
ing is necessary, and moreover, it has to be decentralized as well.
Also, depending on the coding strategy that determines the amount
of internode communication, the task of data representation at nodes
may or may not separate from the task of routing that data across the
network.

Third, the actual node positions influence both the accuracy of the
measured data and the energy efficiency of the network. For instance,
placing most nodes close to the sink will improve their lifetime since
they only have to transmit data over small distances. However, this
will leave areas that are far from the sink uncovered, which means
high inaccuracy in the overall data measurement. On the contrary,
an even distribution of nodes over the measured field will provide a
good data accuracy, but at the same time, the energy consumption
will be large. Moreover, finding an optimized tradeoff has to take into
account both data representation and routing.

Finally, in the case of data gathering of spatio-temporal processes
under delay constraints, the network density influences the total dis-
tortion of reconstruction. A network with a small number of nodes
results in a high spatial distortion of approximation, but the temporal
distortion is small since data reaches the sink in a small number of
hops. On the contrary, a network with a large density has a low spatial
distortion, but the temporal distortion is high due to the large number
of hops to the sink.

6.1.3 Metrics

There are certain specific metrics of interest for this type of application,
namely, energy efficiency and accuracy of the data reconstruction at
the sink. In sensor networks, the energy efficiency of the network
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depends on both the rate allocation at nodes and the routing strategy
(the paths chosen to transmit the data). The energy consumed by
a node is usually proportional to the product �rate� × �path weight�,
where the [rate] term represents the data amount (in bits) sent by a
node, and the [path weight] is an increasing function of the Euclidean
distance between nodes (for instance, [Euclidean distance]�, where
� ∈ �2� 4� is the path-loss exponent).

The accuracy of data reconstruction depends on the distortion
allowed at measuring nodes and on the node placement and influ-
ences the data representation as well. Namely, the desired accuracy of
data representation at nodes determines the rate necessary to accom-
modate the corresponding distortion and thus how much energy is
needed to transmit that rate. Due to spatial representation reasons, the
accuracy is influenced by the node placement as well. Moreover, for
spatio-temporal processes, a delay represents an additional issue that
affects the accuracy of the reconstruction, since the timely arrival of
data reduces the total distortion.

To summarize, there is a strong interaction between data represen-
tation and routing and the metrics relevant for sensor network sce-
narios. This chapter presents the interaction among these important
parameters for designing practical, efficient, and accurate joint mea-
surement (source coding) and transmission (channel coding) strate-
gies. We show that a joint consideration of the source and channel
coding can result in significant improvements in terms of the metrics
of interest.

6.1.4 Related Work

Bounds on the performance of networks measuring correlated data
have been derived in Marco et al.,26 and Scaglione and Servetto.33

Progress towards practical implementation of Slepian-Wolf coding35

has been achieved in Aaron and Girod1 and Pradhan.31�32 However,
none of these works takes into consideration the cost of transmitting
the data over the links and the additional constraints that are imposed
on the rate allocation by the joint treatment of source coding and
transmission.

The problem of optimizing the transmission structure in the con-
text of sensor networks has been considered in Heinzelman21 and Lind-
sey and Raghavendra,24 where the [energy] and the �energy�× �delay�



Elsevier US 0Ch06-P369426 15-3-2006 11:41a.m.

6.1 Introduction 247

metric are studied, and where practical algorithms are proposed. But
in these studies, the correlation present in the data is not exploited
for the minimization of the metric.

Recent works that exploit correlation in the data in the context
of sensor networks include Barros, Peraki, and Servetto,2 Enachescu,15

and Pattem, Krishnamachari, and Govindan.28.
In Pattem, Krishnamachari, and Govindan,28 an empirical data cor-

relation model is used for a set of experimentally obtained data, and
the authors propose cluster-based tree structures shown to have a good
performance depending on the correlation level. The correlation func-
tion is derived as an approximation of the conditional entropy, and
the cost function is the sum of bits transmitted by the network.

In Enachescu et al.,15 a circular-coverage correlation model on a grid
is used, where correlation is modelled as a parameter proportional to
the area covered by a sensor. The authors provide randomized shortest
path aggregation trees with constant-ratio approximations.

Some examples of network flow with joint coding of correlated
sources under capacity constraints on the transmission links and
Slepian-Wolf constraints on the rates are studied in Barros, Peraki, and
Servetto,2 where trees are shown to perform suboptimally if splittable
flows are allowed.

We note that, in some scenarios, uncoded transmission is
optimal.18

A joint treatment of data aggregation and transmission structure
is considered in Goel and Estrin,20 but the model does not take into
account possible collaborations for joint coding among nodes. We
consider scenarios where joint source coding among nodes exploits
internode correlations by means of Slepian-Wolf coding, and we com-
pare this approach with coding by explicit communication, where
such collaborations are not allowed, and where coding is done by
using only available side information.

The rate-distortion region of coding with high resolution for arbi-
trarily correlated sources has been found in Zamir and Berger.37 We
focus on finding the optimal rate-distortion operation point when,
additionally, energy constraints are imposed.

An analysis of the impact of data irregularity on the spatio-temporal
sampling is done in Ganesan et al.,17 Our novel take on the problem
of data gathering of spatio-temporal processes is that we are able to
formulate the problem in terms of a unique performance measure,
namely, the total distortion.
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6.1.5 Main Contributions and Organization of the Chapter

The main contribution of this chapter is an unified treatment of data
representation, routing, and node placement in sensor networks for the
optimization of various metrics of interest. First, we consider energy
efficiency, and we show that, for data gathering of spatially correlated
processes, the task of data representation at nodes separates from the
transmission structure optimization. By using this separation result,
we are able to find the optimal transmission structure and the corre-
sponding rate-distortion allocation. Second, we consider the distortion
given by the total MSE of representation of the field at the sink for
energy efficient data gathering, which includes spatial and temporal dis-
tortions. We show that for spatio-temporally processes, in general, there
is an optimal network density that minimizes this distortion.

In Section 6.2 we review some of the main concepts and meth-
ods used in this chapter. In Section 6.3 we present the network,
transmission, and signal models analyzed in this work. Section 6.4
studies data gathering of spatially correlated, but temporally indepen-
dent and identically distributed (i.i.d.) random processes, namely, the
cases of lossless and high-resolution lossy coding, and addresses the
node placement problem. Section 6.5 studies data gathering of spatio-
temporally correlated processes. A performance measure of interest is
defined, namely, the total distortion; an analysis of this measure for
the one-dimensional grid is performed; and the model is generalized
for a two-dimensional grid. We conclude with Section 6.6.

6.2 Background

In this section we review some of the main concepts used in this
chapter.

The entropy is a measure of uncertainty of a random variable:6

H�X� = −∑x∈� p�x� log p�x�, where � is the discrete alphabet of X, and
p�·� is the probability distribution of X. Further, denote by H�X�Y� the
conditional entropy of a random variable X given that the random
variable Y is known.

Consider the problem of lossless coding of two random sources X1

and X2 that are correlated. Intuitively, each of the sources can code
their data at a rate equal to at least their corresponding entropies,
R1 = H�X1�, R2 = H�X2�, respectively. If they are able to communicate,
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then they can coordinate their coding and use together a total rate
of R1 +R2 = H�X1�X2�. Slepian and Wolf35 showed that two correlated
sources can be coded with a total rate equal to the joint entropy
H�X1�X2� even if they are not able to communicate with each other,
as long as their individual rates are at least equal to the conditional
entropies, H�X1�X2� and H�X2�X1�, respectively (the resulting Slepian-
Wolf rate region, formed by the achievable rate pairs �R1� R2�, is shown
in Figure 6.2). This easily generalizes to the N-dimensional case.

When coding is done in a lossy manner, that is, the sources are
coded under distortion constraints, then the problem of finding the
rate-distortion region becomes difficult,3 and for most scenarios it
remains open. However, a recent result37 finds the rate-distortion
region for high-resolution coding. The main idea of the proof in Zamir
and Berger37 is that at high rates, quantization followed by Slepian-
Wolf coding is optimal. In the case of two sources coded with high
resolution, the rate-distortion region is similar to the Slepian-Wolf
region, with the addition of terms related to the MSE distortions D1�D2:

R1 ≥ h�X1�X2�− log 2	eD1�

R2 ≥ h�X2�X1�− log 2	eD2�

R1 +R2 ≥ h�X1�X2�− log�2	e�2D1D2�

where h�X� is the differential entropy of a continuous amplitude ran-
dom variable.6

Consider now the case where sources have to be sent over a trans-
mission channel to a certain destination or receiver. One important
problem in this case is if and how to adapt the characteristics of the

R1

R2

H(X1⏐X2)

H(X2⏐X1)

H(X1)

H(X2)

Figure 6.2 The Slepian-Wolf region for two correlated sources X1 and X2.
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source to those of the channel. This is called joint source–channel
coding, and it is a subject that has been extensively studied in the
literature.4�27 An important result of information theory states that
in the point-to-point case (a single source transmitting to a single
receiver) and for infinitely long block lengths, the separation of the
source coder from the channel coder is optimal.34�36 However, in the
multiuser case, which includes the scenario discussed in this chapter,
separation of the source and channel coding may no longer be optimal.
The results in this chapter reiterate this paradigm: a joint consideration
of the source coder (rate and distortion allocation at the measuring
nodes) and of the channel coder (the actual transmission structure
used to transport the measured information to the destination) does
improve the performance of the system, in terms of both energy used
for communication and accuracy of the reconstruction.

6.3 Problem Setting

6.3.1 Network Model

Consider a network of N nodes. Let X = �X1� � � � �XN� be the vector
formed by the values representing the sources measured at nodes
1� � � � �N. The information measured at the nodes has to be transmit-
ted through the links of the network to the designated base station
(see Figure 6.1). We assume that the interference among nodes is neg-
ligible, and there are no capacity constraints on the links (the case
of omnidirectional interfering wireless channels is beyond the scope
of this chapter). Such assumptions are realistic in the case of wired
networks or if the antennas are unidirectional. For such scenarios, the
optimal gathering structure is a tree.

In some parts of this chapter, for the sake of simplicity, we use the
one-dimensional network model in Figure 6.3 rather than the two-
dimensional model in Figure 6.1.

L

L /N L /N L /N L /N

N – 1N N – 2 2 1 s

Figure 6.3 One-dimensional grid network.
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6.3.2 Signal Model

6.3.2.1 Spatially Correlated Gaussian Random Field
We consider first the case where X = �X1� � � � �XN� is a vector
formed by temporally i.i.d random variables representing the sources
measured at nodes 1� � � � �N. The samples taken at the nodes are
spatially correlated and independent in time. We assume
that the random variables are continuous and that there is a
high-resolution quantizer in each sensor. In the lossless source
coding case, a rate allocation 
Ri�

N
i=1 (bits) has to be assigned at

the nodes. In addition, if the data can be transmitted in a lossy
manner, a distortion allocation 
Di�

N
i=1 has to be assigned as well,

so that the quantized measured information samples are described
with certain total distortion D and individual 
Dmax

i �N
i=1 distortion

constraints.
For the sake of clarity, we use as an example a zero-mean jointly

Gaussian model X ∼ � N�0�K�, with unit variances �ii = 1:

f�X� = 1√
2	 det�K�1/2

e
−
(

1
2

�X�T K−1�X�
)
�

where K is the covariance matrix of X, with elements depending on
the distance between the corresponding nodes (e.g., Kij = exp�−cd

i�j�,
where di�j is the distance between nodes i and j�7�9  ∈ 
1� 2� with  = 1
corresponding to a Gauss-Markov field or  = 2 corresponding to a
squared distance correlation model, and c > 0 a constant that mea-
sures the intensity of correlation7). Although we will show numerical
evaluations performed using the Gaussian random field model, our
results are valid for any spatially correlated random processes, where
correlation decreases with distance.

6.3.2.2 Spatio-Temporally Correlated Gaussian Random Field
Further, we consider spatio-temporal correlated processes X�x� t�, where
x denotes the space dimension, and t denotes the time dimension. Our
model for spatio-temporal processes is a generalization of the spatial
model introduced in the previous section, with time considered as an
additional dimension. We further assume that the process measured
by the field is Gaussian distributed: each node measures a zero-mean
and unit variance normal random variable X�x� t� ≈ � �0� 1�, which is
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correlated both in space and time with the rest of the network nodes.
We consider correlation structures of the form

E�X�x1� t1�X�x2� t2�� = �X�x1�t1��X�x2�t2�

= ���x1 −x2�� �t1 − t2��

= e−c��x1−x2�2+�2�t1−t2�2�

2 � (6.1)

with � as the scaling constant for the time axis.

6.4 Data Gathering of Spatially Correlated Random
Processes

6.4.1 Lossless Data Gathering

Consider data gathering of random processes. The rate allocation at
the nodes is denoted by 
Ri�

N
i=1. Denote by ST an arbitrary spanning

tree of G, and by ci the total weight of the path connecting node i to
designate sink S on the spanning tree ST . For a given network with
a connectivity graph G = �V�E�, with V as the set the vertices, and
with E as the set of edges connecting the vertices, we formulate our
problem as follows (see Figure 6.1):



R∗
i � c

∗
i �N

i=1� ST ∗� = arg min
Ri�ci�ST

∑
i∈V

Rici (6.2)

under constraints
∑
i∈�

Ri ≥ H�� ��C��∀� ⊂ V� (6.3)

where (6.3) provides the Slepian-Wolf constraints on rates for joint
data representation at the nodes.

6.4.1.1 Optimal Transmission Structure Is the Shortest Path
Tree (SPT)

The constraints in (6.3) imply that nodes can code with any rate
that obeys the constraint region without explicitly exchanging data. As a
consequence, we can state the following theorem.9

Theorem 6.1 (Separation of the joint optimization of source coding and
transmission structure)
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The overall joint optimization (6.2) can be achieved by first optimizing
the transmission structure with respect only to the link weights ci and then
optimizing the rate allocation for the given transmission structure under the
constraints (6.3).

Proof: By definition, for any given node, the cost function in (6.2) is
separable as the product of a function that depends only on the rate
allocated at that node and another function that depends only on the
link weights. Once the rate allocation is fixed, the best way (least cost)
to transport any amount of data from a given node i to the sink S does
not depend on the value of the rate Ri. Since this holds for any rate
allocation, it is also true for the minimizing rate allocation and the
result follows.

Theorem 6.1 implies that the optimal transmission structure that opti-
mizes (6.2) is the shortest path tree, given by the superposition of the
shortest paths from all nodes to the sink (ST ∗ = SPT).

Corollary 6.1 (Optimality of the shortest path tree (SPT) for the single-sink
data gathering problem)

When there is a single sink S in the data gathering problem and Slepian-
Wolf coding is used, the shortest path tree (SPT) rooted in S is optimal, in
terms of minimizing (6.2), for any rate allocation.

Proof: The best way to transport the data from any node to the sink is
to use the shortest path. Minimizing the sum of costs under constraints
in (6.2) becomes equivalent to minimizing the cost corresponding to
each node independently. Since the shortest path tree is a superposi-
tion of all the individual shortest paths corresponding to the different
nodes, it is optimal for any rate allocation that does not depend on
the transmission structure, which is the case here.

6.4.1.2 Rate Allocation
The total weight of the path from node i to the sink S denoted by
c∗

i = dSPT�i� S�. For the rest of this section, suppose without loss of gen-
erality that nodes are ordered in a list with increasing values of the
weights corresponding to the shortest paths from each node to the
sink, that is, c∗

1 ≤ c∗
2 ≤ · · · ≤ c∗

N .
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From Corollary 6.1, it follows that the minimization of (6.2)
becomes now a linear programming (LP) problem:


R∗
i �

N
i=1 = arg min


Ri�
N
i=1

∑
i∈V

Ric
∗
i � (6.4)

under constraints (6.3).

Theorem 6.2 (LP solution)
The solution of the optimization problem given by (6.4) under constraints

(6.3) is9.

R∗
1 = H�X1��

R∗
2 = H�X2�X1��

� � � � � � � � � (6.5)

R∗
N = H�XN �XN−1�XN−2� � � � �X1��

Theorem 6.2 is proven in Cristescu, Beferull-Lozano, and Vetterli.10

Thus, for optimal rate allocation, nodes code by conditioning on all
the other nodes that are closer to the sink on the SPT. In other words,
the solution of this problem is given by the corner of the Slepian-Wolf
region that intersects the cost function in exactly one point. The node
with the smallest total weight on the SPT to the sink is coded with
a rate equal to its unconditional entropy. Each of the other nodes is
coded with a rate equal to its respective entropy conditioned on all
other nodes which have a total smaller weight to the sink than itself.

Figure 6.4 gives an example involving only two nodes, and it shows
how the cost function is indeed minimized with such a rate allocation.
Equation (6.5) corresponds in this particular case to the point �R1� R2� =
�H�X1�X2��H�X2��.

Note that if two or more nodes are equally distanced from the
sink on the SPT (e.g., dSPT�X1� S� = dSPT�X2� S� in Figure 6.4), then the
solution of (6.5) is not unique, since the cost function is parallel to
one of the faces of the Slepian-Wolf region, so any point on the face
is an optimal solution.

For an illustration of Theorem 6.2, in Figure 6.5 we plot the typical
rate allocation as a function of the node index for a one-dimensional
network as in Figure 6.3 and a Gaussian process as introduced in
Section 6.3.2.
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H(X1⏐X2)

H(X2⏐X1)

H(X2)

R2

H(X1)

R1dSPT (X1,S ) + R2dSPT (X2,S )

R1

Figure 6.4 A simple example with two nodes. The total weights from sources
X1�X2 to the sinks are, respectively, dSPT�X1� S�� dSPT �X2� S�, and dSPT�X1� S� <

dSPT�X2� S� in this particular case. In order to achieve the minimization, the
cost line R1dSPT�X1� S� + R2dSPT�X2� S� has to be tangent to the most interior
point of the Slepian-Wolf rate region, given by �R1� R2� = �H�X1��H�X2�X1��.
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Figure 6.5 Typical rate allocation as a function of the node index for a one-
dimensional network. The node index increases with the distance from the
node to the sink.
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Even if the solution can be provided in the closed form (6.5), a
distributed implementation of the optimal algorithm at each node
implies knowledge of the overall structure of the network (total
weights between nodes and total weights from the nodes to the sink).
This knowledge is needed for the following:

(a) Ordering the total weights on the SPT from the nodes to the
sink: each node needs its index in the ordered sequence of nodes
in order to determine on which other nodes to condition when
computing its rate assignment. For instance, it may happen that
the distance on the graph between nodes Xi and Xi−1 is large. Thus,
closeness in the ordering on the SPT does not mean necessarily
proximity in distance on the graph.

(b) Computation of the rate assignment:

Ri = H�Xi�Xi−1� � � � �X1� = H�X1� � � � �Xi�−H�X1� � � � �Xi−1��

Note that for each node i we need to know locally all distances
among the nodes X1� � � � �Xi, i > 1, in order to be able to compute
this rate assignment, because the rate assignment involves a con-
ditional entropy including all these nodes. However, for a static
network, these distances can be calculated off-line at the deploy-
ment of the network. As a result, the optimal rate allocation can
be computed at the beginning of the operation as well.

This implies that, for a distributed algorithm, global knowledge
should be available at nodes, which might not be the case in a practical
situation.

However, note that if the correlation decreases with distance, as is
usual in sensor networks, it is intuitive that each node i could condi-
tion only on a small neighborhood, incurring only a small penalty. In
the next subsection, we propose a fully distributed heuristic approxi-
mation algorithm, which avoids the need for each node to have global
knowledge of the network and provides solutions for the rate alloca-
tion which are very close to the optimum.

6.4.1.3 Heuristic Approximation Algorithm
So far, we have found the optimal solution of the LP problem for the
rate assignment under the Slepian-Wolf constraints. In this subsec-
tion, we consider the design of a distributed heuristic approximation
algorithm for the case of single-sink data gathering.
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Suppose each node i has complete information (distances between
nodes and total weights to the sink) only about a local vicinity �1�i�
formed by its immediate neighbors on the connectivity graph G. All
this information can be computed in a distributed manner by run-
ning, for example, a distributed algorithm for finding the SPT (e.g.,
Bellman-Ford5). By allowing a higher degree of (local) overhead com-
munication, it is also possible for each node i to learn this informa-
tion for a neighborhood �k�i� of k-hop neighbors. The approximation
Algorithm 6.1 that we propose is based on the observation that nodes
that are outside this neighborhood count very little, in terms of rate,
in the local entropy conditioning.

Algorithm 6.1 Approximated Slepian-Wolf coding

for each node i do
Set the neighborhood range k (only k-hop neighbors).
Find the SPT using a distributed Bellman-Ford algorithm.

end for
for each node i do

Using local communication, obtain all the information from the
neighborhood �k�i� of node i.

Find the set �i of nodes in the neighborhood �k�i� that are closer
to the sink, on the SPT, than the node i.

Transmit at rate R†
i = H�Xi�Xj� j ∈ �i�.

end for

This means that data are coded locally at the node with a rate equal
to the conditional entropy, where the conditioning is performed only
on the subset �i formed by the neighbor nodes which are closer to the
sink than the respective node.

The proposed algorithm needs only local information, so it is com-
pletely distributed. For a given correlation model, depending on the
reachable neighborhood range, this algorithm gives a solution close to
the optimum since the neglected conditioning is small in terms of rate
for a correlation function that decays sufficiently fast with the distance.

We present numerical simulations that show the performance of
this approximation algorithm for the case of single-sink data gather-
ing. We consider the stochastic data model introduced in Section 6.3.2,
given by a multivariate Gaussian random field, and a correlation
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Figure 6.6 Slepian-Wolf coding: average value of the ratio between the opti-
mal and the approximated solution, in terms of total cost, vs. the neigh-
borhood range. Every network instance has 50 nodes uniformly distributed
on a square area of size 100 × 100, and the correlation exponent varies from
c = 0�001 (high correlation) to c = 0�01 (low correlation). The average has been
computed over 20 instances for each (c, radius) value pair.

model where the internode correlation decays exponentially with the
distance between the nodes. More specifically, we use an exponential
model of the covariance Kij = exp�−cd2

i�j�. The weight of an edge �i� j�

is wi�j = d2
i�j, and the total cost is given by (6.4). Figure 6.6 presents the

average ratio of total costs between the Slepian-Wolf approximated
solution, using a neighborhood of �1�i� for each node, and the optimal
one. In Figure 6.7, we show a comparison of our different approaches
for the rate allocation, as a function of the distances from the nodes
to the sink.

∗∗

6.4.1.4 Scaling Laws: A Comparison between Slepian-Wolf
Coding and Explicit Communication-Based Coding

The alternative to Slepian-Wolf coding is coding by explicit commu-
nication, which is considered by Cristescu and Colleagues.12�14 In this

∗∗
Explicit communication is introduced in Section 6.4.1.4.
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Figure 6.7 Average rate allocation for 1000 network instances with 75 nodes
and a correlation exponent c = 0�0008 (strong correlation). On the x-axis,
nodes are numbered in increasing order as the total weight from the sink
increases on the corresponding SPT.

case, compression at nodes is done only using explicit communication
among nodes, namely, a node can reduce its rate only when data from
other nodes that use it as relay are available (as opposed to Slepian-
Wolf coding, where no communication among nodes is required for
joint optimal rate allocation). The study of the complexity of joint
rate allocation and transmission structure optimization with explicit
communication can be found in Cristescu et al.12�14

In this subsection, we compare the asymptotic behavior (large net-
works) of the total cost using Slepian-Wolf coding and the total cost
with coding by explicit communication. The advantages that coding
by explicit communication has over Slepian-Wolf coding are (i) no
a priori knowledge of the correlation structure is needed and (ii) the
compression, which is done by conditional encoding, is easily per-
formed at the nodes relaying data. However, even for a simple one-
dimensional setting presented in this section, our analysis shows that
in large networks, for some cases of correlation models and network
scalability, Slepian-Wolf coding can provide very important gains over
coding by explicit communication in terms of total flow cost.

For the sake of simplicity in the analysis, we consider a one-
dimensional network model where there are N nodes placed uniformly
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Slepian-Wolf

H(X1⏐X2, X3,...,XN)

H(XN⏐XN –1, XN –2,...,X1)

H(XN –1⏐XN)

H(X2⏐X1)

H(XN)

H(X1)

XN

d d d
S

XN –1 X2 X1

Explicit
communication

Figure 6.8 A one-dimensional example: the rate allocations for Slepian-Wolf
(above the line) and explicit communication (below the line).

on a line (see Figure 6.8). The distance between two consecutive nodes
is d. The nodes need to send their correlated data to the sink S.

For this scenario, the SPT is clearly the optimal data gathering
structure for both coding approaches. Thus, the overall optimization
problem (6.2) simplifies, and we can compare the two different rate
allocation strategies in terms of how they influence the total cost.

Within the one-dimensional model, we consider two important
cases of network scalability, namely, the expanding network, where the
internode distance is kept constant and equal to d = 1 (i.e., by increas-
ing N, we increase the distance between the node N and the sink S),
and the refinement network, where the total distance from node N to
the sink S is kept constant, namely, Nd = 1 (that is, nodes are uni-
formly placed on a line of length one, and hence, by adding nodes,
the internode distance goes to zero).

As mentioned in Section 6.3.2, we consider that the nodes of
the network are sampling a Gaussian continuous-space wide-sense-
stationary (WSS) random process Xc�s�, where s denotes the position.
Thus, we have a vector of correlated sources X = �X1� � � � �XN�, where
Xi = Xc�id�, and the correlation structure for the vector X is inher-
ited from the correlation present in the original process Xc�s�. As N
goes to infinity, the set of correlated sources represents a discrete-
space random process denoted by Xd�i�, with the index set given
by the node positions. Thus, the spatial data vector X measured at
the nodes has an N-dimensional multivariate normal distribution
GN���K�. In particular, we consider two classes of random processes:

(a) Non-bandlimited processes, namely, (1) Kij = �2
ij exp�−c�di�j��,

which corresponds to a regular continuous-space process,23

and (2) Kij = �2
ij exp�−c�di�j�2�, which corresponds to a singular

continuous-space process,23 where c > 0.
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(b) Bandlimited process with bandwidth B, that is, there exists a con-
tinuous angular frequency such that SXc

��� = 0, for ��� ≥ �0, where
SXc

��� is the spectral density and B = 2�0. This process can also
be shown to be a singular continuous-space process.23†

Let us denote the conditional entropies by ai = H�Xi�Xi−1� � � � �X1�.
Note that for any correlation structure, the sequence ai is monotoni-
cally decreasing (because conditioning cannot increase entropy) and is
bounded from below by zero (because the entropy cannot be negative).
Since the nodes are equally spaced, and the correlation function of a
WSS process is symmetric, it is clear that H�XI �XI−1�XI−2� � � � �XI−i� =
H�XI �XI+1�XI+2� � � � �XI+i�, for any I� 0 ≤ i ≤ I −1.

Let us denote by ��N� the ratio between the total cost associated to
Slepian-Wolf coding (costSW�N�) and the total cost corresponding to
coding by explicit communication (costEC�N�), that is,

��N� = costSW�N�

costEC�N�
=

∑N
i=1 iai∑N

i=1�N − i+1�ai

� (6.6)

Then, the following theorem holds.11

Theorem 6.3 (Scaling Laws)
Asymptotically, we have the following results:

(i) If limi→ ai = C > 0,

• limN→ ��N� = 1,

• costSW�N� = ��costEC�N��.

(ii) If limi→ ai = 0,

(ii)-1 If ai = ��1/ip�� p ∈ �0� 1�,

• limN→ ��N� = 1−p,

• costSW�N� = ��costEC�N��.

†
Actually, it can be shown that the same singularity property holds as long as SXc

��� = 0
on some frequency interval of non-zero measure.23



Elsevier US 0Ch06-P369426 15-3-2006 11:41a.m.

262 Chapter 6 Sensor Networks

(ii)-2 If ai = ��1/ip�� p ≥ 1,

• limN→ ��N� = 0,

• costSW�N� = o�costEC�N��,

• If p = 1, ��N� = ��1/ log N�,

• If p ∈ �1� 2�, ��N� = ��1/Np−1�,

• If p = 2, ��N� = ��log N/N�,

• If p > 2, ��N� = ��1/N�.

The proof of Theorem 6.3 can be found in Cristescu, Beferull-Lozano,
and Vetterli. In Figure 6.9, we show typical behaviors of the ratio of
total flow costs for the two coding approaches.

We now apply Theorem 6.3 to the correlation models we consider
in this chapter.

• For an expanding network: In cases (a.1) and (a.2), the result of
sampling is a discrete-space regular process,29 thus limi→ ai = C >
0, and it follows that limN→ ��N� = 1. In case (b), if the spa-
tial sampling period d is smaller than the Nyquist sampling rate
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Figure 6.9 Typical behavior of the ratio of the total costs costSW�N�/costEC�N�.
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1/B of the corresponding original continuous-space process, then
limi→ ai = 0. The specific speed of convergence of ai depends on
the spatial sampling period (that is, how small it is with respect to
1/B) and the specific (bandlimited) power-spectrum density func-
tion of the process. In Figure 6.10, we show the bandlimited example
with correlation K��� = Bsinc�B��. It can be seen that when d < 1/B,
ai = o�1/i�, and, thus, the ratio of total costs goes to zero. Also, the
smaller d is, the faster the convergence is.

• For a refinement network: In case (a.1), it is shown10 that
H�Xi�Xi−1� � � � �X1� = H�Xi�Xi−1�, thus ai = H�Xi�Xi−1� for any i ≥ 2.
Then, for any finite N, aN > 0. Since iai does not converge to zero
(see Figure 6.11), then it follows from Theorem 6.3 that, in the limit,
the ratio of total costs is limN→ ��N� = 1. In case (a.2), a closed
form expression for the conditional entropy is difficult to derive.
However, we show numerically in Figure 6.11(a) that in this case ai

decreases faster
‡

than 1/i. Thus, from Theorem 6.3, limN→ ��N� = 0.
For comparison purposes, we show in Figure 6.11(a) the behavior
for case (a.1). In Figure 6.11(b), we plot also the ratio of total costs
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Figure 6.10 Expanding network sampling a bandlimited process with cor-
relation model given by K��� = B sinc�B��. (a) The conditional entropy
H�Xi�Xi−1� � � � �X1� decreases faster than 1/i if d < 1/B. (b) The behavior of the
ratio of total costSW�N�/costEC�N� as a function of the size of the network.

‡
Since these two processes are both non-bandlimited, sampling them results in discrete-

space regular processes.29 However, the sampled model (a.2) inherits a “superior predictabil-
ity” than (a.1), which makes ai decrease faster than 1/i.
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Figure 6.11 Correlation dependence on the internode distance d given by
exp�−c����� ∈ 
1� 2�. (a) The conditional entropy H�Xi�Xi−1� � � � �X1� decreases
faster than 1/i for  = 2, but is constant for  = 1 (after i ≥ 2). (b) The behavior
of the ratio costSW�N�/costEC�N� as a function of the size of the network.

for both correlation models. Finally, in case (b), ai goes to zero very
fast, as for the case (a.2), because of the singularity of the original
bandlimited process. It can be seen in Figure 6.12 how the ratio of
costs starts to decrease as soon as d < 1/B, thus limN→ ��N� = 0.
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Figure 6.12 Refinement network sampling a bandlimited process; we denote
the reference bandwidth with BL = 1/dL. (a) The conditional entropy
H�Xi�Xi−1� � � � �X1� decreases faster than 1/i as soon as B < 1/d, that is, N > 1/dL.
(b) The behavior of the ratio of total costSW�N�/costEC�N� as a function of the
size of the network.
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Intuitively, results similar to those presented in this section hold
also for higher dimensions, when the transmission structure that is
used is the same (e.g., SPT) for both types of coding. The ideas leading
to the results for the one-dimensional network can be generalized
to two-dimensional networks. For instance, one can consider a two-
dimensional wheel structure with the sink in the center of the wheel,
where entropy conditioning at the nodes on any spoke is done as
in the one-dimensional case (see Figure 6.13). The same analysis as
in the one-dimensional case holds, with the additional twist that,
according to Theorem 6.2, Slepian-Wolf coding at node i is done by
conditioning not only on the nodes closer to the sink on its spoke, but
also on the nodes on the other spokes closer to the sink on the SPT
than node i (the dashed circle in Figure 6.13). However, the explicit
communication coding is still done only on the nodes on the spoke
that forward their data to node i (the solid circle in Figure 6.13).
Thus, the ratio of costs ��N� in the two-dimensional case is upper
bounded by its counterpart in the one-dimensional case, which means
that the results of Theorem 6.3 apply for the two-dimensional case
as well.

SW

S

EC

i

Figure 6.13 A two-dimensional network with a wheel structure, with the sink
S in the center. Slepian-Wolf coding for node i is done by conditioning on the
nodes in the dashed region (denoted by SW). Explicit communication coding
for node i is done by conditioning on nodes in the solid region (denoted
by EC).
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6.4.2 Node Placement

Further, we consider the related problem where a given number
of nodes N is placed in a field such that the sensed data can be
reconstructed at the sink within specified distortion bounds while
minimizing the energy consumed for communication. For the sake of
simplicity, consider the one-dimensional network in Figure 6.3, where
the nodes can now be placed in arbitrary position on the line. Denote
by wi the distance between node i and node i – 1. The optimization
problem considered in this section aims to minimize the total trans-
mission cost under distortion constraints. The distortion constraints
impose a prescribed accuracy of representation at the sink for all the
points in the network, when only the measurements at the sensor
nodes are available.

Note that for the one-dimensional network in Figure 6.3 and for
a space-dependent correlation model as considered in this chapter,
the distortion constraints translate into spatial constraints. Assume
the value at intermediate nodes is approximated by the sensing node
corresponding to the Voronoi cell to which that intermediate node
belongs. Then, our optimization becomes


R∗
i �w

∗
i �N

i=1 = arg min
Ri�wi

N∑
i=1

N∑
j=i

Rj ×w�
i (6.7)

under constraints

N−1∑
i=1

wi +
wN

2
= L� (6.8)

wi ≤ Wmax� (6.9)

where (6.8) is a constraint on the average distortion, and (6.9) is a
constraint on the individual constraints per Voronoi cell.

For the sake of simplicity, we only consider in this chapter the
case where data at nodes are independent, namely, 
Ri�

N
i=1 = R. A

complete analysis of the case when Slepian-Wolf coding and explicit
communication-based coding are exploited is provided in Ganesan,
Cristescu, and Beferull-Lozano.16

Then, the optimal placement 
w∗
i �N

i=1 is obtained by solving


w∗
i �N

i=1 = arg min
wi

N∑
i=1

�N − i+1�w�
i � (6.10)
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Figure 6.14 Optimal placement for a one-dimensional network for different
path-loss exponents (left); and energy improvement over uniform placement
for the two-dimensional network (right) as a function of the number of net-
work nodes.

under the distortion constraints (6.8) and (6.9).
By using Lagrangian optimization with a multiplier �, we obtain

the optimal solution

wi =
(

�

��N − i+1�

) 1
�−1

� i = 1 � � �N −1�

wN =
(

3�

2�

) 1
�−1

�

� =
(

L∑N−1
i=1 � 1

��N−i+1�
�

1
�−1 + 3

2 � 3
2�

�
1

�−1

)�−1

�

Such a placement provides important energy performance improve-
ments as compared to uniform placement (see Figure 6.14), and
exploiting data correlation by using Slepian-Wolf coding further
improves the results.16

6.4.3 Lossy Data Gathering

6.4.3.1 Rate-Distortion Allocation
Let us further consider the case when lossy coding is used at nodes,
but with high resolution.37 The information measured by the nodes
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should be available at the sink within certain total and individual
distortion bounds. A rate-distortion allocation 
�Ri�Di��

N
i=1 (bits) has to

be assigned at the nodes so that the quantized measured information
samples are described with certain total D and individual Dmax

i � i =
1� � � � �N distortions. The spanning tree to be found is denoted by ST ,
which defines the transmission structure; ci� i = 1 � � �N are the total
weights of the path from node i to the sink on the spanning tree ST ,
thus ci =∑

e∈�i
w�

e , where e ∈ �i��i is the set of edges linking node i to
the sink S on ST , we is the Euclidean distance of edge e, and � is the
path-loss exponent. h�·� denotes the differential entropy. Then, the
most general form of our optimization problem is given as follows:



R∗
i �D

∗
i � c

∗
i �N

i=1� ST ∗� = arg min
Ri�Di�ci�ST

N∑
i=1

ciRi (6.11)

under constraints

∑
i∈�

Ri ≥ h�� �V\��− log
∏
i∈�

2	eDi�∀� ⊂ V� (6.12)

N∑
i=1

Di ≤ D� Di ≤ Dmax
i � i = 1 � � �N� (6.13)

where (6.12) expresses the rate-distortion region constraints given in
Zamir and Berger,37 namely, that the sum of rates for any given subset
of nodes has to be larger than the entropy of the random variables
measured at those nodes, conditioned on the random variables mea-
sured at all other nodes. In the constraints in (6.13), D is the maximum
allowed total distortion, and Dmax

i � i = 1 � � �N are the maximum indi-
vidual constraints.

In the high rate regime, uniform quantization and Slepian-Wolf
coding is optimal.37 Thus, a similar result as the one stated in
Theorem 6.1 holds in the lossy case about the separation between
transmission optimization and rate-distortion allocation, since nodes
do not need to communicate explicitly to code data with a given rate-
distortion allocation. As a result, the SPT is the optimal transmission
structure in this case as well. Thus, we can prove in the lossy case a
result similar to Theorem 6.2 which corresponds to the lossless case;
namely, for any set of distortion values 
Di�

N
i=1, the rate allocation is

given by Theorem 6.4.
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Theorem 6.4 (Optimal rate allocation):

R∗
1 = h�X1�− log 2	eD1�

R∗
2 = h�X2�X1�− log 2	eD2�

� � � (6.14)

R∗
N = h�XN �XN−1� � � � �X1�− log 2	eDN�

Theorem 6.4 is proven in Cristescu and Beferull-Lozano.8

Next, we consider optimization of (6.11) for the case where we
assume that the individual distortion constraints given by (6.13) are
not active. By Theorem 6.4, 
R∗

i �
N
i=1 only depends on 
Di�

N
i=1. There-

fore, at this point, we can insert in (6.11) the values for 
R∗
i �

N
i=1 given

by Theorem 6.4, thus obtaining an optimization problem having as
argument the set of distortions 
Di�

N
i=1 only, that is,


D∗
i �

N
i=1 = arg min


Di�
N
i=1

N∑
i=1

c∗
i · �h�Xi�Xi−1� � � � �X1�− log 2	eDi�

under the constraint

(6.15)
N∑

i=1

Di ≤ D�

Note that the differential entropy terms in (6.15) do not depend
on the distortions Di. Thus, it can be equivalently written as


D∗
i �

N
i=1 = arg max


Di�
N
i=1

N∑
i=1

c∗
i log 2	eDi

under the constraint

(6.16)
N∑

i=1

Di ≤ D�

Denote by
∑N

i=1 c∗
i = C. The solution of the optimization problem (6.16)

is easily obtained, using Lagrange multipliers, giving a linear distribu-
tion of distortions:

D∗
i = D · c∗

i

C
� i = 1 � � �N� (6.17)
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By combining (6.14) and (6.17), the rate-distortion allocation at
nodes is given by

R∗
i = h�Xi�Xi−1� � � � �X1�− log

(
2	eDc∗

i

C

)
� i = 1 � � �N� (6.18)

Note that, for correlation functions that depend only on the dis-
tance among nodes, as we consider in this chapter, and for a uniform
placement of nodes, the differential entropy monotonically decreases
as the number of nodes on which conditioning is done increases.
Also, by definition, the sequence 
c∗

i �N
i=1 is monotonically increasing

with i. As a result, the rate allocation Ri in (6.18) is a function that
monotonically decreases with the node index i.

Further, (6.18) essentially depends only on the path weights order-
ing of the nodes on the SPT, given by 
c∗

i �N
i=1. For example, in the case

of correlated Gaussian random fields, (6.18) can be written as

R∗
i = log

det�K�1� � � � i��

det�K�1� � � � � i−1��

C

c∗
i ·D� i = 1 � � �N� (6.19)

where K�1� � � � � i� is the correlation matrix corresponding to nodes
1� � � � � i.

In Figure 6.15, we illustrate the distortion and rate allocations pro-
vided by the result in (6.19) for the one-dimensional grid with uni-
form internode distances, measuring a correlated Gaussian random
field with  = 1� c = 10−3, N = 20, D = 10−3, Dmax

i = 0�7 · 10−3, and
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Figure 6.15 One-dimensional network average distortion constraint:
(a) distortion and (b) rate allocations as a function of the node index.
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�=2 (which corresponds to sampling a continuous Gauss-Markov pro-
cess). The same analysis holds for arbitrary two-dimensional networks.
Similar results are obtained for many other network parameter settings,
and in the case of individual distortion constraints.8

6.4.3.2 Node Placement
In some scenarios, the positions of the nodes are not fixed in advance,
but it is possible to place the nodes optimally so as to minimize various
resources.16 Since the study in this work is concerned with energy
efficient scenarios, one possible task to be achieved, when the node
placement can be chosen, is the total energy efficiency. We consider
the optimization (6.11) where the positions of the nodes are additional
variables, and the optimization is done additionally over the weights
of the paths from the nodes to the sink:


R∗
i �D

∗
i � c

∗
i �N

i=1 = arg min

Ri�Di�ci�

N
i=1

N∑
i=1

ciRi (6.20)

under the constraints specified by (6.12) and (6.13), with additional
constraints on max
ci�

N
i=1 (coverage constraint) and on max
ci −ci−1�N

i=2

(internode space constraint). The coverage constraint imposes that the
entire area is covered. The internode space constraint ensures that any
given point in the measured area is close enough to a sensor node,
such that the data corresponding to that point can be reconstructed
with a certain minimal accuracy at the sink by approximating it with
the value measured by the closest sensor.

We study the problem of optimal placement for two energy effi-
ciency targets of interests, namely, total energy and network lifetime,

§

and compare the tradeoffs involved. For the one-dimensional example
in Figure 6.3, the optimal placement is8

w∗
i = L

�
∑N

j=i R
∗
j �

�

(∑N
l=1

1
�
∑N

j=l R∗
j ��

) � i = 1 � � �N�

where 
w∗
i �N

i=1 is the distance between nodes i − 1 and i� � = 1 for
total energy minimization, and � = 1/2 for lifetime maximization.

§
We address network lifetime optimization by considering the constraint that all nodes use

equal energy.
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The optimal joint solution for the placement and rate allocation is
obtained by using an iterative algorithm (Algorithm 6.2).

Algorithm 6.2 Placement and rate allocation

Initialize uniformly the node placement 
wi�
N
i=1 = L/N.

repeat
Given 
wi�

N
i=1, solve the energy minimization problem for 
Rj�

N
j=1.

Rewrite 
wi�
N
i=1 as a function of 
Rj�

N
j=1.

until convergence.

The energy consumption and node positioning resulting from run-
ning Algorithm 6.2 are presented in Figures 6.16 (for the case of total
energy minimization) and 6.17 (for the case of lifetime maximization).
A complete study of the node placement problem for efficient lossy
network data gathering is provided in Cristescu and Beferull-Lozano.8

6.4.4 Remarks

In this section, the problem of data gathering from a network of
nodes measuring correlated data to a sink node was studied. An
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Figure 6.16 Placement optimization for minimizing the total energy: (a)
energy consumption as a function of node index, and (b) distance from sink
as a function of node index.
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Figure 6.17 Placement for lifetime optimization: (a) energy consumption as
a function of node index, and (b) distance from sink as a function of node
index.

energy-related metric was considered, and we showed that in both the
cases of lossless and lossy coding of the measured information, the
optimal transmission structure is the SPT of the network graph. Fur-
ther, the optimal rate and distortion allocations for coding at nodes
were determined. Moreover, for the case when the positions of the
nodes can be chosen, we provided strategies for energy efficient node
placement.

Our discussion so far considers the case of spatially correlated but
temporally i.i.d. processes. In the following section, we will discuss the
case of processes that are correlated both in time and in space.

6.5 Data Gathering of Spatio-Temporal Processes

In this section, we consider the usual scenario of a sensor network
with a sink. The goal of the sink is now to reconstruct the entire field
over space and time, with a certain minimum distortion and only
based on measurements at the sensors.13 For this, a fixed number of
nodes N are placed in the field (see Figure 6.18). Nodes transmit their
measurements to the sink, at given time instants, by using a subset
of the links of the graph. The sink needs to reconstruct the whole
field with a minimal total distortion. We consider settings where data
are time critical, and thus, delay results in distortion. Such settings
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S

XN

XK

Figure 6.18 In this example, spatio-temporally correlated data from nodes
1� � � � �N need to arrive at sink S. The sink needs to reconstruct the whole data
field using only the measured values X1� � � � �XN . Arbitrary points in the two-
dimensional space are approximated by the measurements of the sensor node
corresponding to the Voronoi cell to which they belong. The dashed zone
corresponding to node k represents the area of the field approximated by the
value Xk in node k. The thick solid lines show a chosen transmission structure
(here, the SPT). Data from node k reaches the sink after being relayed by one
other sensor node.

include scenarios for fire prevention, seismic awareness, and sensor
networks measuring phenomena where abrupt transitions are critical
(e.g., cracks in a massive structure or mudslides over a large terrain
area). Another class of relevant scenarios is when sink feedback or
control is needed at nodes and where the effect of delay in reporting
the data induces suboptimal estimation and control.

If the network is dense (large N), the data have a good spatial
approximation. However, for energy efficiency reasons, nodes in sen-
sor networks cannot transmit their data directly to the sink, but rather
communication is usually done via energy efficient transmitting struc-
tures. This implies long delays until the data sent from nodes far from
the sink reach the sink, which thus results in weak temporal approxi-
mation.

On the contrary, the opposite effects take place when N is small.
The spatial approximation of the data is poor, but on the other hand
data have to travel over only a limited number of hops, which results in
a good temporal approximation. Thus, as we will show in this section,
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for a given spatio-temporal correlation structure, there usually exists
a finite optimal N that minimizes the overall distortion of the field
reconstruction at the sink.

6.5.1 Problem Setup

We study the influence of node density on the total distortion of esti-
mation when several aspects specific to sensor nodes are considered,
namely, delay and energy efficiency. Our setting takes into account
two important issues typical in sensor networks scenarios: the preci-
sion of estimation22 and the energy efficiency.30

First, since the measured data are correlated and the number of
available nodes is limited, the sink can reconstruct the values of the
field at each point by approximating them with the values at the
points where the actual sensor nodes are placed. In those points, full
measurements are available. Also, no other information except the
values measured at sensor nodes is available at the sink about that
region of the field. The precision of the approximation depends both
on the level of spatial correlation in the data and on the number
of sensors available. This approximation introduces a first factor of
distortion, which we call “spatial distortion.”

Second, since the nodes have limited battery energy, a good strategy
is to send data via relaying nodes rather than directly to the sink (multi-
hopping). However, multi-hopping results in data delay, since data
from the extremities of the network need to be transmitted via multiple
relays until they reach the sink. In various practical sensor network
scenarios, data are needed at the sink in real-time. For instance, for
the tasks of control or active monitoring, data may become useless
if it arrives at the sink with too large a delay. For a spatio-temporal
correlated process, the data that arrive at the sink are distorted from
the original measured values; however, they can be reconstructed with
a certain precision given by the intensity of temporal correlation of the
process. Thus, delay introduces a second factor of distortion, which
we call “time distortion.”

In this chapter, the two types of distortion are modelled as a single
distortion per field point quantity. Their combined effect results in the
total distortion of the field at the sink, and the goal of this chapter
is to study how this quantity is influenced by the density of nodes of
the sensor network. We argue that for various typical spatio-temporal
correlation models of the data field, there is a unique optimal value
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for the number of placed nodes N that minimizes the total spatio-
temporal distortion.

6.5.2 One-Dimensional Networks

6.5.2.1 Transmission Model
For simplicity of the analysis, in this chapter we consider networks
with nodes uniformly placed on one- and two-dimensional grids, for
which the distortion optimization is done only with respect to the
size of the network. In the case of arbitrary networks with position-
dependent correlation structure, the optimization becomes a function
of the node placement as well. In this chapter we consider Gaussian
random processes which exhibit spatio-temporal correlation (intro-
duced in Section 6.3.2).

Consider N nodes placed on a line of fixed length L (see Figure 6.19).
The internode distance is d = L/N. An additional node S at the extreme
right of the line represents the sink to which all data should arrive.
The task of the sink is to reconstruct the whole field on the line.

We assume that the quantization done at nodes is very fine, namely,
we assume the reconstruction error at the sink is only an estimation
error. For that, points on the line that belong to the space intervals
among the N nodes are assigned to Voronoi cells of the sensor nodes;
these cells are delimited by mid-interval points. Therefore, each sensor
node covers an interval of length d around its position. The values
of the intermediate points are estimated at the sink by the value of

L

N N – 1 N – 2

• ••

x

2 1

S

L/N

Figure 6.19 A one-dimensional example of a data gathering network, where
each sensor node covers an area of the whole network. An instantaneous point
of reconstruction is denoted by x. In this example, x belongs to the Voronoi
cell of node N − 2. Thus, its value at time t is approximated, with a certain
distance-dependent distortion, by X�xN−2� t�.
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N – 1 N – 1
1 S 1 S

x x
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X(x,t ) X(x,t )

Figure 6.20 The reconstruction at the sink is based on the values measured
by the sensing nodes: (a) the original signal, and (b) the approximation by
interpolation at the sink.

the corresponding sensor node in the middle of the Voronoi cell
∗

(see
Figures 6.19 and 6.20). We assume that the measurements at nodes
have the same variance and that the coding rates allocated at nodes are
equal. This implies that nodes use equal transmission energy and that
the spatial distortion per cell does not depend on the node identity.

Multi-hopping, as mentioned in Section 6.5.1, inherently intro-
duces delay. The delay has two causes. On the one hand, if relaying
nodes have finite buffers, then packet forwarding results in a certain
processing time due to buffering, and thus, the delay is proportional
to the number of hops that data need to travel. On the other hand,
if communication edges are lossy channels, then this requires retrans-
missions of data, and thus, the delay is proportional to the number of
edges that data need to travel. For the sake of simplicity, we assume
that the delay is proportional to the number of hops. Therefore, since
the measured process is correlated both in time and in space, the recon-
struction is further distorted from the real-time value due to delay
caused by relaying.

6.5.2.2 Point-Wise Distortion
For instance, consider the value X�x� t0� of an arbitrary point x on the
line at an arbitrary time t0 (see Figure 6.21). Assume that the sink
approximates the value at point x by considering the value X�x0� t0� at
point x0 placed k hops away from the sink. For any data packet, we
assume that the relation between the time delay tk of that packet and

∗
More complex estimation strategies can be designed, in which the field value at an arbitrary

position is based on the measurements of more than a single sensor node.25�26
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node k

X (x, t 0) X (x0, t 0)

X (x0, t 0 – kT )

x x0

Figure 6.21 The value at point x is approximated by the value of the kth sensor
node placed at x0, resulting in spatial distortion. Moreover, due to transmission
over k hops, the version that reaches the sink is delayed with kT , which results
in time distortion. The combined result of the two distortion effects is the total
distortion Dx�N�.

the number of hops k it has to travel is k = �tk. Assume the delay per
hop is a constant T . Thus, tk = kT . Then, the MSE of X�x� t0� at the
sink, when X�x0� t0� is known, is expressed by

Dx�t0�x0�k = E
[
�X�x� t0�−X�x0� t0 +kT��2

]

= E
[
X�x� t0�2

]+E
[
X�x0� t0 +kT�2

]−2E �X�x� t0�X�x0� t0 +kT��

= 2−2�X�x�t0�X�x0�t0+kT�

= 2−2���x−x0�� kT�

= 2−2e−c��x−x0�2+��kT�2�

2 � (6.21)

In other words, for any point in time and space, the generalized
distance between the approximated and the real value as seen by the
sink is

√
�x−x0�2 + ��kT�2, and the corresponding distortion per field

point of point x as seen by the sink is given by 2�1−���x−x0�� kT�).
In general, the statistics of the correlated data field might not be

known, but they can be measured on-line during the network deploy-
ment period (for instance, if the correlation is distance dependent,
then nodes can make use of the distance information acquired from
the neighbors for constructing routing tables for the additional tasks
of estimating the correlation structure and fitting the measurement
parameters to a valid correlation model7).

6.5.2.3 Total Distortion
We compute now the total distortion of the data estimated by the sink
at a snapshot in time in MSE sense. Consider node k, which is placed k
hops away from the sink. The position of node k is denoted as xk and
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the data that node k measures at time t as X�xk� t�. The data sent at time
t to the sink about the region �xk −d/2� xk +d/2� are X�xk� t�, but since
it is delayed with k clock ticks, this packet actually reaches the sink
at time t +kT (see Figure 6.21). In fact, at time t , the actual available
data at the sink about node k are X�xk� t −kT�. Thus, the corresponding
distortion of reconstruction of the region covered by node k is

Dk�N� = 4
∫ xk+ L

2N

x=xk

�1−��x−xk� kT��dx� (6.22)

For simplification, we can consider xk = 0 as the axis origin for each
node k, and then (6.22) becomes

Dk�N� = 4
∫ L

2N

x=0
�1−��x� kT��dx� (6.23)

The total distortion D�N� is simply obtained by summing (6.23)
over all nodes k = 0 � � �N −1:

D�N� =
N−1∑
k=0

4
∫ L

2N

x=0
�1−��x� kT��dx� (6.24)

Further, if we insert the correlation model for a Gaussian spatio-
temporal process (6.1), we can finally write the total distortion of
reconstruction of the whole field by the sink as a function of N:

D�N� =
N−1∑
k=0

4
∫ L

2N

x=0

{
1−exp�−c�x2 +�2�kT�2�


2 �
}

dx� (6.25)

where k counts the number of hops from a node to the sink, T is the
time delay per hop, � is the time scaling constant, and c is a constant
quantifying the intensity of correlation of the field. The term which
is integrated is the distortion incurred by approximating the field,
between �− L

2N
� L

2N
�, around the node which is at k hops away from the

sink, with the value of that node delayed k time steps.
The expression in (6.25) cannot be provided in a closed form. How-

ever, an experimental analysis will show that (6.25) has always a min-
imum as a function of N. Moreover, in Section 6.5.2, we use a strong
correlation approximation to derive in a closed form the optimal value
N for which (6.25) is minimized. In general, the optimal value of N
is obtained by setting �D�N�

N
= 0 and numerically solving for N and by

rounding the solution to the closest integer.
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Since spatially correlated Gaussian processes can only have certain
structures for the correlation dependence on the distance,7 we restrict
our analysis to the models introduced in Section 6.3.2.

6.5.2.4 Optimum N is Finite
In this subsection we show that for the Gaussian correlation models
introduced in Section 6.3.2, there is indeed a finite optimum N0 that
minimizes (6.25). Denote by

an =
n−1∑
k=0

∫ L
2n

x=0
��x� kT�dx� (6.26)

Note that by definition an is lower bounded by 0. Thus, from (6.24)
it results a sufficient condition for the existence of a finite optimum N.
Namely, the condition is that there exists N0 such that for all n > N0,
an is a decreasing sequence.

(i) Correlation model: exp�−c�x2 +�2�kT�2��
In this case, we can rewrite an as

an =
∫ L

2N

x=0
e−cx2

dx ·
n−1∑
k=0

1

e�2�kT�2 � (6.27)

But limn→ an → 0, since the first term in the product converges
to zero (the error function) and the second term can be easily
shown to be upper bounded by a finite positive constant. Thus,
for  = 2, the optimum N that minimizes (6.25) is finite.

(ii) Correlation model: exp�−c
√

x2 +�2�kT�2�
This case is difficult to analyze analytically, due to the function

that is integrated. However, our simulations in Section 6.5.4 show
that in this case too there is a finite optimal N0.

6.5.2.5 Strong Correlation Approximation
We study the case when both L/N and the time scale � are small. In
other words, data are strongly correlated both spatially and temporally.
In this case, we can make the approximation

1− e−c�x2+�2�kT�2�

2 ≈ 1− �1− c�x2 +�2�kT�2�


2 �

= c�x2 +�2�kT�2�

2 �

which simplifies our analysis further.
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(i) Correlation model: exp�−c�x2 +�2�kT�2��

First, we can write

∫ L
2N

x=0
c�x2 + ��kT�2�dx = c

[
L3

24N3
+ L��kT�2

2N

]
� (6.28)

Further, from rewriting (6.25), we get

D�N� = c

[
L3

2
· 1
N2

+ 2L��T�2

3
·N2 −L��T�2 ·N + 1

3
L��T�2

]
�

Now we take the partial derivative of D�N� with respect to N

and make it equal to zero. Then, N0 is a solution of the equation

4N4 −3N3 −� = 0� (6.29)

where � = L2

�2T2 . For � > 0, (6.29) has a single positive solution N0.
This gives a good indication of the optimal value of N0 as a

function of L2

�2T2 ; intuitively, N0 increases with the decrease of the
importance of delay in the distortion function given by the time
scale �.

Note that, as expected, in the approximation of very strong cor-
relation, the optimal N does not depend on the value of c (which
models the strength of correlation). The optimal value of N only
depends on the ratio between the length of the field L and the time
scaling parameter �T , which models the relative importance of
delay in the distortion function as compared to spatial distortion.

(ii) Correlation model: exp�−c
√

x2 +�2�kT�2�

In this case, we compute

∫ L
2N

x=0
c�x2 + ��kT�2�

1
2 dx =− c

8N

[
−L

√
L2 +4��Tk�2N2

N2

+2��Tk�2N ln��Tk�2

+4��Tk�2N ln 2

−4��Tk�2N ln
L+

√
L2+4��Tk�2N2

N2 N

N

]

� (6.30)
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When N is large, the second, third, and fourth terms in the
summation in the paranthesis cancel out each other, and it can be
easily shown that (6.30) simplifies to

∫ L
2N

x=0
c�x2 + ��kT�2�

1
2 dx ≈ cL�Tk

2N
� (6.31)

By summing (6.31) over k, we can see that the resulting sum
is a strictly increasing sequence in N. This only happens for N
large enough to guarantee the strong correlation approximation;
however, this is enough to show that the optimum N0 has to be
finite.

6.5.3 Two-Dimensional Networks

6.5.3.1 Total Distortion
The case of a two-dimensional grid network (see Figure 6.22) is studied
similarly to the one-dimensional model. Consider a square area L×L,
on which N2 nodes are uniformly placed on a square grid. The network
is divided into Voronoi cells centered in the sensor nodes. We count
the number of hops from each node to the sink on the most energy

L

S

Figure 6.22 A two-dimensional square grid. The Voronoi cell partition is
drawn is dashed lines, and the SPT is drawn in bold solid lines.



Elsevier US 0Ch06-P369426 15-3-2006 11:41a.m.

6.5 Data Gathering of Spatio-Temporal Processes 283

efficient transmission structure for gathering uncorrelated data, which
is the SPT. Note that, in general, since data at nodes are spatially cor-
related, the SPT is not the most energy efficient transmission structure
if in-network fusion by coding with side information is performed at
nodes. Moreover, finding the optimal transmission structure for such
scenarios is NP-hard.9�12 Thus, in our analysis, we make the assump-
tion that, due to limited resources, relay sensor nodes do not perform
in-network fusion, namely, they do not use as side information data
from other nodes that use them as relay. In short, data are relayed
without being processed.

In order to simplify the analysis, we consider a slightly modified
setting for the two-dimensional square grid as compared to the one-
dimensional model (see Figure 6.22). The modification from the one-
dimensional study is that, for the two-dimensional model, we assume
that the sink gathers with no delay data in its corresponding Voronoi
cell (in other words, the sink itself is considered as a regular sensor).

We plot in Figure 6.22 the energy efficient paths from the nodes
to the sink. Note that for every k = 0 � � �N − 1, there are 8k cells sit-
uated at k hops away from the sink. Therefore, analogously to the
one-dimensional case, we can write the total distortion for the two-
dimensional case as

D�N� =
N−1∑
k=0

4 ·8k
∫ L

2N

x=0

∫ L
2N

y=0

{
1−exp�−c�x2 +y2 +�2�kT�2�


2 �
}

dydx� (6.32)

where N is now the number of hops from the sink to the extremity of
the square network.

6.5.3.2 Strong Correlation Approximation
In this section we use an approximation similar to the one in
Section 6.5.2, namely,

1−exp�−c�x2 +y2 +�2�kT�2�

2 � ≈ c�x2 +y2 +�2�kT�2�


2 � (6.33)

For the sake of simplicity, we analyze only the case  = 2, since
the resulting optimization is easier. After some straightforward manip-
ulations including taking the partial derivative of the resulting D�N�
with respect to N, we obtain that the optimal N0 is a solution of the
equation:

N5 −N4 − �

3
N + �

2
= 0 (6.34)
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where � = L2

�2T2 . A full analysis of the behavior of this polynomial is
outside the scope of this chapter. However, through numerical exper-
iments, we are able to provide a set of insights:

• For 0 < � < 83�9, this equation has no real positive solution. It is
strictly increasing, and thus, its optimum is attained at N0 = 1, which
means that the distortion caused by delay becomes so important
that the optimal solution is to not place any sensor and let the sink
estimate the whole field!

• For � ≥ 83�9, the equation has two positive real solutions, one (N1 ∈
�1� 2�) corresponding to a maximum of the function D�N�, and the
other N2 > 2 to a minimum of the function. For N > N2, D�N� is
strictly increasing. Thus, the optimum solution is either in N0 = 1,
or in N2, both being finite integers.

6.5.4 Numerical Simulations

In this section, we do not use the approximation of strong correlation,
but rather use the rough total distortion formulae given by equations
(6.25) and (6.32).

We use Maple to plot in Figure 6.23(a) the distortion D�N� for the
one-dimensional case, as expressed in equation (6.25), as a function of
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Figure 6.23 Total estimation distortion of the field at the sink D�N� as a
function of the number of nodes N for a one-dimensional network: (a) 

2 = 1,
and (b) 

2 = 0�5.
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Figure 6.24 Total estimation distortion of the field at the sink D�N� as a
function of the number of nodes N for a two-dimensional network.

N, for typical values of the constants involved: c = 0�5 (reasonable cor-
relation decay), �T = 0�1 (the constant scaling the time axis), L = 100,
and  = 2. In Figure 6.23(b) we illustrate with a similar plot the case
when  = 1, with c = 0�05, �T = 0�05, and L = 100. We observe that,
in general, there is an optimal N that depends on the few constants
involved in our model: c� ���L.

Finally, in Figure 6.24, we plot the distortion D�N� for the two-
dimensional case, as expressed in equation (6.32), as a function of N,
for typical values of the constants involved: c = 0�05, �T = 0�05, L = 10,
and  = 2. We observe that, again, there is an optimal N minimizing
the total distortion.

6.5.5 Remarks

In this section, we studied data gathering of spatio-correlated processes
from a correlated data field to a sink. The task was to perform at the
sink the reconstruction of the data measured at all the points in the
field, with maximal accuracy, when the only available information was
the data at the sensor nodes. We defined a single measure of accuracy
that combined the distortions due to the spatial approximation and
to the delay in the network. We showed that, in general, there is a
finite optimal density of sampling the field. Future work includes the
analysis of more complex interpolation strategies and the study of a
wider class of random processes.
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6.6 Conclusion

We studied the interaction between data representation at nodes, rate
allocation, and routing and node placement for gathering of corre-
lated data in sensor networks. The results of our work show that a
joint consideration of these issues provides important improvements
in the overall data gathering energy efficiency and accuracy of repre-
sentation.

We first analyzed energy efficient data gathering of random spa-
tially correlated processes with lossless and lossy coding. We succes-
sively found the optimal transmission structure and rate-distortion
allocations. Moreover, we considered the problem of energy efficient
optimal node placement. Further, we considered data gathering of
spatio-temporally correlated processes under delay constraints. We
defined a distortion measure that includes the effects of both spatial
approximation and delay. We showed that, in general, there is an
optimal finite density of nodes that should be placed in the field for
minimizing the total distortion of reconstruction at the sink.

In all the scenarios, the non-trivial interaction between the struc-
ture of the data (or underlying signal) and the transport mechanism
to a central sink has been highlighted. In our view, this is a central
challenge in the design and operation of sensor networks. No simple
“separation” can be used, and substantial gains are obtained by a joint
analysis and design.
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7
Wireless Networks and the Expected
Next Revolution in Information
Technology

P. R. Kumar∗

7.1 Introduction

Over the past few years the problem of how to address wireless
networks in the aggregate has been addressed, with the goal of making
some progress toward understanding what their capabilities are and
how they are to be operated. The issue is that every wireless network
can potentially be different from others in the number of nodes it
has, where they are located, the traffic requirements imposed on it,
etc. Yet, one wants to establish some properties that will help in the
evaluation and design of wireless networks. So motivated, we study
models where distance plays a somewhat more explicit role than is tra-
ditional. Besides modelling the networks, the introduction of distance
also allows us to quantify the capabilities of such networks.

To operate wireless networks in a multi-hop fashion, protocols
for medium access control, routing, power control, and transport are

∗ This material is based upon work partially supported by DARPA/AFOSR under Con-
tract No. F49620-02-1-0325, AFOSR under Contract No. F49620-02-1-0217, USARO under
Contract Nos. DAAD19-00-1-0466 and DAAD19-01010-465, NSF under Contract Nos. NSF
ANI 02-21357 and CCR-0325716, and DARPA under Contact Nos. N00014-0-1-1-0576 and
F33615-0-1-C-1905.
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needed. Since bandwidth in a wireless network may be scarce in com-
parison to optical fiber there is interest in increasing the efficiency of
protocols for these networks. Thus, there have been efforts in advanc-
ing a “next” generation protocol suite that utilizes the shared wireless
medium in a more efficient way. This effort has also spurred an interest
in cross-layer design.

In addition to their utilization as ad hoc networks or mesh
networks, wireless networks are also of interest for their deploy-
ment as wireless sensor networks. Nodes possessing sensing capability
(temperature, light, magnetic, acoustic, etc.), that can also compute,
store, and wirelessly communicate, can be deployed over domains to
perform tasks such as environmental monitoring. The analysis and
design of these sensor networks bring fresh challenges due to the new
model of computation that requires an integrated treatment of the
tradeoffs between local computation and message passing.

Actuation will, one may well suspect, closely follow sensing, and
this leads to the next frontier of networked control. Performing control
over shared computation and communication networks can lead to
large-scale deployment of control systems. A fundamental challenge is
what might be the appropriate abstractions, and what is an appropriate
architecture that facilitates design, development, and deployment of
these systems and enables their proliferation.

7.2 The Wireless Medium

Over the past few years there has been increasing interest in what
are now called ad hoc networks; in the past they were also referred
to as packet radio networks. Essentially, these are networks formed by
nodes with radios. The proposed mode of operation1 is through multi-
hop relaying, shown in Figure 7.1. Packets are relayed from node to
node in short hops until they reach their destination. An advantage
of such networks is that they require no prior wired infrastructure. A
set of users with laptops equipped with wireless PCMCIA cards can
spontaneously form a network at an airport or on a university cam-
pus. Also of interest are so-called “mesh networks” that can connect
residents of a community. Another advantage is that potentially these
networks can also be deployed in mobile environments that preclude
the use of wires. In fact, “wires” which originally facilitated the current
information technology revolution have, in some of the envisaged
applications, become barriers to proliferation.
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Figure 7.1 Ad hoc wireless networks.

The wireless medium is different from the wired medium in several
respects. First, it is a shared medium. That is, users can interfere with
each other. Users will therefore need to cooperate with each other to
avoid interfering with each other’s packets. Figure 7.2 shows what is
called a “hidden” terminal scenario. Node A is sending a packet to
node B. However, due to node C, a neighbor of node B that is also
sending a packet to node D, there is a “packet collision,” resulting
in the non-reception of the packet from node A by node B. Indeed,
addressing packet collisions has been a topic central to the study
of wireless networks since the early days of the ALOHA network.2

One solution to this is to use carrier sensing, a technique used on the
Ethernet. Potential transmitters listen for the carrier to see if any other
nodes are transmitting before they begin their transmission. However,
this is not a perfect solution in wireless networks. Figure 7.3 shows
a scenario called the “exposed” terminal problem. Node A wants to

A B C D

Figure 7.2 A hidden terminal scenario.
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D C A B

Figure 7.3 The exposed terminal problem.

send a packet to node B. However, it hears node C’s carrier and so
refrains from transmitting. The “tragedy” is that the slot is wasted,
since node C is remote from node B, and so its transmission does
not destructively interfere with the reception by node B of the packet
from node A. It should be clear from these examples that “optimally”
sharing the wireless medium is not a simple task. This is the problem
of medium access control to which we return in Section 7.3.3.

The shared nature of the wireless medium, resulting in nodes
potentially getting reduced throughput due to the presence of other
transmitting nodes, necessitates an understanding of how much traffic
wireless networks can carry. This is the topic of Section 7.2.

A second sense in which wireless networks can be (but need not
always be) different from wired networks is that often the data rates of
wireless “links” are lower (often orders of magnitude lower) than opti-
cal pipes. Thus, users sharing a link do suffer a throughput reduction.
This again necessitates efficient utilization of the wireless medium.
Consider, for example, the routing problem. As shown in Figure 7.4,
the traffic from node s to node d may find it more advantageous to
follow a more circuitous path to avoid crisscrossing the path of packets
traversing along an already established path. We will return to this
issue in Section 7.3.2.

There is another manner in which the wireless medium differs from
the wired medium. It can be much more “unreliable.” For example, due
to electromagnetic interference from noise sources such as microwave
ovens (which actually co-occupy the 2.4 GHz band with IEEE 802.11b

s

d

Figure 7.4 Flow avoiding routing.
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cards), packets can be lost. Also, distinguishing features of the wireless
medium are multi-path effects, Doppler shifts due to mobility, and
fading. This can necessitate measures at lower layers to enhance reli-
ability, such as link-level acknowledgments. This has an effect of the
design of the medium access control layer.

The potential capability of creating mobile networks itself introduces
some challenges. One is that of locating a destination node to which
packets have to be delivered — the problem of routing. Much traditional
work in routing has been focused on minimum hop routing, which
can be solved through distributed Bellman-Ford type algorithms.3 In a
dynamic environment, this algorithm can lead to loops. Consequently,
techniques using sequence numbers have been developed4 to avoid such
loops. Several routing algorithms have made it to the IETF Internet Draft
status.1 As shown in Figure 7.4, there can be advantages in routing that
take account of either pre-existing routes or the current “load” on the
network and adapts to it. Due to the paucity of wireless link data rates,
there may even be a benefit to multi-path routing, as shown in Figure 7.5.
Multiple routes from a source to a destination d can potentially be
simultaneously utilized to provide greater end-to-end throughput. We
examine the issue of combining both multi-path routing and load adap-
tive routing in Section 7.3.

In addition to serving as data networks, wireless networks can also
be deployed as wireless sensor networks. Nodes can be attached to acous-
tic, temperature, magnetic, light, or other sensors. They can also be
endowed with computation capability. When they are also wirelessly
interconnected, they can be used to form wireless sensor networks.
Indeed, nodes comprising hardware for such sensor networks called
“motes” have been developed,5 along with an appropriate operating
system.6

s

d

Figure 7.5 Multi-path routing.
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Such sensor networks can be used for monitoring the environment7

or object localization and tracking.8 These networks are frequently
application specific; that is, the entire network is deployed to provide a
specific functionality. Because of this, messages received and/or sensor
readings taken at motes may trigger some local computation which
then triggers some packet generation and transmission. This makes
sensor networks different from data networks. In data networks, the
“payload” of a packet is sacrosanct, and intermediate relay nodes do
not alter the payload. In contrast, in sensor networks, the goal is
not merely delivering packets from one node to another, but may
also be to detect/inform a collector or sink node when some event of
interest happens. For example, the sink node may only be interested
in being notified when the maximum sensor reading in the network
exceeds some threshold. Thus, the sink need not get the readings of
all the measurements of all the sensors in the network, but only, say,
the maximum. Given this limited interest in the data, intermediate
nodes may therefore fuse data, or even drop it altogether if it is not
interesting, rather than faithfully relaying it. This critical difference
leads nodes to make computations based on incoming packets as well
as their own readings and to make judicious decisions on what to
themselves transmit.

The result is that the entire network can be viewed as a distributed
computer, where nodes are interconnected by the wireless medium.

Another sometimes distinguishing feature of sensor networks is that
they may often operate under severe resource constraints. It may be
required that a sensor network be deployed in an unattended remote
habitat for several months. Each node may only have a pair of AA
batteries. Thus, the network itself may be very energy constrained.
Also, computing hardware at the nodes may have very limited memory
and computational capabilities.

The net result is that we face the problem of studying quite different
models of computation than is traditionally the case. This requires a
theory of in-network processing that informs us how best to use the com-
putation and communication capabilities for the specific task that the
sensor network has been developed. We visit this issue in Section 7.4.

Sensing the environment leads inexorably, we believe, to actua-
tion; that is, one wants to exploit the ability to sense and measure the
environment in order to act on it and alter it. Since sensing and actu-
ation together comprise what is called “control,” we believe that con-
trol over networks could be a possible next phase of the information
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technology revolution. It will lead to the convergence (or reconver-
gence, see Mindell9) of control with communication and computation.

While we have noted that sometimes sensor networks may also be
resource starved in terms of energy, computation, and communication
capabilities, there are also important environments where all three may
be plentiful. Such “course granularity” deployments may be an essential
component of future networked control systems, be they transportation
systems, smart energy grids, or air transportation management.

In such complex deployments, a crucial resource is the designer’s
time or, more generally, the design-develop-deploy cycle-time.
Lengthy development periods can lead to huge development costs
which may make deployment prohibitively expensive, stifling the
proliferation of networked control.

To enhance proliferation, we believe that a fundamental chal-
lenge is to determine what the appropriate abstractions are and what
the appropriate architecture of such systems is. Indeed, we argue
in Section 7.5 that architecture and abstractions are important for
proliferation of technology.

Our goal is to support such abstraction through middleware. This is
analogous to supporting the abstraction of a “graph” provided by the
network layer in the OSI stack (see Figure 7.6), which is supported by

Session layer

Presentation layer

Application layer

Transport layer

Network layer

Data link layer

Physical layer

Session layer

Presentation layer

Application layer

Transport layer

Network layer

Data link layer

Physical layer

Figure 7.6 The layers of the OSI stack.
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routing protocols. Similarly, we believe that by providing appropriate
middleware for networked control, we can simplify the development
of networked control. We will examine this issue in Section 7.5.

7.3 The Capacity and Architecture of Wireless
Networks

It is convenient to begin with a very simple model of a wireless net-
work that can be embellished with increasingly more accurate physical
descriptions.

Consider a domain of area A square meters as shown in Figure 7.7.
Within A are located n nodes in arbitrary locations. As noted in
Section 7.3, a distinguishing characteristic of the wireless medium is
that it is a shared medium. Thus, we need to begin by defining when
such sharing is successful. For this purpose we consider a simple (even
simplistic) model. Suppose, as in Figure 7.8 that node T wishes to send

n nodes

A sq.m

Figure 7.7 A domain of area A with n nodes.

r

R

T
r ′

(1 + Δ)r
T ′

(1 + Δ)r ′

R ′

Figure 7.8 The protocol model.
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a packet to node R at a distance r. We will simply suppose that node
T scales its power appropriately and transmits the packet. The critical
assumption we make is that such a transmission of range r creates an
interference footprint of radius �1+��r centered around the transmit-
ter. Here, � > 0 is some positive parameter. Within this “interference
footprint” of the transmission, we suppose that no receiver located
in it can potentially pick up any other transmission. Suppose as in
Figure 7.8 that there is another concurrent transmission by node T ′ to
node R′ at a distance r ′ away. Then that transmission, in turn, creates
an interference footprint centered around T ′ of radius �1 +��r ′. Now
in order for the transmission from T to R to be successful, we need the
distance from T ′ to R be larger than or equal to �1+��r ′. Similarly, for
the transmission from T ′ to R′ to be successful, we need the distance
from T to R′ be larger than or equal to �1+��r.

This type of model for when concurrent transmissions are successful
has been called the Protocol Model in Gupta and Kumar.10 The reason is
that some protocols may enforce or lead to such a constraint. Consider,
for example, a cellular system where a frequency used in one cell may
not be reused in an adjoining cell. For hexagonal cells, as illustrated in
Figure 7.9, this is equivalent to a choice of (nearly) � = 2.

∗∗

Figure 7.9 Frequency reuse prohibited in adjoining cells.

∗∗
We are implicitly assuming isotropic transmitting antennas in the above; however, similar

results can also be obtained for directioal antennas (see Agarwal and Kumar11).
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More formally, if X1�X2� � � � �Xn are the locations of n nodes in the
domain, and if Xi → Xj and Xk → X� are concurrent transmissions,
then we require that

�Xi −X�� ≥ �1+���Xi −Xj�� and (7.1)

�Xk −Xj� ≥ �1+���Xk −X��� (7.2)

in order for both transmissions to be successful.
Concerning the quantity of information that can be transmitted,

we simply suppose that each successful transmission takes place at a
data rate of W bits per second.

What we have provided is a simple model which is certainly not
an information-theoretic model. Rather, it is more of a model of how
technology and protocols may be utilized.

Nevertheless, in spite of its simplicity, one can draw several useful
conclusions. What makes these conclusions important is that they
continue to hold under more physically meaningful models.

Note that the triangle inequality for distances between points in
the plane says that

�Xi −X�� ≤ �Xi −Xj�+ �Xj −X��� (7.3)

Similarly,

�Xk −Xj� ≤ �Xk −X��+ �X� −Xj�� (7.4)

Thus, from (7.3) and (7.1), we obtain

�Xj −X�� ≥ �Xi −X��− �Xi −Xj� (from (7.3))

≥ �1+���Xi −Xj�− �Xi −Xj� (from (7.1))

= ��Xi −Xj�� (7.5)

Similarly, from (7.4) and (7.2), we obtain

�X� −Xj� ≥ �Xk −Xj�− �Xk −X�� (from (7.4))

≥ �1+���Xk −X��− �Xk −X�� (from (7.2))

= ��Xk −X��� (7.6)

Adding (7.5) and (7.6), we obtain

�Xj −X�� ≥ ��Xi −Xj�
2

+ ��Xk −X��
2

� (7.7)
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r ′Δ /2

r  Δ /2

r

r ′

Figure 7.10 Virtual space used by transmissions.

This can be visualized as in Figure 7.10. If we draw a disk of radius
�
2 �Xi −Xj� around the receiver Xj, and a disk of radius �

2 �Xk −X�� around
the receiver node X�, then these disks are essentially disjoint (the area
of their intersection is zero). This has a very nice interpretation. We
can imagine that each transmission of range r uses up a virtual space
consisting of a disk of radius r�

2 centered around its receiver. To elabo-
rate a bit further, what it implies is that area is a valuable resource in
wireless networks, in addition to spectrum. Indeed, in trying to econ-
omize on both of them, we obtain the well-known strategy of spatial
reuse of spectrum, illustrated in Figure 7.9. The frequency spectrum
used in a certain cell is reused in another distant cell.

Now recall that we are assuming a domain of area A square meters.
Let 	Xi 
 i ∈ T ⊆ 	1� 2� � � � � n�� be the set of concurrent transmissions,
with the range of the transmission from Xi being ri. Then each such
transmission uses an area of at �r2

i �2

16 , as shown in Figure 7.11. (The area

of the disk around each receiver is only �r2
i �2

4 , and the extra factor of
4 in the denominator comes in because not all of this disk need lie in
the domain.) Thus, we have the fundamental spatial constraint

��2

16

∑
i∈T

r2
i ≤ A�

This can be written as

1
T

∑
i∈T

r2
i ≤ 16A

T��2
� (7.8)

where we have abused notation and used T to denote the cardinality
of the set T .
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A sq.m

n nodes

r6

r4

r1

r3

r2

r5

r6 Δ /2

r3 Δ /2

r5 Δ /2

r1 Δ /2

r2 Δ /2

r4 Δ /2

Figure 7.11 The space used by all the concurrent transmissions.

Now recall that due to the convexity of the function r2
i , one has

(
1
T

∑
i∈T

ri

)2

≤ 1
T

∑
i∈T

r2
i � (7.9)

So we have, from (7.8) and (7.9),

1
T

∑
i∈T

ri ≤
√

16A

T��2
�

This leads to

∑
i∈T

ri ≤
√

16AT

��2
�

Now the number of transmissions cannot exceed n
2 , i.e.,

T ≤ n

2
�

since, at most, half the nodes can be transmitters, while the rest are
receivers. Hence, we obtain

∑
i∈T

ri ≤ c1

√
An� (7.10)
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where

c1 
=
√

8
��2

�

We interpret
∑

i∈T ri as follows. When one bit has been transferred a
distance of ri meters, let us say that ri bit-meters have been pumped.

Recalling that every node can transmit at W bits per second when
it is successfully transmitting, we see that the number of bit-meters
per second being pumped by the entire network is W

∑
i∈T ri, and this

is bounded through (7.10) by

W
∑
i∈T

ri ≤ c1W
√

An�

Since this is true no matter which feasible set of successful concurrent
transmissions T has been chosen, we obtain the following result.10

Theorem 7.1 The number of bit-meters per second that the wireless network
can pump is upper bounded by c1W

√
An bit meters per second, where

c1 
=
√

8
��2

�

This quantity, bit-meters per second, that a network can pump at
best is called the transport-capacity of the network.

Theorem 7.1 provides an upper bound on the transport capacity.
It is easy to construct scenarios of node locations where a transport
capacity of this asymptotic order in n can also be achieved. Figure 7.12
shows a configuration where a capacity of order �W

√
An� is, in fact,

achieved.
†

The pre-constant c1 in the upper bound, and a corresponding pre-
constant in the lower bound on maximal transport-capacity, can be
improved. The bounds can be sharpened to lie within a factor

√
8 of

each other (see Agarwal and Kumar11).
The above bound has been shown to hold under more physically

meaningful models than the Protocol Model. One can consider Signal-
to-Interference Ratio (SINR)-based models, and the �

√
n� bound can

†
Here and in the sequel, we use Knuth’s solution, popular in computer science. If supn � f�n�

g�n�
� <

+�, we say that f = O�f�. If f = O�g� as well as g = 0�f�, we say that f = �g��
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Figure 7.12 A regular arrangement of transmitters and receivers that pumps
�W

√
An� bit-meters per second.

still be shown to hold (see Agarwal and Kumar12). Even the SINR-based
model can be challenged, since one could argue that by making use
of multi-user receivers, reception may be possible through successive
decoding,13 even at low SINRs. A convincing bound can only come
from information theory. This has been pursued in Xie and Kumar,14

where an analogous bound is shown. The case of fading has also
been studied, and similar results continue to hold (see Xue, Xie, and
Kumar15).

7.4 Protocols for Ad Hoc Networks

In order to realize the multi-hop mode of operation, several protocols
are needed. A protocol that plays a critical role is power control. As
we have seen in Section 7.2, the choice of appropriately low power
range for transmissions is important to realize the capacity of wireless
networks in the Protocol Model. The question then arises as to how
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this is to be done. How should nodes choose the powers of their packet
transmissions? This is the power control problem.

Next, due to the choice of several short hops rather than one long
hop (if that were, in fact, feasible), one has to find the sequence of
nodes through which the packet is to be relayed. This is the routing
problem.

Another protocol is medium access control. Since wireless is a shared
medium, and packets can collide, at least under simple models of oper-
ation, nodes have to cooperate in preventing collisions and allowing
data transfer to take place.

7.4.1 Power Control

We begin with the power control problem. The first issue that con-
fronts us is to decide the protocol layer in which the power control
problem is to be solved; the OSI stack is shown in Figure 7.6. There are
several advantages to layering. The hierarchical layering allows segre-
gation of development tasks. It ensures that individual efforts at the
transport layer, network layer, physical layer, etc. can be pursued sep-
arately; yet the entire stack will function when they are put together.
It thus allows plug and play functionality. It also makes maintenance
and evolution easier. By lending longevity to the basic architecture, it
ensures that proliferation can take place over the long haul by provid-
ing design stability.

Thus, it is important to grapple with the issue of where power
control ought to be located vis-à-vis the protocol stack. It is at this
point that problems arise. The choice of power level simultaneously
affects signal quality, range, and congestion. Thus, one could argue
based on its affecting signal quality that it is a physical layer issue.
Indeed, this is effectively the approach pursued in cellular systems.
However, it could also be argued that it is a network layer issue because
the choice of power level affects range which, in turn, determines
routes. On the other hand, it could also be argued that since excessive
power levels by a transmitter cause “congestion” to a receiver which is
not the intended recipient of its transmission, power control ought to
be a transport layer issue. So where should power control be addressed?

Our contention made in Narayanaswamy et al.16 is that power con-
trol in wireless ad hoc networks ought to be treated as a network layer
issue. A brief summary of the reason is provided in Figure 7.13. From
the analysis of capacity in Section 7.2, it follows that taking several
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Connectivity Routes

Power levels

Figure 7.13 Mutual dependence of power levels, routes, and connectivity.

short hops is good. However, if the range of transmissions is too small,
then the network can get disconnected. The reason is that, given the
locations of the nodes, the choice of a value for the transmission range
causes only those links to be formed whose length is no more than the
transmission range, and the resultant collection of links may not yield
a graph in which all nodes are connected. Thus, nodes should choose
their power levels high enough to ensure connectivity. However, it is
not possible to determine connectivity unless one has routes between
nodes. Yet, one cannot choose routes without choosing power lev-
els. Hence, as depicted in Figure 7.13, there is a mutual dependence
between power control, connectivity, and routing.

It follows from the above that power control cannot be solved
before the network layer, at least if one wants to perform a global
rather than link-level optimization as, for example, necessitated by
capacity considerations, since connectivity is determined only at the
network layer. On the other hand, routing needs to be solved at the
network layer, and it requires power control. This argues for a joint
solution for power control and routing at the network layer.

Such a solution has been proposed and implemented in
Narayanaswamy et al.16 It pursues the approach of choosing what is
the lowest common power level to be chosen by all nodes so that con-
nectivity is maintained. The protocol is called COMPOW.

This protocol allows a clean modular implementation in conjunc-
tion with table-driven routing protocols. PCMCIA cards currently
available off-the-shelf, for example, offer a choice of a handful of
power levels ranging from 1 to 100 mW. Consider now running several
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Kernel routing table = RDP(t)

Driver Set data_power

RDP(t)

IP

User space

Transport layer: Sets skb-power_field

RDPmaxRDP(t)+1RDP(t)-1RDPmin …. ….

Power control agent

Sys V message queue

Kernel space ioctl() to set default power
for DATA packets

change_power()

Card

Scheduler

Figure 7.14 Architecture of implementation of COMPOW protocol for power
control.

routing daemons in user space, one at each power level, as shown
in Figure 7.14. From the examination of the routing tables for each
power level, one can determine how many nodes are in the connected
component. From this, it can be determined what is the lowest power
level at which the number of nodes in the connected component is
the same as at the highest possible power level. The routing table for
this power level is simply copied over to the kernel routing table. The
net result is a clean implementation at the network layer for what
initially seemed like a cross-layer problem.

This protocol can be extended to also perform automatic cluster-
ing. The resulting CLUSTERPOW protocol is described in Kawadia and
Kumar.17 A more general treatment of power control can be found in
Kawadia and Kumar.18

7.4.2 Routing

Over the past few years several routing protocols have advanced to
the IETF Internet Draft stage.1 These include both proactive protocols,
that actively maintain routing tables, as well as reactive protocols that
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search for a route only when needed. Routing protocols can also be
classified as distance-vector based, which function in a Bellman-Ford
type of manner,3 or link-state based,19 where nodes attempt to develop
more global knowledge.

What we will investigate in this section is load adaptive rout-
ing. As shown in Figure 7.5, nodes can benefit from using multiple
routes along which to simultaneously route packets so as to get higher
throughput. Also, as shown in Figure 7.4, routes can be made adaptive
to other flows in the network and the load on the network, in order
to choose good routes.

One approach proposed in Gupta and Kumar20 is to adapt routes
to the delay experienced by packets. The goal is to distribute the flow
among several paths, as illustrated in Figure 7.15, so that the
end-to-end delay experienced along each of the utilized paths is the
same, and at the same time no more than the potential end-to-end
delay over any unutilized path. Such a solution has been studied in
the transportation literature and is known as a Wardrop equilibrium.21

The question is how to achieve this. The basic idea is to reduce flows
over routes with delay in excess of the average delay in favor of flows
with delay lower than the average delay. This, in turn, requires a delay
estimation algorithm. The net result is a two-time scale adaptation

Delay = τ

Delay = τ

Delay ≥ τ

Figure 7.15 Wardrop routing.
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scheme. Such an algorithm has been rigorously analyzed in Borkar
and Kumar.22

The implementation of a multi-path delay adaptive algorithm poses
several challenges. These have been studied in Raghunathan and
Kumar.23 First, it is desirable to improve the transient behavior of the
algorithm prior to convergence. In particular, even in the transient
phase one would like to avoid loopy routes for packets. Such a scheme
is developed in Raghunathan and Kumar24 based on the usage of even
and odd fields. At even steps, packets are required to advance one hop
closer to their destination, while at odd fields, they should move no
further away in terms of hop count. Such a scheme is guaranteed to
be loop free.

Additional issues also need to be resolved. An example is how to
avoid the need for transport layer acknowledgment packets to carry
delay feedback information needed for a network layer protocol. Some
transport layer protocols, e.g., UDP, do not even have such acknow-
ledgment (ACK) packets. These issues are described in Raghunathan
and Kumar,23 who provide implementation, simulation, and experi-
mental testing results.

7.4.3 Medium Access Control

The last protocol we will touch upon is medium access control (MAC).
The handshake portion of the now standard IEEE 802.11 protocol
is illustrated in Figure 7.16. It consists of four phases. Initially, a
transmitter announces its need to send a packet by sending a Request-
to-Send (RTS) packet. The intended receiver then replies back with a
Clear-to-Send (CTS) packet. The transmitter then replies with a DATA
packet, following which the receiver sends an ACK. Nodes hearing
an RTS or a CTS packet are required to refrain from transmitting for
the duration, which ensures that collisions do not happen in either
direction.

Additional mechanisms used include Carrier Sensing with a range
larger than the decoding range for packets, as well as back-off counters
that stagger and delay transmissions when conflicts do occur.

The question that we address is whether we can develop a MAC
protocol that does not require such a four-phase handshake for each
and every DATA packet on each and every hop, and one which
does not require silencing of both the transmitter’s and the receiver’s
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RTS - Neighbors of transmitter are silenced

CTS - Neighbors of receiver are silenced

T R

Data is sent

ACK is returned

T R T R

T R

Figure 7.16 The four-phase handshake of IEEE 802.11.

neighborhoods. Finally, it may be desirable to replace the violent back-
off mechanism with perhaps a gentler control.

Such a scheme has been examined in Rozovsky and Kumar.25 It
is a slotted protocol that uses random schedules for nodes involving
either “listen” or “transmit-if-data” slots. Such schedules are developed
through a pseudo-random number generator. In order for two nodes
to know each other’s schedules, they need only exchange the seeds of
their random number generators. This results in the SEEDEX proto-
col. As shown in Figure 7.17, through a fan-in and fan-out procedure
carried out at infrequent intervals, nodes determine the seeds of their

Neighbors send all SEEDs of
their neighbors to you

You send all SEEDs of your
neighbors to your neighbors

You know SEEDs of all
your 2-hop neighbors

Figure 7.17 Fan-in and fan-out to determine seeds of two-hop neighbors.
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1/3

A B

C

D

Figure 7.18 Probabilistic transmission based on two-hop neighbors’ states.

two-hop neighbors. This is precisely the information that nodes need,
since it is within this two-hop neighborhood that collisions originate
(at least under some protocol models).

Once nodes know the seeds of their two-hop neighbors, they can
take advantage of the knowledge of each other’s schedules to reduce
collisions. Consider the scenario shown in Figure 7.18, where node
A wishes to send a packet to node B that, however, also has two
other neighbors C and D in a transmit-if-data state. If all three nodes
transmit, then there will be a collision. To alleviate this, node A
randomly sends the packet with probability 1/3 in that slot to B.
The choice of the value of 1/3 by node A is motivated by the fact
that there are three contending neighbors of its receiver B, and is
intended to optimize

‡
with respect to the number of neighbors likely

to transmit.
This scheme can be modified in various ways. An additional mul-

tiplicative constant � can be incorporated so that the transmission
probability is �/3, where � is modulated according to the amount of
load experienced at a node. Another possibility is to use SEEDEX only
to make reservations for longer DATA packets.

The SEEDEX protocol, as well as the issues involved in implement-
ing a slotted protocol on off-the-shelf cards, is described in Rozovsky
and Kumar.25

‡
However, strictly speaking, the choice of 1/3 may not be an optimal choice for node

A, since nodes C and D may be desiring to transmit to nodes other than B and so may
themselves be choosing probabilities differing from 1/3. In fact, this hints at some of the
complexity of conducting performance evaluation of MAC protocols in wireless networks.
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7.5 In-Network Processing for Function
Computation in Sensor Networks

We now turn to sensor networks. In many such networks, there may
be a collector or sink node, and the goal of the sink node is to determine
some appropriate function of the sensor measurements taken at the
other nodes.

For example, if x1� x2� � � � � xn are the temperature measurements
taken at n sensor nodes, then the sink node may want to obtain infor-
mation on the average temperature x1+x2+···xn

n
. Alternately, in an alarm

network, the sink node may want to know the maximum temperature
Max1≤i≤nxi.

More generally, there may be a function f�x1� x2� � � � � xn� that the
sink node wants to compute. For many statistical functions such as
mean, mode, median, max, standard deviation, histogram, etc., the
function f is symmetric, i.e., invariant with respect to permutation of
its arguments.

To address these issues one needs a model of the network. Consider
a domain consisting of a disk of unit area with n nodes independently
and uniformly distributed in it. Let r�n� denote the transmission range
of a node. We will suppose that all nodes choose the same value for
their range. Consider the network formed by connecting any pair of
nodes by a link when the distance between them is no more than r�n�.
It is known that the resulting network is connected26 with probability
approaching one as n → +� if and only if

r�n� =
√

log n+k�n�

�n
�

for some sequence k�n� with limn→� k�n� = +�. Let us simplify matters

by supposing that a range of c
√

log n

�n
is used where c > 1. We will call

this a random network. One node in this network is designated as the
sink node. We will assume that nodes transfer packets to each other
over such a network governed by the Protocol Model.

The values of the measurements are taken to lie in a finite alphabet.
Assuming that nodes can compute and communicate, how should the
entire network be operated to compute the function f ? This problem
has been studied in Giridhar and Kumar.28

The performance metric we address is the computational throughput,
which is the rate at which the function f can be computed by the
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sink node. To maximize this, we allow block computation, as in infor-
mation theory. That is, suppose the network can process a block of k

consecutive measurements and output k values of the function in, say,
time T�k�. Then the computational throughput is T�k�

k
. The block length

k can be optimized, as can the policy for computing the k block of
values for the function f . We call the reciprocal of the computational
throughput the computational cycle-time.

We illustrate the results for the mean f�x1� � � � � xn� = x1+x2+···+xn

n
and

the max f�x1� � � � � xn� = Max1≤i≤nxi.
It runs out that the Max can be calculated in exponentially faster

computational cycle-time. For example, the maximum computational
throughput for the Mean in a random multi-hop network is 

(
1

log n

)
.

On the other hand, the computational throughput for the Max is

(

1
log log n

)
.

The architecture for the computations exploits different ideas. For
example, an order-optimal architecture for the mean is illustrated in
Figure 7.19. The domain can be tessellated into small cells. In each
cell, the total of the measurements can be calculated by a designated
node. Then an in-tree rooted at the sink is used to pass on the total to
the sink. There is really no advantage to block computation, at least
vis-à-vis order optimality.

On the other hand, the computation of the Max can take advantage
of block coding. To see this, let us consider a collocated scenario where
all n nodes can all hear each other’s transmissions. Suppose also for
simplicity that there are only two values for the temperature, 0 and
1. Thus, any node with a temperature of 1 at a given time knows that
it has the maximum temperature (possibly non-uniquely) among all
nodes at that time.

Let us order the nodes as 1� 2� � � � � n. We now show how block
computation can be exploited to increase computational throughput
for the Max function. Node 1 collects a block of k measurements and
announces only the list of times from among the k measurements at
which its temperature is a 1. This list can be broadcast in an efficiently
compressed manner. Node 2 then restricts attention to the set of times
at which node 1 did not have a temperature of 1 and announces,
within this subset, the set of times at which it had a temperature of 1.
Again, this is also efficiently compressed. Node 3 then fills in furthers
1s, and the process continues. Due to the block coding, and due to
the reduced time periods of interest as nodes progressively announce
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Figure 7.19 Order-optimal architecture for computing the Mean.

their times of temperature 1, the computational throughput is greatly
improved.

Two classes, called “type-sensitive” and “type-threshold” functions,
have been identified in Giridhar and Kumar28 for which the computa-
tional throughput orders, as well as order-optimal architectures, have
been determined.

7.6 Networked Control

As we noted in Section 7.3, the incorporation of actuation in addition
to sensing gives rise to the ability to interact with the environment.
This makes control over networks possible.

One of the key challenges, we believe, is to determine what are the
appropriate abstractions and architectures. As an analogy, the network
layer in the OSI stack (see Figure 7.6) manufactures the abstraction
of a graph. This is then put to good use by the transport layer to
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manufacture the abstraction of a “pipe.” This allows plug-and-play
incorporation of protocols.

As another example of a proliferation-oriented architecture, one
may consider the “von Neumann bridge” of serial computation.29 Yet
another is the source-channel coding separation theorem which lies
at the heart of digital communication.30 Then there is also the sepa-
ration theorem of control31 that divides the overall task into that of
estimating the state of a system and then using that estimated state to
calculate the control to be applied.

The question that arises is, see Figure 7.20, what are the appropri-
ate abstractions for networked control? To investigate this we have
built a testbed, shown in Figure 7.21. It consists of radio-controlled
cars observed by video cameras. Each car is controlled by an individ-
ual laptop, and the laptops are connected by a wired/wireless ad hoc
network.32

We have proposed one such abstraction that greatly facilitates net-
worked control — the abstraction of virtual collocation.32 To motivate
this, we note that directly developing an application for a network
where many sensors, actuators, and computational nodes are dis-
tributed is difficult. The measurement of time at different nodes is
different since no two clocks agree.33 Also, nodes such as cameras may
need to be replaced, and one does not want to tie down the code

OSI layers Digital communication

Source
coding

Channel
codingHardware Software

Serial computation

von Neumann
bridge

Abstractions and architecture
for networked control?

Session layer

Presentation layer

Application layer

Transport layer

Network layer

Data link layer

Physical layer

Session layer

Presentation layer

Application layer

Transport layer

Network layer

Data link layer

Physical layer

Figure 7.20 Challenge of architecture and abstractions for networked control.
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Vision Sensors

Automatic Control

Ad Hoc Network

Planning and Scheduling

Figure 7.21 The testbed in the Convergence Lab at the University of Illinois.

with issues related to addressing. One also wants to migrate function-
ality from node to node automatically to optimize against latencies
experienced while a system is running, i.e., at run-time. Essentially,
one wants to simplify the development of applications for networked
control.

For this purpose, we have developed a middleware for networked
control, called Etherware.34 It allows control designers to develop the
application using components. It shields the control designer from
having to know the computational resources on which the compo-
nents are executing, their locations such as network addresses, or even
the times as measured at differing components. Thus, it manufactures
the abstraction of virtual collocation.

The net result is that the control designer can focus on the problem
of control law development, rather than peripheral issues of imple-
mentation. We believe that this is one of the keys to the future pro-
liferation of networked control. We refer the reader to Reference 35
for videos of the system functioning in pursuit-evasion, traffic control,
collision-avoidance, etc. modes.
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The other key is a theoretical foundation for control algorithms
that can provide stability, control loop performance, and robustness
for a distributed system where not all information is known to all
nodes and where what information is known to a node may be noisy
or randomly delayed. This is a major challenge for the future.
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Plate 1 The average energy spectrum per bit for an OCDM spreading signal
set defined in Figure 2.5. (See Figure 2.6, p.34)
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Plate 2 A comparison between the modulations considered in this chapter.
(See Figure 2.10, p.39)



Elsevier US colourplate-P369426 15-3-2006 11:43a.m.

Plate 3 Field intensity evaluation. (Top) Simulation of the electric field in the
portion of an urban area. (Bottom-left) Simulation of the electric field ampli-
tude relevant to direct and reflected contributions. (Bottom-right) Simulation
of the electric field amplitude relevant to direct, reflected, and diffracted
contributions. The electric field amplitude is color coded between –25 and
–75 dBm. (See Figure 4.4, p.173)
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Plate 4 Field intensity evaluation. Simulation of the electric field for the
scene in Figure 4.2. (See Figure 4.5, p.174)
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Plate 5 Indoor field intensity evaluation. Simulation of the electric field for
each floor of a four-floor building included in the scene of Figure 4.2. The field
intensity is color coded between –13.87 and –100 dBm. (See Figure 4.6, p.174)
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