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Chapter 1
Classifying Content Quality
and Interaction Quality on Online Social
Networks

Amtul Waheed, Jana Shafi and P. Venkata Krishna

Abstract Today’s OSN puts web forums, QA communities and blogging site all
together on global stand. The drastic revolution in the world of online social net-
working sites and increasing number of users and time spent on OSN express a
concern for user generated content and quality of interaction. By analysing user
generated content and user interaction on OSN we explore how content quality and
interaction quality impacts on dynamic online social system. In this paper we show
how content quality and interaction quality measured between different users on
OSN portals.

1.1 Introduction

Web Knowledge management system is under threat due to the overflowing of low
quality generated contents. Due to lack of generalized framework applicable on all
OSN is the main drawback and to up come this many domain specific systems have
been developed. For instance expecting correct answer QA community, distinguish
reliable comment in review forums. This affects web user behaviour patterns and
people behaviour in their normal daily life [1–7].

In web forums the good posts are amusing, well written, and understanding
posts, such post full fill all user requirements where as bad post full fill only few
users. However the objective of QA communities good post are correct answers and
detailed descriptions.QA communities supports most expressive and effective fea-
tures such as thumbs-up and thumbs-down by this users can identify information
can be helpful or not. Web forums implicit feedback points to popular authors
consequently makes content features are more reliable.

Generally online content consist of traditional published substantial. With the
increase in participation of online users, user generated content also increasing.
Blogs, Web forums, photo sharing, posting, social bookmarking site and social
networking platforms are Common user generated domains which also specify the
relationships and interaction of users in a community.

User generated content based on community driven question answer sites have
gained more users in past few years. These sites helps user to post a question and

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2019
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other user can answer the query posted user. This mechanism work as a substitute to
gather information on internet instead of browsing results on search engines [8].

The major fact of concern is variant quality of content [from very high to very
low and even offensive content] for such web sites. By this ranking and filtering of
such domains are very complex. Extensive range of user-to-user interactions and
user-to-document relation types are comprised in social media with document
content and link structure [9].

Social media offers vast users to interact together on global platform providing
opportunities for enhancements in education, entertainment, politics, social
exchange of information and social relations. Increase in social interaction, social
scientist and researchers are facing challenges by for collecting, analysing and
understanding huge data of user interaction for investigations by random trials,
surveys, and manual data collection at very large data set.

Online Social media contains users information like their interaction, likes,
dislikes on global platform. Millions of interaction and communication exchanges
are occur between the users of each social media sites. Quality of interaction can be
determined by the properties intrinsic users on online social media sites and user’s
past interactions on the sites. To accurately measure the quality of interaction
between users on social sites, consider conversation length between users, user
properties and modelling user interactions.

In this paper, we focus on measurement of user content quality and user inter-
action quality. We emphasis on the task of defining user content quality which is an
important component for advanced information retrieval system based on QA
communities.

We also demonstrate User interaction quality can be accurately measured with
properties intrinsic to user and user interaction by using random chat network that
connects users over countries. Chat network for predicting optimal conversation
partners [10].

1.2 Related Work

Social media content are now a day’s very essential to many users for popular QA
community portals, where they can find help for any situations for instance
entertainment and social interaction.

QA community is a question and answer session where user can find answer for
the question post by other user irrespective of any topic. This can form heteroge-
neous interactions with unlimited queries and its reply by unrestricted user par-
ticipation. User can like or dislike and comment on the answer posted by other
users, can participate in questioning and can complain about abusive comments.
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Methods used for estimating content quality:

1. Link analysis in social media: one of the successful methods for estimating the
quality of web sited is applied in this context in social media. PageRank and
HITs are two most essential link based ranking algorithms [11, 12].

2. Propagating reputation: This method propagates the positive trust and negative
trust assigned by users. Guha et al. [13] conducted the ways of combining trust
and distrust and considered trust as transitive property and distrust as
non-transitive property.

3. Question/answering portals and forums: On average the quality of question
answer portals are good, however quality of specific answers differs significantly
[14].

4. Expert finding: identifying user with high expertise by analyzing data from
online forum [15].

5. Text analysis for content quality: quality of text can be determined by
Automated Essay Grading (AES) which is a text classification tool with a wide
variety of text as features [16].

6. Implicit feedback for ranking: Millions of web users give feedback which is
provided to valuable source to rank information [17].

Genuineness of content quality is based on popularity of answers or user
acceptance in QA forums [2]. Assess the performance in various applications
including extracting semantic relationships is another approach to use indirect
evidence of content quality [18]. Calculating the user satisfaction in community QA
sites, recommending questions and best answer [19].

1.3 Analyzing Content Quality in Social Media

An important component for performing information retrieval tasks on QA system
is evaluation of content quality. Now in this section content quality identification is
performed by using features of social media and user interactions. The interactions
between content author and users are model by intrinsic content quality and content
statistics. Then all properties are used as input to classify quality definition for QA
community sites.

1.3.1 Intrinsic Content Quality

These types of content are mostly textual in nature given on social media [20].
Other semantic features are as follows:
Typos and Punctuation: substandard text such as capitalization, measuring

punctuations, spacing densities are found in online sources as common slip in
writing performance.

1.2 Related Work 3



Semantic and Syntactic Complexity: This is one level advanced then punctuation
level; it deals with proxies with complexity such as average number of syllables per
word.

Grammaticality: In this we measure grammar of text for grammatical quality by
using several linguistically oriented properties.

1.3.2 User Relationships

We use link analysis algorithms for measuring quality count of QA community
sites. If the answer is good then ranking or votes goes good answer. Data set is a
graph containing multiple nodes like user, questions and answer and interaction
between them are represented by edges using different semantics.

As show in Fig. 1.1.

1.3.3 Statistics

Number of readers of content is one of the most importance aspects, as this statistics
information provides the interest of users in the content, whether they may or may
not be the contributor. This high quality web search statistic results helps in
identifying number of visitors and time spend on the site by visitor, which helps in
identifying the popularity and trustworthiness of web portals.

1.3.4 Classification

Classifying the content quality is most major concern. This can be achieved with
several classification algorithms. Some algorithms are good to perform with text
classification task such as vector machine and log linear classifiers. Classifiers give
judgment based on user relationship, evidences from semantic, available, features,

Fig. 1.1 Interaction between
users posting questions and
answers
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content sources. Classification for QA communities is based on interest, factual
accurate content and well formulated content.

1.4 Analyzing Interaction Quality in Social Media

Online relationships are similar to real world relationships. User characteristics and
structural data of dataset have to be considered while allowing granular prediction.

Essential requirement to optimize task of matches is the length of interaction two
users are involved. Lengthy the interaction continues it reflects the user satisfaction.
Simple models, exclusive applications of user characteristics, network structural
attributes are the typical element that affects the length of conversation in similar
networks. We are compelling a network structure model for better understanding
for both intrinsic user characteristics and structural properties. To compel a perfect
model with precise social relationship we hypothesize the assign weights to various
social interactions on a constant scale.

1.4.1 Dataset

Dataset for the defined network consists of two tables- User profiles and its inter-
action. User profile consists of ID number, name, gender, age, location, timestamp,
collection of interactions between users for a period of time. Interaction table
consist of ID number, timestamp showing interaction start and end session. User
can report if any other users are abusive. Interaction session status can be classified
as “End”, “lengthy”, “short” lengthy session indicates the smooth session as been
established between two users.

1.4.2 Hypothesis

Here each participant in user profile table is denoted as nodes, each interaction is
denoted as edges in graph. To calculate hypothesis of user interaction numerical
weight is assigned to each interaction sessions by tracing interaction length,
interaction end, user relations, user reports.

1.4.3 Network Analysis

The correlation between interaction length and user profile has been observed in
network analysis. For instance lengthy interactions are engaged between opposite
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genders while compared to same gender users. Some time length of interaction also
depends upon age and geographic location. Network structural properties and
intrinsic user properties both are considered to be significant for determining user
compatibility.

1.4.4 Classification

Users are categorizing into three grades: incompatible, compatible, highly com-
patible on networks. Users with very short interaction and abusive report are
considered as incompatible, User with short interaction are considered as com-
patible and users with lengthy interactions are considered as high compatible.
Sometime classifying the interaction fails to operate correctly on the incompatible
dataset due to large number of zero length interaction this can resolved by creating
training and testing dataset.

1.5 Conclusion

In this paper we measured the Content quality and Interaction Quality in social
media between different users. We acquired question answer social community
paradigm as an instance for user generated content quality and random chat network
as an instance for interaction Quality. We discussed an important component of QA
system is to estimate of content quality. We specified users are model by intrinsic
content quality their user relationships, statistics and classifications. We illustrated
random chat network user’s interaction their dataset, network analysis, hypothesis
and classifications.
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Chapter 2
Population Classification upon Dietary
Data Using Machine Learning
Techniques with IoT and Big Data

Jangam J. S. Mani and Sandhya Rani Kasireddy

Abstract In this digital age, data is generated monstrous from diverse sources like
IoT enabled smart gadgets, and so on worldwide very swiftly in distinctive formats.
This data with the traits say volume, velocity, variety and so on referred to as big
data. Since a decade, big data technologies have been utilized in most of the
companies even in healthcare alongside IoT to gain treasured insights in making
knowledgeable selections spontaneously to improve medical treatment particularly
for patients with complicated medical history having multiple health ailments. For
healthy living, after water and oxygen, diet plays a critical role in offering the
strength needed to assist the life’s existence-maintaining strategies and also the
vitamins needed to construct and keep all body cells. The intent of this work is to
offer a framework that classifies the population into four classes based on the
quality of diet they devour within 30-days of dietary recall as balanced, unbalanced,
nearly balanced, and nearly unbalanced using the machine learning techniques
specifically logistic regression, linear discriminant analysis (LDA), and random
forest. NHANES datasets had been used to assess the proposed framework
alongside the metrics accuracy, precision, etc. This framework also allows us in
gathering person’s health and dietary details dynamically anytime with the voice
(IoT) to find out to which food regimen the person belongs to. This could be pretty
beneficial for a person, medical doctors, and dieticians as nicely.

Keywords Healthcare � Machine learning � IoT � Nutrition � Big data

2.1 Introduction

2.1.1 Big Data

Big data can’t be affixed with categorical source as its miles an explosion of data.
This explosion is recursive and illimitable; its miles perpetually evolving and
dynamic. This has engendered a buzz about the challenges gigantic information
offers.
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Big data are created from monstrous amounts of facts of a ramification of media
types (photos, audio, video, textual content, parameter measurements etc.) and
shape (structured, semi-structured, and unstructured [1, 2]) unpredictably coming in
near real-time from multifarious sources (namely, traditional, web-server logs, and
click-stream data, social media reviews, phone call records, wearable
data, RFID tags, smart gadgets and data captured via sensors through IoT kits) to
be related, matched, cleansed, and converted across systems. Big data is not sim-
plest approximately its size nevertheless concerning the value within it [1, 3, 4]. Big
data can be considered as too complex and infinite data as given in Fig. 2.1.

Over the last decade, big data frameworks like Apache Hadoop alongside its
ecosystem components like Apache Pig, Apache Hive, Apache Flume, Apache
Hive, Apache Mahout, and so on have been utilized in most of the organizations,
including healthcare, to extract valuable insights from this commodious, multifar-
ious data (patient health records, lab reports, treatment data, and many others) to
carry out their operations efficaciously, efficiently, and in a cost-efficacious manner
[5, 6]. Big data analytics is facilitating healthcare vicinity to store and make
informed choices spontaneously to improve the affected person’s treatment, espe-
cially for patients with complicated medical histories, tormented by more than one
complaint [5].

2.1.2 Healthcare and IOT

The sedentary nature of work and modern food habits may cause long-lasting
illnesses which include cardiovascular ailment (CVD), hypertension, stroke, dia-
betes, overweight, and many others. The increased cost of healthcare offerings has
expedited the stress among the sufferers and additionally to the regimes in getting or
offering potent and efficient healthcare in many of the developing nations [2, 7, 8].

Fig. 2.1 The 5 characteristics of big data (adopted from Haas 2013)
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As a complex cyber-physical [9] system, IoT amalgamates all kinds of sensing,
identity, communication, networking, information management devices and sys-
tems, and seamlessly links all of the human beings and things consistent with the
pastimes, in order that anyone, at any time, and everywhere, through any tool and
media, can get access to any data of an object to achieve any service more effi-
caciously (ITU 2005; European Commission Information Society 2008, 2009).
The effect as a result of the IoT to human society will be as big as that the world
wide web has prompted in the beyond a long time, so the IoT is acknowledged as
the ‘subsequent generation of internet’ [10]. IoT equation can be formed as:
IoT = internet + physical objects + controllers, sensors, and actuators.

IoT permits gadgets discerned or administered remotely across existing network
infrastructure, developing opportunities for the greater direct amalgamation of the
phenomenon into PC-based systems, and resulting in improved efficiency, accuracy
and economic advantage in addition to reducing human involvement.

2.1.3 Balanced Versus Unbalanced (Malnutrition) Diet

In today’s lifestyle, Malnutrition accounts to be a huge hassle. Malnutrition is a
condition as a result of consuming meals wherein nutrients are both not enough or
are too much such that the eating regimen reasons health problems.
It could involve protein, carbohydrates, nutrients, or minerals. Not enough vita-
mins are called under-nutrition and the reverse of it is referred to
as over-nutrition. Malnutrition is typically used in particular to confer with
under-nourished where a man or woman constantly gets inadequate strength.

The Balanced diet is that diet, which is rich in nutrients. It includes whole grains,
fruits, vegetables, dairy products, etc., when taken supplies proteins, carbohydrates,
vitamins, minerals, fiber, and fat, etc., needed to help maintain individuals health
and to protect from diseases. However, unbalanced diet is food regimen, which
components either fewer or extra of the nutrients than your body wishes. Moreover,
nutrient imbalance leads to deficiencies, obesity (weight gain) and also affects the
immune system of a person adversely [11].

Recent arena of disease study reveals that the poor diet is one of the main factors
in one among the five deaths worldwide [12]. Moreover, as per World Health
Organization (also called WHO) and other sources, there is nearly a tenfold increase
of obesity in children, adolescents, and adults for the past four decades by con-
tinuing the same trend [13], it is expected that the world will have more obese
people than no obese people by 2030 thereby leading to non-communicable dis-
eases (NCDs) like hypertension, kidney problems, diabetes, heart diseases, cancer,
etc. Consumption of unhealthy diet is causing non-communicable diseases (NCDs)
and other health ailments [14, 15]. According to the WHO’s report, approximately
2.7 million deaths are happening due to NCDs each year. To reduce the no. of
deaths, WHO released the guidelines to the health care workers to actively identify
and manage, especially children who are obese.
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The goal here is to pick out parameters that categorize dietary intake quality ate
up by the person into balanced, nearly balanced, nearly unbalanced, unbalanced
food regimen and also explanatory elements which have an effect on those nutrition
defining guidelines.

2.1.4 The Principle Contributions of This Paper

On this paper, we suggest a PCUDD framework for enhancing the working efficiency
and reducing the operating time of nutritionists, individuals, and medical doctors in
determining the kind of the diet taken by a person and their associated risk factors. In
this paper, classification results were given on the NHANES datasets that are cleaned
and pre-processed, and compare the results of multinomial logistic regression, LDA,
SVM and random forest algorithms [16]. PCUDD’s performance can be tested by
real datasets extracted from any individual with dietary recall information.

As per our experimental results, the PCUDD can attain a mean accuracy of 87%
for classifying populace diet as a representative example. The outcomes imply that
the PCUDD can assist medical doctors/dieticians with the aid of speedy narrowing
the scope of diagnosis, thereby satisfying the objective of increasing the perfor-
mance and decreasing their work burden.

The remaining part of this paper is arranged as follows. Section 2.2, discusses
related works in the field of machine learning alongside big data and IoT in the
healthcare domain (especially nutrition-based). Section 2.3, describes the infor-
mation of our proposed PCUDD model along at the side of results and performance
assessment, in Sect. 2.4. Finally, Sect. 2.5 discusses the future work and concludes
the work done.

2.2 Related Work

The sphere of health informatics along with the usage of wearable generates a large
quantity of data. As consistent with the estimates the scale of the world’s healthcare
data [1] has crossed 150 exabytes, quickly might be in zettabyte and yottabytes [17]
scale and 80% of it is unorganized. Powerful integration of such data with big data
analytics and machine learning techniques [18, 19] may bring about improved
patient-care through well-informed decision making with much less expenditure.

An enormous amount of health surveys are conducted worldwide for many
years. Most of the people in the research found that the Body Mass Index (BMI) as
the main catalyst of malnutrition [20]. Apart from BMI, weight for age, height for
age were seen as defining parameters for malnutrition. Majority of past studies have
highlighted [21] that age, gender, the socio-financial status of the family addi-
tionally play a key role in determining the causes and prevention of malnutrition
[20].
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Data mining algorithms are widely used for designing the predictive ML models
to find health ailments and to discover the symptoms of the diseases brought about
because of dietary conduct and sedentary lifestyle. Examples of such ML models
include meal definitions and Healthy Eating Index(HEI) prediction model using
ANN based on food consumed [21] during breakfast and major meals [22, 23],
rule-based classification to find malnourished children using web-based framework
[24], decision tree models such as C5.0, Quest, C & R tree, and CHAID techniques
to identify malnutrition present in elderly people [25], and also regression tech-
niques to find hypertension, classification techniques like naive bayes, svm, logistic
regression, etc were used to detect chronic diseases like CVD, diabetes, etc. They
need thorough domain knowledge for doing predictions. There have been a limited
and no work is done on the classification of population based on the quality of diet
they’ve consumed to study the occurrences of clinical issues.

Identification of appropriate nutrients consumed through diet, based on age
group, gender, and many other factors are very necessary to do data analysis in
predicting the medical abnormalities caused due to the diet is taken. All these
contributions have inspired us to develop this framework that uses hybrid features
from NHANES survey data, big data tools, and IoT to predict the diet category to
which the person belongs to.

2.3 Proposed Method

The proposed PCUDD framework includes the following components: data col-
lection, pre-processing, machine learning [19] model fitting, performance testing,
aiding prediction of diet quality class of any individual. Figure 2.2, provides flow
diagram to illustrate how PCUDD application works. It consists of the following 5
steps:

• Data collection and storage: The Apache Flume (data ingestion tool) pulls all the
NHANES data from Center for Disease Control and stores it in Hadoop dis-
tributed file system (HDFS). As the raw data is a SAS file present in .XPT form,
it is going to be transformed into .csv format and stored back into HDFS for
easy access and further analysis.

• Data preprocessing: The nutrition survey data in .csv are extracted from HDFS,
after which the data is preprocessed according to rules. Subsequently, the pro-
cessed data are used as the input for training the machine learning algorithm.

• Extract features: Preliminarily determine the diet quality according to the dietary
recall and dietary standards and select the features for PCUDD.

• Training of the machine learning algorithm: Training based on the algorithm
that is integrated in PCUDD with the past pre-processed NHANES dataset.

• Prediction and Evaluation: The classification results of the PCUDD are the
reference indices for the doctors/dieticians.
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2.3.1 Data Collection and Pre-processing

This section portrays the targeted dataset, loading the datasets, and our prepro-
cessing approach that has been applied to transform the raw data into a suitable
analytic format. Preprocessing is necessary to address four issues that are common
in datasets such as NHANES.

2.3.1.1 Targeted Dataset

The National Health and Nutritional Examination Survey (NHANES) [10] dataset
contains demographic, medical, and dietary data for thousands of American
respondents and has been collected biennially since 1999. The Centers for Disease
Control and Prevention (CDC) have made a total of 8 sets of data available (1999–
2017) to the public via their website.

This paper used demographic, dietary dataset contained in NHANES which
measures consumption for 145,263 Americans over a 18-year period. Dietary data
are collected using a 24-h dietary recall that allows participants to document every
food item consumed during the past 24 h [23, 26]. This method assumes that the
diet of an individual can be represented by the intakes over an average 24-h period.
Data collected in 1999–2000 and 2001–2002 contain information about the food
intake of participants for a single day. Collections from 2003 to 2012 and later
contain information about the food intake of participants for two non-consecutive
days. Every collection has a file which maps food item descriptions to an 8-digit

Fig. 2.2 The flow diagram of PCUDD framework
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integer food code generated by the United States Department of Agriculture
(USDA); each row of the file contains a food code and description of that food item.
Collections have a file for each day of recorded dietary intake. Every row of the file
is an entry in our dataset and contains an identification number for the participant
recording the food intake, the 8-digit food code of what the participant ate, metadata
about the entry (e.g., date, time), and nutrient content of the food (also called
features). Figure 2.3 shows an example of a food entry structure.

There are as much as sixty-five nutrient features for each food object diagnosed
across every 12 months of dietary data collection. Forty-six functions (71%;
forty-six/sixty-five) are not unusual to the whole NHANES dataset and accordingly
focused in our observation. These 46 nutrient features may be split into categories:
macronutrients (eg., fat, carbohydrates) and micronutrients (eg., vitamins, miner-
als). There may be a mean of 15 food entries consistent with a participant and each
player will have multiple entries of the same food. Additionally, the nutrient content
of each entry is proportional to the two entries with the same meals code can have
different nutrient content material values relying upon the amount of that food item
fed on [23].

To make the NHANES dataset usable for our analysis, it has to be loaded,
transformed and processed because the current raw data suffers from four problems:
(1) missing nutrient values for some food entries; (2) different weights for the same
food item in different food entries; (3) redundant food entries; and (4) different
nutrient features with different scales (e.g. grams and milligrams) in a food entry.

2.3.1.2 Loading and Storing of Dataset

Using the most popular open source, parallel, distributed data ingestion tool say
Apache Flume, the dataset in .XPT form is collected continuously and stored onto
HDFS for further analysis. As PCUDD is developed using Hadoop and R for easier
access and analysis the data was converted from SAS format to .CSV format using
the following code snippet:

library(foreign)
data1 <- read.xport((“/directory path/filename.xpt”))
write.csv(data1, file = “/ directory path/filename.csv”, row.names = FALSE)

Fig. 2.3 Example of a food entry with its food code, metadata, and features
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2.3.1.3 Data Pre-processing

It basically involves extraction, cleaning, treatment of missing values, redundancy
entry elimination. To classify the dietary information based on the quality, we need
the demographic information like age, gender, pregnancy status, income group, etc.,
along with diet information. Hence both demographics, diet datasets need to be
cleaned to treat missing values and then merge both the tables based on the com-
mon field called SEQN, is a unique id given for each individual.

A new column has been created for determine the age group they come under.
A total of 14 age groups were created according to their gender and age
group. They are: Category 1—Infants (1–3), Category 2—Female (4–8), Category
3—Male (4–8), Category 4—Female (9–13), Category 5—Male (9–13), Category 6
—Female (14–18), Category 7—Male (14–18), Category 8—Female (19–30),
Category 9—Male (19–30), Category 10—Female (31–50), Category 11—Male
(31–50), Category 12—Female 51+, Category 13—Male 51+, Category 14—
Pregnant women 19–30. Preprocessed data will be stored back on to HDFS for
further analysis by extracting only those features that relevant for analysis.

2.3.2 Rule-Based Method for Classification

The rule-based classification [27] has been used to apply a group of “if..then..else”
rules to assign a label for the huge set of unlabeled records present in the dataset
and the rules are within the form, AR = (r1 V r2 V ….rk), where AR is known as
the association rule set and ri’s are the classification rules [28]. Given a random/
fixed set of labeled training examples, the classification engine constructs a clas-
sifier. A classifier is a fitted model that’s used to predict the class label for unla-
belled observations. However, when the real-time dataset has most of the
observations unlabeled, then it requires a lot of time and domain expertise to label
them first. For this reason, it’s correct to apply association rule mining followed by
classification. As it is a mix of unsupervised and supervised learning it’s referred to
as a semi-supervised machine learning [19] technique. Each of the classification
rules defined are given in Fig. 2.4.

Each nutrient, vitamin, and mineral was classified into four categories (balanced,
nearly balanced, nearly unbalanced and unbalanced) by referring to the recom-
mended intakes and is determined based totally on the following conditions:

Balanced—come under recommended diet
Nearly balanced—30% lower than the recommended or higher
Nearly Unbalanced—70% lower than the recommended or higher
Unbalanced—beyond 70% of the recommended.

Based on the status of all the nutrients, vitamins and minerals in the entire diet is
classified into one of the categories. Now that we have both age groups and diet
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categories, each person based on their category is given a diet status for each
nutrient by referring to the standard recommended daily intakes. Now all these on
an average are summed up and finally entire status is given in 4 categories i.e.,
balanced, nearly balanced, nearly unbalanced and unbalanced. So, this data is used
to train different models and test it across upon the new input provided to predict the
category of the diet consumed by an individual.

2.3.2.1 Classification Techniques Used in PCUDD

In this framework, we’ve used multinomial logistic regression, LDA, and random
forest to find the diet class to which a person belongs. We have demonstrated the
pseudo-code of PCUDD in Algorithm 1 used for the training/testing procedure and
also for finding the foremost classifier along with its performance.

1. Algorithm PCUDD Based on Multinomial Logistic Regression (Multinom):

Multinomial logistic regression [29] is a supervised machine learning [19]
technique to find more than two possible class labels that are discrete. It fits
multinomial log-linear models through neural networks. It is used when the
dependent variables are nominal in nature with more than two discrete categories of
class labels. It uses the formula, response * predictors where the response should
be a factor or a matrix with K columns, and will be taken as counts for each of K
classes. This model is fitted, with coefficients 0 for the first class, and an offset
should be a numeric matrix with K columns if the response is either a matrix with K
columns or a factor with K � 2 classes, or a numeric vector for a response factor
with 2 levels [30, 31]. We have shown the pseudo-code of PCUDD based on
Multinomial Logistic regression in Algorithm 1 when ML = 1. The classifier per-
formance is given in Chart 2.1 and Fig. 2.6.

Fig. 2.4 Rule-based algorithm for classification
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The performance of multinomial logistic regression is much better than logistic
regression. It provided an accuracy of 71%. But 71% accuracy is not enough in
order to fit the models and get accurate predictions.

Chart 2.1 Multinomial
logistic regression

Fig. 2.6 6 Performance of
multinomial logistic
regression
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2. Algorithm PCUDD based on Linear Discriminant Analysis (LDA): LDA [30] is
both a dimensionality reduction, classification technique. As a multivariate
classification technique, it assumes that all the independent attributes are nor-
mally distributed with the equal covariance value, all class labels (target groups)
are linearly separable. Using a hyperplane it separates the target group linearly
from their predictors when the no. of class labels are more than two in the target
attribute of the observation. To minimize the classification, we’ll assign the
observation to the class label (target group) that has the highest conditional
probability with respect to the predictors. LDA is applicable to the dataset only
when the predictors are continuous and the target group discrete value. It fits the
model using a formula: response * x1 + x2 + ��� where, response—a factor
denoting a class for each observation, x1, x2,…—non-factor values represented
as a matrix or data frame or Matrix containing the explanatory variables [30,
31]. It is shown under ML = 2 in Algorithm 1 of the PCUDD framework. Its
performance is given in Chart 2.2 and Fig. 2.8.

Approximately 70% of accuracy was yielded by LDA, which is less than
multinomial logistic regression, we should look for models that give accurate
predictions with maximum accuracy.

3. Algorithm PCUDD based on Random Forest: random forest [32] a classification
tree represented with a set of binary splits, where every non-terminal node
denotes a query on one of the predictor variables and the terminal nodes are
nothing but decision nodes, that represents class label. It can handle huge
datasets with mixed predictors say both numeric and categorical. At each level,

Chart 2.2 LDA classification
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random samples of k predictors are taken, and only those k predictors are used
for splitting. Typically, k = √n or log2n, where n—# of predictors [32]. It is
shown as ML = 2 in Algorithm 1 of PCUDD framework. Its overall perfor-
mance is given in Chart 2.3 and Fig. 2.8.

Fig. 2.8 LDA performance

Chart 2.3 Random forest
classification
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The performance and accuracy of random forest is approximately 90%. This is
much better than LDA and multinomial logistic regression. Hence it is better to use
the random forest in order to train the data and get more accurate results (Fig. 2.10).

Algorithm1 PCUDD(ML,x,y,z): PCUDD algorithm based on Multinomial Logistic regression, 
LDA, Random Forest 
begin
  ML  - machine learning algorithm (1- multinom, 2- lda, 3-randomForest); 
  x   - feature value of the representative sample; 
  y   - label value of the representative sample; 
  res - classification (1- balanced, 2 - nearly balanced, 3- nearly unbalanced, 4 - unbalanced) 
Initialization 
    xtr   - feature value of the training sample; 
    ytr   - label value of the training sample; 
    xte   - feature value of the testing sample; 
    yte   - label value of the testing sample; 
    n1    - no. of samples for training; 
    n2    - no. of samples for testing; 
    m     - no. of iterations; 

- initial value;
  for(ML = 1 to 3) 
  { 
    if(ML==1){ 
      Minimize the error rate    of all the observations of training sample 
       model_fitted <-multinom(ytr~xtr,data=x,MaxNWts=3000, maxit = m); 
      for(j in 1 to n2) 
        res = predict(model_fitted,xte,yte,type = "class",   ); 
    }else if(ML==2){ 
      Minimize the error rate    of all the observations of training sample 
      lda_mdl <- lda(ytr~xtr, data=x,   ); 
      for(j in 1 to n2) 
        res = predict(model_fitted,xte,yte,   ); 
    } else {//if(ML==3) 
      Minimize the error rate    for all the observations of training sample 
      model_fitted <- randomForest(ytr~xtr,data=x, ntree=m,   ); 
      for(j in 1 to n2) 
        res = predict(model_fitted,xte,yte,type = "class",   ); 
    } 
  } 
  return res;   
end
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2.4 Experimental Results and Discussion

The overall performance of the proposed technique has been evaluated using the
dietary recall dataset and their results are presented. The datasets had been collected
from NHANES continuous from the centre for disease control. Here a new
approach has been applied to collect the dataset dynamically with an IoT enable
device connected to the framework, where an individual will feed his/her own
dietary intake information along with the necessary demographic data. The corre-
sponding information will be collected into the database and analysis is done by
applying the classifier to predict their diet quality class as given in the Figs. 2.11
and 2.12.

Fig. 2.10 Random
performance
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2.4.1 Model Performance

The following metrics namely, accuracy, precision, recall, and F1-measure as in
[33, 34] are calculated for the evaluation of the proposed models/methods and
described as follows and also depicted in the Figs. 2.6, 2.8 and 2.10:

Fig. 2.11 Collecting persons dietary information through voice and predicting the diet class

Fig. 2.12 Testing the diet class of person using LDA
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Accuracy=Specificity ¼ ðTPþTNÞ=ðTPþTNþ FPþ FNÞ ð2:1Þ

Precision ¼ TP= TPþ FPð Þ ð2:2Þ

Recall=sensitivity ¼ TP= TPþ FNð Þ ð2:3Þ

where, TP—True Positives TN—True negatives FP—False Positives FN—False
Negatives

The overall performance is calculated as given below:

F1-Measure ¼ 2 � Precision � Recallð Þ= PrecisionþRecallð Þ ð2:4Þ

2.4.2 Classification Model Results Comparison

Figure 2.13 delineates the analysis performed for random forest algorithm by three
varied sizes of training dataset with 50, 70, 83% of total observations. The out-
comes have demonstrated that no noteworthy evaluation distinction for random
forest classifier between the datasets with 70 and 83% of instances.

This result emphasizes the role of sample size [35] for accurate predictions.
Classification results of all the three classifiers are provided in Table 2.1.

Among all the three algorithms random forest performed better than LDA and
Multinomial Logistic Regression. It can be used as an aid for dietitians and doctors
in determining risk factors associated with malnutrition.

Fig. 2.13 Random forest classifier performance on three samples of size 50, 70, 83%
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2.5 Future Work

This PCUDD framework can be further improved/developed with the following
future enhancements: framework can further determine the diseases that one might
get based on his dietary habits. In addition, this framework recommends the diet
chart to the people who are suffering from the diseases that can occur due to
malnutrition and also to improve the health of malnourished people. It can be used
by nutritionists to determine how much percentage of nutrients an individual needs
to consume to lead a healthier life. Apart from applying the said algorithms, the
accuracy of prediction may be enhanced with other techniques like Ada Boost,
Bagging etc. on NHANES dataset. It can also be the smart framework by inte-
grating it with IoT devices to collect the health details such as heart rate, BP, etc. It
may further be integrated with Alexa to collect dietary information of a person
through voice to help both the doctors/dieticians in diagnosing the risks associated
with dietary habits and prescribe the necessary precautions to be taken to a person
there by a healthier society as a whole. There can be many other future enhance-
ments applicable to this system.

2.6 Conclusion

Through this study, it has been highlighted that the people round the arena have
lack of knowledge of health ailments precipitated due to inactive nature and dietary
conduct. Therefore we’ve got furnished a framework that may emphasize the sort of
diet quality individuals are keeping up by collecting their health status either
through their health records or through an IoT-based voice system. From the
observed results, it could be clearly expressed that the diet quality classification is
fast and accurate up to 90% using random forest algorithm and guaranteeing that
people/child learns the significance of eating a balanced food, implies guaranteeing
he or she is free from sicknesses and grows up to be a healthy adult. This frame-
work will help to identify those people, which needed special attention to reducing
the deficiency and overdose and taking appropriate action for the maintaining
proper nourishment.

Table 2.1 Classification results of multinomial logistic regression, LDA, and random forest

Class Algorithm Accuracy Precision Recall F1-Measure

Balanced Multinomial logistic
regression

0.7121 0.6891 0.7088 0.6988

LDA 0.6985 0.6455 0.7072 0.6745

Random forest 0.8629 0.8851 0.8563 0.8705

Unbalanced Multinomial logistic
regression

0.7121 0.7772 0.7171 0.7460

LDA 0.6985 0.7897 0.6922 0.7377

Random forest 0.8629 0.8930 0.8698 0.8817
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Chapter 3
Investigating Recommender Systems
in OSNs

Model of Recommender Systems

Abstract With the initiation of online social networks, the recommendation has
arisen with the based approach to social network. This method approves a socialize
networks amongst operators also creates references for a user founded on user’s
assessments which effect indirect-direct socialize relationships with the specified
user. A recommender system is a software system meant to make recommenda-
tions. Today Recommender based systems are attractive chosen tools to pick the
online data appropriate to the users. To accomplish it, recommender system sorts
numerous components, such as: processing and data collection, recommender
model, a user interface and recommendation post-processing. A pioneering clue,
enables aids to participate these zones, also put on recommendation-based systems
to the online socialize networking systems proposed. Recommendation based
systems for socialize networking contrast after distinctive classified recommenda-
tion resolutions, for they advocate humans to others relatively extinct properties.
Collaborative filtering as recommender-based systems effectively implemented in
various apps. Also, Social network-based approaches have been revealed to
decrease the problems with cold start users. Here in this paper, we are going to
discuss a model of recommender-based systems that consume available public
socialize networks information, implements it with database for customize and
personal recommendations and method of cold start problem.

3.1 Introduction

Social Online Networks abbreviated as OSNs who chiefly attention towards
establishing social-relations between its operators who share backgrounds, interests,
events, experiences, events, articles, as well actual acquaintances. Web aware OSNs
offers interactive internet resources for users. Prevailing VK, Twitter Facebook
account exemplified as OSNs which are evaluated as most socialize world top three
websites [1]. OSN’s one of the vital modules is the friend recommendation-based
system which objects to pursue suitable accounts which have the probability to be
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able to make new friends. Standard methods enable social immediacies for rec-
ommendations to the user accounts, if accounts with close networks may be are
aware of each other [2]. As internet become popular with information, recom-
mendation systems are equally gain the popularity of user preferences, behaviour
and priorities. These systems are applicable in almost every domain for example,
news, cinema, sports, locations, books etc. [3]. Paul Resnick, Hal R. Varian in 1997
define recommender-based system as recommendations in a form of ideas, for the
system to sums and points to apposite receivers. Recommendation systems on the
world wide web firstly promoted with the Amazon.com, where recommendations
are personalized based on the objects which were purchased and rated [4].
Subsequently then, the training has spread widely, as figuring power becomes
cheaper and as the algorithms become more common [5].

Shopping via online is exponentially growing with clients for all their necessi-
ties. Today we have variety of e-commerce sites which declare offers, promotions
time to time and indeed time saving and cheap for its customers and attractive to the
others. The online shopping websites offer huge selections on various products you
can avail by just sitting on your couch. Consequently, commercial websites armed
with recommender-based system [6], allows filtering of products for account users
to decide to buy. The recommender-based system is employed by using techniques
such as hybrid filtering [7], collaborative-based filtering [8] and content filtering [9].

We can observe customize database Recommender systems with the example as
they are implemented on a regular foundation for its account users discover exciting
cinemas or books (such as Netflix.com), news (such as Google News), friendships
(such as Facebook.com) also products of books (such as Amazon.com).
Recommender-based systems feats a history of user accounts favourites (such as
show ratings) as well behaviour (such as reading or watching) in order to abstract
set of data products [10–18]. Recommender systems play important yet persistent
role on WWW (World wide web). They are basically software systems that filter
significant information out of large amount of available information as per of user’s
preferences and interests. Recommender system’s aim is to provide the recom-
mendations to users based on his profile. Users then enable to make personal
recommendations; recommender systems preserve users’ profiles that consider their
preferences and interests. Internet Service providers and customers both get
advantage from recommender system. They are broadly used by e-commerce sites
[19, 20] and internet streaming media services [21–23]. Social networking services
propose connections with people who you know or would possibly like to become
your friend, groups you like to follow, jobs or companies you be interested in [24–
27]. Hence, searching the right papers to read becomes a pertinent part of their
academic lives. A research paper recommender system will assist these users by
recommending newly published papers that may be of interest to them or papers
related to their previous research affinities. Section 3.2 focuses on how available
data of users used to implement in recommendation systems. Section 3.4 of A
determines to produce new recommender using SQL clause. Section 3.4 of B
determines the SQL request with required algorithms. Recommendation request of
RECDB’s also is described in later section.
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3.2 Analysis of Available Public Data

Available data is existed from various domains for examples music, cinemas, news
etc. Recommendations make its way through all the user’s interest web articles in
effective and accurate techniques. We can have categorized recommender systems
techniques as follows: Collaborative filtering (CF), hybrid-based, content-based
filtering (CBF) also approach which merges the previous CBF and CF methods
[28]. The CBF and the collaborative filtering essentially vary in their theory. In
Content based users are interested in products that are liked by their peers and of
CBF are that users will be fascinated in stuffs that are liked in past [27].

3.2.1 System Architecture

Figure 3.1 portrays the developed system of overall architecture. Rectangles uses to
program modules; ellipses data components and cloud callouts serve to introduce
and describe either outer services or input/output data. By means of data collected
from online social networks, the user profile generator builds the initial user profile
for each user’s interest category. Several types of sources for recommendations: an
application programming interfaces (API), a web links from RSS feeds and a web
links found in process called web crawling.

Figure 3.2 represents the relational data model holding data about: the interest
groups (groups); the web sources (webSource) which can be of different type
(webSourceType) and can have different parameters (endPoint) for a different
categories and response types (responseType); the users (user, userRole), the groups
they are interested in (user groups) and their social network accounts
(socialAccount) along with permissions to rescue data coupled with their social
network account (socialAccountPermission). System works on gathering informa-
tion of the user or related products for a recommendation via HTTP requests to an
URl. The exact location of the path (URL) on the data source is held by endpoint.

The repository stored in a RavenDB contains several compilations: User (User
Relationships with categorized data), CategoryProfile (Separate Users Profile for
Each category of interest), DbCinemas (cinemas data), DBArtists, Recommendations
(for a specific user), UserRating.

3.2.2 Creating User Profile

For the first time creating user profile, recommender system employs data taken
from the Facebook Application Interface (API). Facebook offers far finest quality
data for user profile construction. The Instagram and LinkedIn Interfaces suggest
only the basic user information such as name, last name and email. As such, they
insufficient for the creation of a general user profiles that will present user in
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different domains (categories). The recommender system acquired only the data
explicitly permitted by the user and relevant to the domains of recommendations.
from Facebook users profile. Consequently, we use Facebook Login for authenti-
cation. Data on the user is taken back in form of JSON document gathered as a
result to HTTP GET request to a endpoint. The most valuable data about the user’s
preferences are the Facebook pages marked as “Like”. Each Facebook page belongs
to a category elected by the Facebook page administrator who is, also, in charge for
classification of the fields (attributes) that describe the category. Data from a dif-
ferent attribute have that different categories describe the Facebook page [27].

For example, some of the attributes describing New cinemas (page category
“New Cinema”) are: title, genre, list of actors, producer, director, brief description
and so on. Example: Suppose that user with id equal to 57548055 marked with
“Like” cinema having title “Captain America”. The following HTTP request is sent
to Facebook API:

/{575480355}?fields= 
likes{id, category, 

name, genre, starring, 
directed_by, id} 

Fig. 3.1 Software system architecture
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Result will be JSON file containing the following segment:

{ ... 
"category": "NewCinema", 
"name": "Captain America", 
"genre": "Action, Drama", 
"starring": “Tom Cruise...", 
"directed_by": "Matt Ross", 
"id": "74089565724" 
} 
1

For every category of interest that the users follow (table user Category), every
time the system generates a individual category profile because different domains/
categories are defined with different concepts. All the Category profiles encloses a

Fig. 3.2 Data model of system configuration
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number of list of classes (representing concepts) describing that specific domain.
Each one concept in a category profile is described by three attributes: Name,
ExternalId and Rank. ExternalId is external unique identifier that use as a link to the
product in outer system. ExternalId for the newcinema is a unique cinema identifier
in The Cinema Database, where more detailed information about the cinema can be
found. For news channel, text or production attribute ExternalId is a reference to a
product in an open News [27].

Attribute Rank is a numeric value that represents the significance of the observed
concept for a specific user profile. The initial value for the Rank is position to value
1 for each concept. Later the Rank will be updated as an effect of user’s grading on
recommended products. The following is the example of JSON document from the
collection Category Profile stored in RavenDB. It presents cinema profile for the
user “Sk8trGal”.

{ "Username": " Sk8trGal", 
"Category Name": "NEWCinema" 
"Titles": [ {"Name": "Captain 
AMERICA", 
"ExternalID": null, 
"Rank": 1 
}, ...], 
"Actors": [ {"Name": "Tom 
Cruise", 
"ExternalID": null, 
"Rank": 1 
}, ...], 
"Genres": ... 
"Directors": ... 
"Alchemy": { "Entities": [] } 
}

3.3 Facebook Centred High-Quality Filtering
(Disadvantages)

Recommender System uses an existing data from user profiles who are actively
involved OSNs from quality of time. The problem appears with the new user
account or any product which add itself with no ratings or reviews and no infor-
mation of his/her tastes which called cold-start which effectively results in falling
recommender-based system. To undertake the problem of cold-start cross domain
data and CBF from Facebook are used. When the execution is ended by Python
high level language, text list and dictionary denote to Python list and dictionary.
Facebook cross-domain data remains exercise by using his Facebook likes his/her
options based on choices, interests also favourites are found. Consequently, his/her
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interests of TV sequences at the same time of books sports interests together from
the Facebook user’s accounts are established via the content of IMDb ratings
together with the user’s interests in news, gadgets etc. [7].

3.4 Database System Support: Recommendation
Applications

Recommender systems in databases are one of the most complex and essential back
ends. According to the recent studies the problem occurs of database functionality
recommender system integration.
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The structure comprises a frame-window for a recommender-based system after
its corporal implementation [29], responding recommendation wishes with multi-
faceted limitations algorithms [30, 31], request languages [32], also extendable
frame-windows [33, 34], leveraging endorsement for database investigation [35,
36]. Logical representation is separated for flexible recommendations.
Dissimilar RECDB, the aforesaid work lacks following features: (i) Implementing
random online recommendation-based requests, (ii) Competently starting as well
preserving numerous recommendation-based codes, (iii) Local care for recom-
mendations privately in the database. RECDB input as a product or user Rankings
counter that includes U as set of users, I for data product sets, as well a rating set,
rankingval which a user o 2 O is allocated to product p 2 P. Rankings signify
views on products of users. Views are in numbers (such as 1–5 stars), in unary
(such as check-in), behaviour (such as in Amazon). Consecutively Fig. 3.1 exem-
plifies cinema recommendation-based data. Users counter presented as the users set
belongs to system (such as Alice). User is identified with a unique Id as well
attributes (for instance city town home). The Products counter signifies Cinemas set
(data products) so it has ID (primary key) as well attributes (for instance type
cinema director). The ratings counter comprises the rankings of foreign keys.
RECDB runs a device to the system accounts of users to build a recommender with
specific algorithm. SQL like clause is used to state a novel recommender with
rankings table also recommendation algorithm.

3.4.1 Creating a Recommender

With RECDB permission in the database-engine recommenders are created. Then
request execution engine plays the role to recommend to requesting users about data
products. RECDB make use of a new SQL statement to create a new recommender
can be understand by the following

[Name Recommender] CREATE RECOMMENDER
ON [Rankings Counter]
FROM USERS [Users ID Attribute]
FROM PRODUCTS [Products ID Attribute]
FROM RANKINGS [Rankings Value Attribute]
USING [Recommendation pseudocode]

Semantics. Recommender create SQL have some parameters just like every
language have which should be followed

• Recommender name is unique which is assigned.
• Rankings Counter consists of user/product rankings data inputs (refer Fig. 3.1).
• Users ID Attributes, Products ID Attributes, and Rankings Value Attributes. All

the attributes are in the rankings counter.
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• Recommender used algorithm. Now, RECDB cares 3 major recommendation
algorithms (a) Product-Product CF with Cosine (b) User-User CF with Cosine or
Pearson Correlation similarity functions (c) Legalised Gradient Descent
Singular Value Decomposition, RECDB services by default the ProductCosCF
algorithm.

For Example, as follows:

A. Recommender 1. General-Rec: Recommender formed

on the input facts deposited in the ProductCosCF
Rankings counter created recommender.
General-Rec on Rankings create recommender.
Users oid Product After id Rankings From
rankingval.ProductCosCF represents the forecast
ranking score Rankingval for every user-product pair
created on the recommendation-based algorithm stated
in the USINGclause.

Min 
q ,p _ 
(u,i) k 
(rui − qT 
i .pu)2 + λ(||qi||2 + 
||pu||2) (3) 

Recommendation Operators

Request I. Return five cinemas to user with 1 ID by Product-Product
Collaborative-Filtering algorithm.

Select K.uid, K.iid, K.rankingval From Rankings as K
Recommend K.iid To K.uid Arranged K.rankingval Using ProductCosCF

Where K.uid=1 Order By K.rankingval Desc Bound 5. Here system uses the
General-Recommender, which was formed before using a
CREATE_RECOMMENDER. This recommender is created on the trait of phase,
1. Request will calculate the algorithm-based rankings agreed to ProductCosCF
algorithm. Finally, the given request yields the Top-5 cinemas to 1 user in a
plunging order of the foreseen (rankingval). Queries are given below:

Request II. Guess the ranking that users would give to hidden products of
Product-Based Collaborative Filtering Algorithm.

Pick K.uid,K.iid, K.rankingval From Rankings as K
Recommend K.iid To K.uid On K.rankingval Using ProductCosCF.
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Recommend clause and the Rankings counter From clause specified, RECDB
facts that a ProductCosCF recommender, (a) Product Factor Table that is
General-Rec, is now formed and set. Hereafter, the system admissions General-Rec
by PRODUCTCF operator to accomplish the functionality of recommendation
Charge. The charge of PRODUCTCF-RECOMMEND is resolute by the
Input-Output price acquired via GetRecommenderScore() function that is
accountable for calculating each product the recommendation. The Input-Output
price of GetRecommenderScore() function ||F(U, I, R)| be contingent on the
algorithm well-defined for the fundamental R recommender. So, au signifies the
pages in the products table as percentage that contains products hidden by the
requesting user u and ||I|| characterises the pages numbers employed by the
products I Counter. Henceforth, the entire scores assessment and attributes broad-
casting cost is au � ||I|| � ||F (U, I, R) |. Lastly, the rate of output au � ||I||
characterises the number of attributes stated as respond by the RECOMMENDER
operator.

a. Collaborative Filtering User-User Operator:

Recommendation generated using user-user CF, RECDB implements a different of
the RECOMMEND operator called USERCF. USERCF is like PRODUCTCF
excluding that permits the following data-structures: the (ProductVector),
(UserNeighborhood). The operator lastly yields a set S of attributes so that corre-
spondingly tuple s belongs to S; s = _u, i, ru, i_ signifies a user u, product I, and a
ranking ru, i.

b. Matrix Factorization Operator:

There are many matrix factorization replicas, RECDB is armed with an optional of
the RECOMMENDER operator so called MATRIXFACT. The MATRIXFACT
operator allows data-structures: (i) user factor Counter (UserFactor): a counter that
comprises the user sets vectors so that every vector user pu belongs to p signifies
the hefts that every user would allocate to a product features set (latent factors)
(ii) product factor counter (ProductFactor): a counter that contains product vectors
set so that respectively product vector qi belongs to q signifies the weights that
succeeds amount of every product fits to structures set (latent factors) (refer
Fig. 3.3).

2nd Algorithm provide the pseudo-code of the operator MATRIXFACT.
In a nested block loop manner, MATRIXFACT scans UserFactor block by

block to fetch the feature vector of each user u. Then, MATRIXFACT examines
ProductNeighborhood block wise to retrieve the feature vector for each product i. If
an product i is already rated by u, we set ru, i to the rating that u is already assigned
to i. The 2nd algorithm governs the dot product of equally iFeature also uFeatures
that signifies the rate of the expected ranking ru, i. PRODUCTCF releases the
attribute_u, i, ru, i_ up in the request pipeline.
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Fig. 3.3 Matrix factorization
model

2nd Algorithm 
MATRIX_FACT_RECOMMENDE
R 

1: /* load in Memory User Features 
Counter block wise. */ 

2: every user u UserFac-
torVector do 

3: uFeatures ← latent factors List 
(features) cultured for user u 

4: /* loads in Memory Product Fea-
tures  Counter block wise. */ 

5: every product i 
ProductFactorVector do 

6: iFeatures ← Latent factors List 
(features) studied for product i 

7: ru,i ← Dot-Product(iFeatures, 
uFeatures) 

8: EMIT _u, i, ru,i_ 

Request III. Expect the rankings that user u_id = 1 would give to 1 to 10 products
by the ProductCosCF algorithm.

A direct implementation of alike requests customs the request plan as show in
Fig. 3.4, which accomplishes uncertainly the prognostic choosiness is very less.
Pick K.iid, K.rankingval from Rankings as K.Recommend

K.iid To K.uid On K.rankingval Using ProductCosCF Where K.uid=1 And K.iid
In (1–10)

3rd Algorithm provides the phases of the INDEX_RECOMMEND operator
request. Also, the rankings counter, the algorithm receipts a predicate user as input
(uPred), product predicate (iPred) as well rankingval predicate (rPred).
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3rd Algorithm INDEX_RECOMMEND 

1: /* 1st Point: Fetch One -One Users in Rec-

ommenderScoreIndex*/ 

2: Every user u belongs to Recommender-

ScoreIndex that content uPred do 

3: RecommenderTreeu ← Get user u Recom-

menderTree pointer 

4: /*2nd Point: Navigate RecommenderTree to 

please the rankingval rPred predicate */ 

5: 

TreeNode←NAVIGATE(RecommenderTreeu,rPred)

6: /* 3rd Point: Draw Products One at a time at 

the node leaf of RecommenderTreeu */ 

7: for every product i  FetchNextProd-

uct(TreeNode) fix 

8: if product i contents iPred before 

9: ru,i ← the predicted Ranking of stored  i in the 

treenode 

10: EMIT _u, i, ru,i_ 

Fig. 3.4 Query plan for recommendation
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Request IV. Recommend the topmost two Action cinemas to user u_id = 1 viaSVD
Algorithm.

Pick N.name, K.rankingval From Rankings as k, Cinemas N
Recommend K.iid To K.uid On K.rankingval Using SVD
Where K.uid=1 And K.iid=K.iid And N.genre=‘Action’
Instructed as K.rankingval Desc Limit 2

POI-ProductCosCF-Recommenders

The subsequent SQL recommender generates, called POI-ProductCosCF-
recommender, on the stored data in the UniversityRankings counter. POI-
ProductCosCF-recommender can foresee the ranking that users would provide to
POIs.

2nd Recommender. POI-ProductCosCF-Recommender: a ProductCosCF rec-
ommender created on the UniversityRankings counter.

Generate Rec POI-ProductCosCF-Recommender on UniversityRankings
uid Product Users From iid Rankings as well from rankingval Use

ProductCosCF
Recommender 3. POI-UserPearCF-Recommender: a UserPearCF recommender

generated on the RestaurantRankings counter.
Generate Rec POI-User-Pear-CF-Recommender On Rest Rankings
uid Users, iid Rankings Product From rankingval Using SVD.

B. Generating POI-Recommendation

From starting the recommenders POI, users may allow geographical position-aware
recommendation requests. Such as, to produce POI-recommendation as specified in
1st State, have following SQL queries:

Request VI. Expect the ranking of 1 user would give to University that available in
the ‘Capetown’.

Choose H.name, K.rankingval
From Hotel Rankings as K, Universities as U, Town as T
Recommend K.iid To K.uid On R.rankingval by ProductCosCF
Where K.uid=1 AND K.iid=U.vid AND T.name = ‘Capetown’
Logic AND ST Comprises (T. geometry, U. geometry)

Request VII. Recommend 5 cafeterias to 1 user that lie within 300 m of his position
grounded on the algorithm of UserPearCF.

Select X.name, X.address From Rankings as K, Cafeterias as X
Recommend K.iid To K.uid On K.rankingval Using UserPearCF
Where K.uid=1 ANK.iid=X.xid AND ST DWithin(ULoc, X. geometry, 300)
Order By R.rankingval Desc Limit 5
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Request VII binds the POI-UserPearCF-Rec recommender, Here, Request 7
appeals the geometry method ST DWithin() to pick out cafeterias that are not
altitudinal within 300 m since the user position.

Request VIII. Merge score of predicted rating calculated via algorithm
UserPearCF also the score of spatial proximity by PostGIS ST Distance() role. The
request results the Top-10 cafeterias. Pick X.name, X.address From Rankings as K,
Cafeterias as X.Recommend K.iid To K.uid On K.rankingval Using UserPearCF.
Where K.uid=1 AND K.iid=X.vid.Instructed By CScore (R.rankingval, ST Distance
(V.geom, ULoc)) Desc Limit 10.

3.5 Conclusion

Recommender systems are an influential technology for showbiz industry and
social networks. We presented recommender system that exploits prevailing pub-
licly existing services to fold data needed to create user profile and to produce initial
recommendations. Profile User’s interests are retrieved from his/her activities and
posts in social network. By using this available data for creating user profile we fix
the cold start problem. Presently, we have implemented recommendations for
products related to domain: cinema. Recommender system assessment showed that
generated recommendations for the cinema domain are in contour with user’s sense
of taste. Database method RECDB shoves the function of recommendation in a
relational database engine. Created in a RDBMS, the system is simply cast-off and
configured which helps beginner app creator can declare many recommenders that
suits the request wants in limited lines of SQL program. The system is capable to
assimilate the functionality recommendation in the customary request of SELECT,
JOIN, Project request to implement communicating recommendation queries.
RECDB offers online recommendation to huge users over products. It figures the
forecast rankings and store in data-structure, which is control by the request-
planner, to cut recommendation cohort potentiality.
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Chapter 4
A Methodology for Processing Opinion
Mining on GST in India from Social
Media Data Using Recursive Neural
Networks and Maximum Entropy
Techniques

N. V. Muthu Lakshmi and T. Lakshmi Praveena

Abstract Online social media is ever growing area in our society and is becoming a
part of human life. Most of the web users are interested to use publish and share
information on social media. This paper proposed a methodology for processing
opinionmining onGoods andServices Tax (GST) datawhich is posted in socialmedia
using Recursive Neural Networks and Maximum Entropy techniques. GST is an
indirect tax and was introduced by Indian government on 1st July 2017. This
methodology predicts the effect of GST implementation in India based on data col-
lected from Face book and Twitter web sites. Naïve Bayes, Simple Vector Machine
and decision trees are simple in implementations but don’t allowmulti class problems
and rich hypothesis whereas Recursive Neural Networks improves the performance
based on correlation and dependencies between variables. Maximum Entropy is also
an efficient technique to estimate probability distribution and to deal with dependent
attributes. The proposed methodology determines positive and negative impact on
different types of people and finds opinion polarity to specify priority of opinions.

Keywords Preprocessing � Opinion mining � Social media data
Recursive neural networks (RNN) � Maximum entropy (ME)

4.1 Introduction

Now-a-days Social media has become an important and essential medium for com-
munication. Different disciplines of people are using socialmedia for communication,
conversation, feedback, reviews and sharing opinions. In general social media
applications are categorized as micro blogs, discussion forums, interest based sites,
video sharing web sites and so on [1]. This paper concentrated on micro blogs to
analyze opinions of people on GST (Goods Services Tax) implementation in India.
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Data analytics for Social media is social media analytics which is multidisci-
plinary area [2]. Social media analytics is comprised of different types of analytics
like text analytics, sentiment analytics, and natural language processing and pre-
dictive analytics. Social media users may be measured in billions in the entire
digital world and they generate trillions of data in every second. Among many
analytical techniques opinion mining is very accurate in finding web users opinions
and it mines the opinions of different people collected from different social media
sites. Opinion is the judgment given by a group of people. Opinion mining extracts
the overall opinion of people on data efficiently. Opinion mining can be performed
with different but the most promising ones are machine learning and lexicon based
approach [3]. This paper adopted machine learning approach for efficient pro-
cessing of opinion mining over social media data.

Currently there are several issues which make the people to get worry, confu-
sion, inefficient to adopt new policy however GST (Goods Service Tax) is the one
which made people to think more and react more. GST is implemented by gov-
ernment as one-time tax on goods in order to reduce the repetitive tax so that
customers are benefited [4]. To predict people pulse on Post-GST, mining over
opinions in social media may be more useful to analyze the opinions collected from
social media. Collected data is analyzed with proposed methodology to extract
results. The remaining chapters of this paper deals with data analytics in social
media, GST significance, machine learning approach of opinion mining, proposed
methodology, implementation and results.

4.2 Social Media Data Analytics

1. Data Analytics
Data analytics is the area of analyzing the data using statistical methods and
machine learning methods [5]. Machine learning methods are categorized as
supervised learning and unsupervised learning [6]. These methods are used to
predict different types of analytical results from the given structured or
unstructured data. Among many data analytics Social media analytics is one of
the prominent areas.

2. Social Media Analytics
Social media analytics are used to predict results to summarize the data posted
on social media sites and generate useful patterns from analytical results. In
general social media data is in different forms like text, images, videos and audio
information [7, 8]. Figure 4.1 gives different types of social media analytics that
are applied on social media data.
Text analytics is based on natural language processing with the help of word net.
Some of the familiar text analytics software’s are Rapid Miner, Visual Text,
Natural language toolkit, OpenNLP, Apache Mahout and so on.
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3. Image Analytics is the processing of image to analyze the information.
Generally said as, “An image is equivalent to the millions of words worth”.

4. Video Analytics is one the analytical method used for social media data anal-
ysis. Social media data is in different forms like text, images and videos [9].

5. Predictive analytics is the process to predict future values from the existing
values or from present values [10].

6. Content Analytics is the process of analyzing the content of social media like
tweet text in twitter, comment text or post in face book and video content in you
tube.

7. Trend Analytics is the analysis process conducted by ecommerce web sites to
find the customer interest on product and to know current interests of customers
[11]. The importance of social media analytics is explained in next section.

Need of Social Media Analytics
Social media data is used by different people in different disciplines for different
purposes and some of them are listed here.

In marketing field, social media data is used to know about their customers and
build the customer good will. Amazon analyzes customer interests and provides
different offers to specific customers.

In political Field, social media is used especially twitter and face book to know
the public talk and how to interact with different people [12].

At the time of natural disasters, Social media users react immediately and inform
all to help effected people. Social media like twitter and face book plays an

Social Media Analytics

Text Analytics Opinion Mining

Image Analytics

Video Analytics

Predictive Analytics

Content Analytics

Trend Analytics

Fig. 4.1 Classification of social media analytics
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important role in which users form as groups to become as volunteers or to collect
funds.

In education field, the social media analytics are used to find the feedback from
the students about the institution or about the lectures delivered by lecturers and
also to share information [13].

Researcher uses social media analytics to find the citations of publication and to
analyze the followers for a journal or author [14].

In Military Field, Social media analytics has different advantages for example to
monitor people conversations to perform sentiment analysis to find the thoughts of
ISI agents and terrorists [15].

4.3 Goods and Services Tax (GST) and Its Significance

GST is the indirect tax reformed by the government. It is the common tax paid for
sale, manufacture and consumption of goods. GST was first implemented by France
government in 1954. Today 160 countries have implemented GST or VAT and are
using successfully [16]. India has introduced GST in 2016 and with the maximum
GST rate as 28% which is highest than all other countries. Next section explains
machine learning methods to analyze the GST dataset to predicate results.

4.4 Opinion Mining for Data Analytics

Opinion Mining is the process of analyzing comments and tweets posted on social
media sites. Opinion mining is used for different types of analysis and to extract
results. The general analysis processes that are performed in opinion mining are
subject analysis, affect analysis, emotion analysis and contextual polarity analysis
[17]. The proposed methodology is used for affect analysis, emotion analysis and
conceptual analysis. Next section discusses about two important machine learning
methods which can be appropriate for social media data analytics.

Machine learning approach of opinion mining is classified into supervised
learning and unsupervised learning. Supervised learning is used for classification
and unsupervised learning is used for clustering [18]. The different machine
learning approaches are discussed in following sections.

4.4.1 Recursive Neural Networks

Neural networks is the computing environment which solves the problems as same
as a human brain solves [19]. It uses back-propagation algorithm to gather infor-
mation of previous events or tasks. Artificial Neural Networks (ANN) are used in
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different areas like image processing, speech recognition and social media data
analysis and filtering social network data [20]. Recursive neural networks
(RNN) are type of neural networks. RNN is the process of applying same set of
weights on input data recursively. RNN is useful in natural language processing
applications and tree structures. RNN is less affected to over-fitting and it removes
noise at training phase [21]. RNN calculated by using following equation

p ¼ tanh ðW c1
c2

� �
þ bÞ ð4:1Þ

4.4.2 Maximum Entropy Method

Maximum entropy (ME) is one of the machine learning algorithms. It classifies data
based on probabilistic classification methods. The main objective of ME is maxi-
mizing the entropy to maximize the uniformity of results [22]. ME maximize the
performance and improve efficiency of results. ME is complex to implement and
time consuming process. Maximum entropy is the sum of products of probability of
x and logarithm value of probabilities.

Entropy pð Þ ¼ �
X
x

p xð Þ log p xð Þð Þ ð4:2Þ

4.5 Comparison of Algorithms

Some of the machines learning algorithms are compared based on the accuracy,
speed, size and noise handling [23]. Maximum entropy and neural networks are
best for different types of dataset size and are efficient algorithms for opinion
mining using machine learning methods [24]. So these algorithms are selected for
proposed methodology. Next section discusses about proposed methodology and
implementation (Table 4.1).

4.6 Proposed Methodology

The objective of proposed methodology is to analyze social media data using
Recursive Neural Networks algorithm and Maximum Entropy algorithm. For
analysis, GST tweets and posts are collected from micro blog sites. The result
analysis of this method summarizes the result of ME and RNN to predict the effect
of GST in India. Analytical results are useful for general people and government to
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know the impact of GST implementation in India. Proposed Methodology flow
diagram is given in Fig. 4.2 and each module purpose is explained below.

I. Acquisition Module

This module deals with creating developer app user credentials with twitter and face
book to access tweets and posts. Steps to be followed are as follows.

• Create developer app credentials for twitter and face book using the URLs
“https://developers.facebook.com/apps/185976741956303/settings” and
“https://apps.twitter.com/app/14208682/keys”.

• Authenticate to the twitter or face book with provided key and token values.
• Retrieving tweets from twitter and posts from face book.

(1) Sample raw tweets retrieved from twitter.

[1] "GST Impact on Ceramic Tiles in India\n\nThe goods and service 
tax impact on ceramic tiles is basically neither too mu…
https://t.co/HFR01wBV8o"
[2] "RT @akki_kmr: In India education translates to Engineering or 
Doctorate. This is the state of education in India. #GSTonHigherEdu-
cationServ…"
[3] "RT @MainiManpreet: Nearly half of India’s population is the 
youth, who have to be steered the right way. @rajnathsingh 
#GST_NotAt18 https:/…"

Table 4.1 Comparison of machine learning algorithms

Algorithm Predictive
accuracy

Training
speed

Prediction
speed

DataSet
size

Handles
noise

KNN Lower Fast Depends on
size

Large No

Naïve Bayes Lower Fast Fast Small Yes

Decision trees Lower Fast Fast Large Yes

Random forest Higher Slow Moderate Large Yes

Neural
networks

Higher Slow Fast Large Yes

Maximum
entropy

Higher Slow Fast Small Yes
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II. Preprocessing Module

This module preprocesses the raw tweets and posts retrieved from twitter and face
book. It removes urls, emotions, special characters, numbers, and symbols. The
result of this module will be a set of words from tweets and posts. Pattern matching
algorithm is used to find required pattern. Tokenization process is used to split the
tweet text or post into words. The steps followed in preprocessing module are given
as follows.

• Retrieve tweet text from tweets and text from face book posts.
• Removing special characters, numbers, and symbols.
• Dividing tweets or posts into words. Sample result is

Social Media Data

Acquisition Module

Content Extract

File DBPreprocesing Module

Split into Words

Remove Special Char-
acters

Opinion Identification Module

Identify Opinion 
Type 

Calculate Opinion 
Score

Opinion Mining

Applying RNN

Applying ME

Compare and Analyze Results

Authenticate

Fig. 4.2 Proposed methodology flow diagram
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Text= "gst impact on ceramic tiles in india  the goods and service tax 
impact on ceramic tiles is basically neither too mu  tcohfrwbvo"
Wordlist=
[1] "gst"        "impact"     "on"         "ceramic"    "tiles"     
[2] "in"         "india"      "the"        "goods"      "and"       
[3] "service"    "tax"        "impact"     "on"         "ceramic"    "tiles"      
"is"         "basically"  "neither"    "too"    "mu"         "tcohfrwbvo"

III. Opinion Identification Module

This module identifies the opinion type by collecting the word list retrieved from
previous step which is processed with word repositories to find the opinion type.

• To convert opinion type into binary value for further analysis the following
steps are required.

• First separate positive and negative words repository then compare with words
generated from preprocessing module.

• Convert comparison result into binary form as 1 for true and 0 for false. Finding
opinion score by computing difference between sums of positive words matched
and sum of negative words matched. Then the type of opinion based on score is
determined.

IV. Opinion Mining Using Recursive Neural Networks and Maximum Entropy

First, dividing the dataset into trained set and test set. Trained Dataset given in
Table 4.2 and test dataset in Table 4.3.

Table 4.2 Training data set partition from complete dataset
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• Scaling the trained set data by creating document term matrix.
• Applying the recursive neural networks classification algorithm with multiple

levels generates result as shown in Figs. 4.3, 4.4 and 4.5.

(2) Test the generated classifier on test dataset and compare results.

• Opinion Mining Using Maximum Entropy
Dividing the dataset into trained and test dataset. Applying maximum entropy
classification algorithm to maximize classifier efficiency. Maximum entropy
algorithm is applied on training set and sample result.

Table 4.3 Test dataset partition from complete dataset

Fig. 4.3 Recursive neural
networks classification
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$MAXENT
An object of class "maxent"
Slot "weights":

Weight      Label Feature
1        0.241 0              101
2        0.509 0              30
3        0.509 0             37
4          0.8 1               47
5          1.1 0              50
6         -1.1 1              50
7        0.282 0              57
8        0.241 0              60
9        0.939 0              67
10     0.00712 0      70

Fig. 4.4 Comparison of RNN on training set and test set
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V. Analyzing the overall result of proposed methodology

Dataset is initially divided as training and test sets. Document term matrix is created
on training data. This matrix is given as input to ME and RNN. It reduces the time
required for preprocessing and makes dataset ready for classification. RNN algo-
rithm accuracy is better than ME when there is large dataset. But for the small and
medium size datasets ME algorithm accuracy is better than RNN. Analysis of GST
data after classification is neutral. Because maximum tweets and posts are neutral
than positive or negative. As per this analysis, the implementation of GST in India
has less negative impact on general public.

4.7 Conclusion and Future Work

Social media is playing an important role in decision making in multiple disciplines.
Among many social media data analytics, opinion mining analysis plays vital role
in getting accurate results with rapid speed from large number of users. In 2016,
GST has implemented in India suddenly so many people got confused to adopt. So
opinions are required to find whether they are receiving in positive or negative
sense to make awareness further about implementation of GST and this made us to
study. This paper proposed a methodology for finding opinions from different micro
blogs data by adopting RNN and ME machine learning approaches. There are many
tools existing to use but they are more complex & time consuming to implement.
Here, R language is chosen which provides efficient packages so this R language is
used to implement the proposed methodology efficiently. In future works, the
proposed methodology can be applied for different types of social media analytics.
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Fig. 4.5 Test runs results with recursive neural networks classifier
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Chapter 5
A Framework for Sentiment Analysis
Based Recommender System
for Agriculture Using Deep Learning
Approach

Pradeepthi Nimirthi, P. Venkata Krishna, Mohammad S. Obaidat
and V. Saritha

Abstract Sentiment analysis which is also known as opinion mining, can detect the
contextual polarity of textual data. It classifies whether a given text is positive,
negative or neutral. Performing Sentiment analysis with extracted micro-blogging
text from social networking sites and analyzing the text after application of sentiment
analysis are considered challenging tasks. This paper proposes a model based on
deep learning approach to perform sentiment analysis on extracted agriculture tweets
from twitter. Moreover, it focuses on the accuracy and performance of the training
data set so that it is used to predict the sentiment rate of the tested (twitter) data.

Keywords Sentiment analysis � Micro-blogging � Deep learning
Twitter � Predict

5.1 Introduction

Now a day’s, we can observe massive data that has been generated through the
cloud applications, and acts as sources for the social media, such as blogs and
microblogs, Facebook and Twitter. The information that evolves from the
microblogging applications is an unstructured data [1]. The need to analyze and
understand such unstructured data is a challenging task. Twitter is one of the
popular microblogging tools. It acts as a source for people to express their thoughts
and feelings, where business marketing companies, politicians, social psycholo-
gists, and researchers analyze the tweets or posts on various topics to take better
decision choice. Sentiment analysis is one of the popular tasks among the tasks that
are performed in the natural Language processing field (NLP) [2, 3], although it is
typically applied to areas such as political sentiment and movie reviews. There is a
need to perform evaluation of opinion in the field of agriculture.

Agriculture was a crucial science that allows humans to grow. Providing food
security is one of the essential factors for holistic rural development. Agriculture
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plays a vital role in India’s economy. In the developing world, we require reliable
and real time information that is informative to the policy makers to conduct
expensive and logistically difficult surveys about the agriculture aid programs.
Developing a frame work to accurately predict agriculture sentiment is very much
essential for digitally developing countries. The predictive power of the framework
would be improved by incorporating additional information from test based social
media source such as Twitter [4].

5.2 Background

An opinion can be expressed in a way as positive or negative sentiment. Performing
sentiment analysis at entity level provides an attitude, emotion, appraisal or view.
The entity that is used here may be a review about a movie, product, event, topic or
an opinion about that entity from user or group of users. Here the entity was
considered as textual data from microblogging sites such as Twitter, etc.

Sentiment extraction is achieved on extraction of real time tweets by means of
some of the sentiment classification approaches listed below [5]:

• Lexicon approach
• Machine learning approach
• Hybrid approach.

5.2.1 Lexicon Approach

The lexicon based approach is classified as an unsupervised learning technique [5,
6]. This approach mainly works on the collective polarity of a sentence. We assign
a score to the list of words in the sentence that indicates the nature of the sentence in
terms of positive, negative or objective.

5.2.2 Machine Learning Approach

The machine learning approach is classified into two techniques: one is supervised
and the other is unsupervised learning. In supervised learning technique, predicting
the polarity of test data set sentiment is based on trained data set [7]. This technique
is used when there is a finite set of classes i.e. positive and negative. The most
common techniques used with respect to supervised learning are Support Vector
Machines (SVM), Naïve Bayes and Maximum Entropy [8–10].
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Unsupervised learning techniques is proposed when there is no possibility to
provide prior training dataset to mine data.

5.2.3 Hybrid Approach

This approach exhibits the accuracy of machine learning approach and the speed of
the lexical approach [5].

5.3 System Model

Sentiment analysis is one of the common applications of Natural Language
Processing (NLP) [2, 3]. NLP is an application of artificial intelligence, linguistics
and computer science [7]. Deep learning is a powerful approach for NLP, where
deep learning is sub category of machine learning inspired by the functioning of a
human brain. One of the primary techniques of the machine learning is supervised
learning [11], which is used to train the predictive model. The chosen predictive
model is a linear classifier; logistic regression can be viewed as a single layer neural
network [12, 15](Fig. 5.1).

Fig. 5.1 Model to perform
sentiment analysis [11]
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5.4 Methodology

5.4.1 Brief Overview About the Methodology to Perform
Sentiment Analysis

The scheme to do sentiment analysis relies on the steps summarized below:

• Constructing vocabulary based DTM by using input documents with provided
sentiments (0 or 1) by vectorizing text to vector space.

• Fitting the Logistic Regression model to the DTM. Fitting the model means
tuning and validating the model.

• Finally, applying the model to the extracted tweets.

5.4.2 Overall Description

Sentiment analysis is performed by using the core functionality of the text2vec
package [13] used in vector space network based model that is built on deep
learning techniques [14]. It provides fast implementation of vector based approach.
For constructing document term matrix (DTM), we used 5000 movie reviews with
binary sentiment (positive or negative). Reason to choose Movie reviews as input
document, is that they are rich source of emotions (sentiment). Before fitting the
model to the DTM, we need to preprocess the data by converting the text to
lowercase, removing alpha numeric symbols and removing extra spaces. Based on
the model (unigram or bigram), we create vocabulary, which excludes selected
stopwords in text. In the present model, we improved the accuracy and performance
by pruning the vocabulary. To create vocabulary, we use an iterator, where the
preprocessing will be done. The vocabulary itself represents the document in vector
space, which is called vocabulary based vectorization [13]. After constructing DTM
using vocabulary based vectorization, we normalize the DTM using TF-IDF
transformation technique. The TF-IDF reweighted DTM can be fitted to the linear
classifier. The accuracy of the model performance on the trained data of unigram
and bigram approach was 0.9127 and 0.9209 as shown in Figs. 5.2 and 5.3,
respectively.

The TF-IDF reweighted DTM model was transformed to the Twitter data i.e. the
unseen data. The process that has been done on the input documents (movie
reviews), same process had been done on the twitter data. Finally, we apply the
model performance on the transformed TF-IDF reweighted DTM tweets, so that we
can predict the sentiment. After predicting the tweets, we can visualize [15] the
tweets with sentiment rate.
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5.5 Experimental Results

Tweets are extracted based on the title “AP AGRICULTURE”. The extracted
tweets are related to Andhra Pradesh (AP) State in India and its Agriculture.
Twitter API able to extract 348 tweets on request of 1000 tweets.

5.5.1 Andhra Pradesh (AP) Agriculture Tweets Sentiment
Rate

The plot shows the “AP AGRICULTURE” tweets sentiment rate. The tweets
sentiment rate above the dashed green line considered as positive tweets, which are
rated between 0.65 and 1 and the tweets rated with positive sentiment will appear as
green dots. The tweets sentiment rate below the dashed red line considered as
negative tweets, which are rated between 0.35 and 0 and the tweets rated with
negative sentiment will appear as red dots. The tweets sentiment rate between green
and red dashed line are considered neutral tweets, which are rated between 0.65 and
0.35 and the tweets rated as neutral will appear as yellow dots. The blue curve
shows the probability of positiveness of AP Agriculture tweets sentiment rate.

Fig. 5.2 Accuracy of the model performance on the trained data of unigram approach

Fig. 5.3 Accuracy of the model performance on the trained data of bigram approach
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5.5.2 Unigram Model

The AP agriculture tweets of unigram model was extracted from the dates of Nov
26 and 27, 2017, which are rated with negative sentiment rate. The probability of
positives is more for the tweets that are extracted on Nov 28 and 30, 2017. Tweets
are rated as neutral for those extracted on Dec 1 and 2, 2017.

5.5.3 Bigram Model

The AP agriculture tweets are applied to bigram model. In bigram approach the
sentiment rate will be more accurate than compared to unigram model. The
movement of the probability of positiveness curve (blue curve) from negative to
positive, positive to neutral and again neutral to positive will be clearly viewed
(Figs. 5.4 and 5.5) [15].

5.6 Discussion

The accuracy of the bigram model is better than the unigram model. The experi-
ments were carried out as a fourfold cross validation experiment. The sentiment rate
for unseen data was on or between 0 and 1. This model is helpful for the creation of
new datasets with sentiments.

Fig. 5.4 Probability of positiveness of tweets sentiment rate of unigram model
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5.7 Conclusion

Performing sentiment analysis using deep learning approach is a challenging task.
The suggested model is useful to predict sentiment for the unseen data, so that it can
be helpful for the creation of new datasets with provided sentiments. This model
provides improved accuracy and fast implementation of a vector-based approach.
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Chapter 6
A Review on Crypto-Currency
Transactions Using IOTA (Technology)

Kundan Dasgupta and M. Rajasekhara Babu

Abstract The Internet of Things (IoT) is a paradigm of devices embedded with
sensors, actuators and trans-receivers, connected wirelessly in a network. With the
advent of IoT, with a projection of 7.1 trillion IoT devices by 2020, comes various
challenge such as secure connections, long lasting battery power and so on. The
block chain technology in IoT has become popular in various fields such as pro-
viding secure connections for crypto-currency transactions. However, the usage of
Direct Acyclic Graphs (DAG) formed in a block-less system, and ternary operators
instead of the binary, provides much faster response rates with a higher data han-
dling rate. So, the use of DAGs has found its applications in fields such as crypto
currency owing to its high scalability rate. DAGs can be used to/in compress and
process data, causal networks, scheduling, crypto currency, etc. which can be
further use in the Internet of Things such as longer lasting battery power as the
number of devices increase. Ternary operators reduces the overall workload than a
binary system. This paper focusses on how the block-less system can be a better
option than a blockchain by making a review on the Internet of Things Application
(IOTA) by comparing it closely to bitcoin, which uses the blockchain technology.

Keywords Block chain � Block-less � Bitcoins � IOTA � Internet of things
Tangle � Ternary

6.1 Introduction

Cryptocurrency, formed as a side product of digital cash, to be simply put, involves
the transfer for currency from the sender to the receiver, via a secure, intangible
process. It is virtual in nature and should not be confused with electronic money
schemes [15]. The first part of the word, “crypto” means hidden and is derived from
Greek. Cryptocurrencies, as the term suggests, uses crypto-graphy to record and
facilitate the various virtual currency transactions on a set of ledgers or the database
containing the accounts. They are intangible in nature, as stated before. Rather, it
can be thought of electronic signals which keep record of the transactions with
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respect to that particular currency [11]. It is decentralised in nature, they are fidu-
ciary and not backed with any metal and require trust, which is taken care of by the
various cryptocurrency currencies such as Bitcoin [11]. They are often referred to as
“competing private irredeemable monies”, that is, they are completely different
from “redeemable private monies” such as deposits in accounts [2].

Crypto-currency first came into the world when an innovation was made by
Satoshi Nakamoto in 2008, when he suggested the use of a “blockchain” in a
transaction [10]. It combines decades worth of work [4, 5, 27, 28, 34]. This led to
the start of an era with the Bitcoin in 2009 [17]. The use of a ledger intended as a
substitute for money is not a present idea [22]. A decentralised distributed ledger,
via the blockchain, is used to store ledgers across a number of devices such as
computers which can be directly controlled by people [12]. They show the list of
the transactions carried out via digital currency previously [13, 14].

Techniques involving cryptography and crypto-study are employed for two
related elements—for securing the transactions in a way that only appropriate
authority will be able to spend any fund attributed to an “address” and to secure the
transaction ledgers of the system, to prevent people from tampering with the bal-
ances. The latter is an important characteristic [13, 14].

Overall, cryptocurrencies are a “medium of exchange”, a “store of value” and a
“unit of account” [17]. Most cryptocurrencies fall under the “bidirectional” flow of
the virtual schemes category [16]. Decentralisation offers and assures confiden-
tiality, ownership and a smart saving in terms of energy [24], making it an initial
better choice. When we transact via our bank accounts or via net banking, a lot of
factors come into place. We have to depend on our bank to get our money. The
banks in turn can lend money to other banks or to the government, creating a debt
based economy. This debt based economy, which created the house debt bubble
[11] was one of the main factors igniting the 2008 World Financial Crisis.
Secondly, banks will not be open at all times. Banks have certain hours of oper-
ation. So, we are more dependent on them for what is ours.

People may suggest that net banking can be used to transact anytime. But, there
are a number of cons of net banking. If the transaction is of a NEFT form, we have
to wait for the bank to verify it. But, in this system, transactions can be verified and
processed anytime, anywhere! Another major drawback of net banking is that it is
centralised. We, the clients, are communicating with one server. Now, if that server
fails, we won’t be able to do anything about it as clients but wait till the server is up
and running again. This can be avoided by using the decentralised crypto curren-
cies. Being a peer to peer system, all connections are done via nods. If one node
fails, connections or transactions can continue via the other operational nodes.

One more thing to be noted is, all bank transactions don’t support anonymity.
The miners in bitcoins, who authenticate the transactions, don’t need to know about
the transaction or the sender and receiver. The whole unit remains anonymous.
Only a system of records of the transactions are kept.

Banks usually take a nominal amount as charges for each transaction [32]. Now,
these charges are usually a small percentage. But suppose we transact thousands of
dollars, the charges won’t be nominal anymore. 2% of $400,000, say, is equivalent
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to $8000 equivalent to `5.12 L. But, in any crypto currency, after purchasing a
certain amount of currency with the universal exchange rate, the transaction fees is
usually very nominal, with the fees being there for the miners in bitcoins and free
for IOTA [37].

Crypto-currencies can also be used for crowd source funding. Another inter-
esting thing to note, IOTA, the company on whom this review paper is based on,
was actually funded via crowd source funding via Bitcoins. Also, the exchange
value for a certain crypto-currency will change over time. So, this can also be
thought of a long term investment like in stocks. But, for real world currencies, the
exchange rate won’t differ that much in a period of time. For example, the exchange
rate of USD and INR is a United States Dollar being equivalent to around 65 Indian
Rupees for the last two years or more. But, the exchange value for Bitcoins has
risen up from $400 from the beginning of 2016 to peak of over $17,000 in
December, 2017.

Government are not able to print virtual currencies such as Bitcoin. So, we can
send it to people where their visa permit can’t, like for example say Jullian Assange.
More importantly, these crypto-currencies can support the economic integration of
the people who are poor and don’t have bank accounts [19].

6.2 Existing Blockchain

6.2.1 Introduction

The Blockchain was first introduced in 2008 [8]. It can be thought a ledger which is
stored and shared among the users of a particular network [1]. It also solves the
“double-spending” problem [36], that is, the same digital currency can’t be used in
two different transactions. One thing to be noted here that all transactions are
irreversible [37]. It brings a new perspective in the world apart from digital cur-
rency, offering security, efficiency and the resiliency in the system [3]. It is in
authoritative in nature, judging who is in charge of what [35] (Fig. 6.1).

Blockchain can be thought of data structure having a long linear chain con-
taining timestamps and hash values of every transaction. It serves as a system of

Fig. 6.1 Structure of a
blockchain
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record. Having defined a block chain is, we’ll now look into how a block chain
actually works. We’ll look into it how a block chain network runs.

The nodes are on the same block chain, operating via the copy it holds. We can
assume that each user transacts on their own node on the networks. We get a better
understanding of how a blockchain works, when we examine how a blockchain
network runs. This is a set of nodes (clients) that operate on the same blockchain via
the copy each one holds. Here:

1. Own private/public key are used to operate with or in the block chain. Private
keys are used to give the signature of user’s transactions and public keys make
them addressable. A user’s node shows all signed transactions to its hop peers,
one-hop in this instance.

2. These neighbouring one hop peers authenticate the transaction before letting it
move on any further. All transactions which are not valid are discarded. This is
spread in the whole network.

3. The authenticated transactions are now placed in an ordered block during a time
interval. These are placed into the timestamped block. This process is what we
call mining. The nodes of the block are broadcasted back to the network. The
process depends on the consensus mechanism followed in the network.

4. Now, the nodes will make sure that the blocks will contain with the time stamps,
valid transactions, and references of the correct blocks previously on the chain.
In such a case, they add that transaction to their chain and updates it. Otherwise,
that block is discarded.

These above steps are a repeating process.
Although popularised by bitcoin, a blockchain can just be on its own. It can be

thought of a queue, each object in the queue have timestamped blocks, identified by
its cryptographic hash (in the form of SHA 256 [38]). Any node (each object in the
queue) is linked in an ordered list of blocks and can interpret the state of data which
is being exchanged [1]. Owing to its capabilities it finds its applications in various
fields other then crypto-currency [9, 25].

6.2.2 Bitcoin and Its Mining

The Bitcoin, introduced in 2008–09, is based on this blockchain technology. We
have already described how a blockchain is formed and how it works in Sect. 2.1.
Now, let us look closely with reference to the Bitcoin, According to Satoshi
Nakamoto, a bitcoin in a network, follows a certain number of steps [8]. All new
transactions which have arrived is broadcasted to all nodes. Now, each node will
collect a new transaction on its block. A difficult Proof of Work (PoW) is found for
each node. After the best PoW is found, it will be sent to all other nodes. The other
nodes will only accept the block if the transactions are valid and unspent. Nodes
will acknowledge the acceptance by creating the next block in the chain with the
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current hash with the hash of the block before, going forward in the blockchain and
enhancing it.

This process means a common consensus is needed in the network. This is
achieved by the so called miners. One of the important aspects in Bitcoin design is
that the system of record or the book of transactions (the ledger) resides on a public
network. So, these voters who bring a consensus can be both good or bad, correct or
incorrect. PoW can be thought of mainly concentrating on defending a Sybil attack.
This, by definition, can’t be an attack vector we can have if the validators can be
known.

So, this consensus system will allow users or debar them on a managed, central
identity. It was attempted to accommodate any voters. But, to distinguish among
them, is to make them work on a math problem which typically takes around ten
minutes to solve. These can be cryptographic puzzles. So, this protocol moves on
these somewhat hard computational puzzles. The first one to solve these puzzles in
every epoch get a reward [26]. There can’t be any shortcut to solve this puzzle. So,
an attacker can’t dominate this network. For it got dominate, it has to use more
resources than its competitors combined. The requirements if these puzzles are
different from a typical PoW puzzle [31].

In this regard, the formal definition, so to say, of these puzzles are what we call a
scratch off puzzle. Usual Proof-of-Work puzzles require solving by single
sequential computation. But, a scratch off puzzle typically is solvable by several
concurrent non-communicating computation entities [31]. It has to ensure the
number of blocks have to remain intact.

Unlike central banks which produces “monies”, cryptocurrencies typically have
explicit programming rules, that prevents an explosion in supply. With miners
being rewarded for authenticating transactions [26], the authentication can/is quite
central to the growth in the supply of bitcoins. But, there has been a decline in the
growth rate, which is rather negative, in its supply. The reward for adding a new
block/node to the blockchain said to be halved every additional 210,000 blocks
[33] , which will be roughly every four years. The programming rules which govern
the ledgers, the group sums if all bitcoins is almost 21 million as on 2013 [34].

Bitcoin mining can be computationally difficult. Each block has a hash which
needs to start with a certain number of zeros. The probability of calculating it is
somewhat low. A nonce has to be incremented for generating a hash for the next
round. The Bitcoin mining network difficulty can be defined as a measure of the
difficulty of discovering a new block with differing to the easiest it can be. It is said
to be recalculated every 2016 blocks in a way such that the previous such number of
blocks would have been generated in say two weeks if everyone were mining at
such a difficulty. More miners will join, more the block creation rate will be higher.
This also increases the difficulty to try and compensate which has to in turn push
down the rate of block creation. Any blocks released b y the miners, which won’t
meet the required level of difficulty will be rejected by everyone on the network and
hence will be discarded for it being worthless. This mining can also be thought of a
competitive lottery. No individual can control what will be included in the block-
chain or replace it.
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Mining typically comprises of or can be divided into the following:

1. Mining Hardware Manufacturing: Specialised mining equipment designed and
built.

2. Self mining: Miners who prefer to run their own equipment and validate blocks.
3. Cloud mining services: Customers can choose to rent in hashing power via

services.
4. Remote hosting services: Customer-owned equipment for mining is hosted and

maintained.
5. Mining pool: Computational resources from various miners are combined to

increase the frequency and the chances of finding valid block. Rewards are
shared among participants.

These might sound interesting. But, this whole process of mining will prove to
be redundant, saving time, money and energy. We will see that later in Sect. 6.4.

6.3 Shortcomings in Blockchains and Bitcoins

Even though Blockchain technology has found itself a huge variety of applications
[9, 25], there are a few shortcomings in it and indirectly, in bitcoin. The most
important shortcoming of blockchain technology is the scalability issue. As the
traffic increases, the number of nodes in the chain increases and it will be more time
consuming for it to be processed. Let’s say, there is a queue for tickets at the
Box Office for a particular movie, you will have to wait for your turn than to get a
direct link. The second issue of the blockchain technology used in Bitcoins [8] is
the inability to handle micro-transactions. Only whole transactions can be processed
in bitcoins. Thirdly, there always have to be a group of people in the network who
will have to authenticate the transactions [23]. This not only consumes time but also
adds more cost to the transactions. Fourthly, adding to the group of people who
mine the bitcoins, one point to be noted that the system is very rigorous to obtain
the approval as it involves the group of people competing against each other and
creating a race. Fifthly, they are not quantum secure. Quantum Computers pose a
huge threat to them [39]. Most of these factors contributed to the blockchain to be
rather slow and also not energy efficient [30].

6.4 IOTA

6.4.1 Introduction

IOTA, which stands for Internet of Things Application is a new crypto-currency
technology introduced in 2014. It is based on the “Tangle” [7] which is said to be
the backbone of IOT [40]. It is a technology of its kinds which uses an innovative
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distributed ledger. It’s potential is so large it has been picked by Techcrunch,
Forbes, etc. At the moment, it is not as popular as Bitcoins, but it is said to outplay
Bitcoin [41]. It’s lightweight, scalable, decentralised and quantum resistance [7]
offers applications not only in crypto currency but in fields like machine economy,
e-governance, Everything-as-a-Service (EaaS) [29], etc. [40]. In this section, we’ll
look into IOTA, one thing at a time.

6.4.2 Directed Acyclic Graph

Before we get into the Tangle, how the tangle works and how it is better to the
blockchain technology, let us break up the components of the tangle. As said in
action II in Bitcoin, the blockchain is a linear chain consisting of the transaction
which are put in place with the timestamps and hash key, which is of course
accompanied by miners verifying the transactions and authenticating it. But, in the
Tangle of IOTA uses the directed graphs to store transactions and linking the other
transactions via the tip selection algorithm (Fig. 6.2).

Directed Acyclic Graphs can be thought of finite graphs in a network, unidi-
rectional in nature. Each edge is directed from one vertex to the other. The
sequences or group of vertices will be in topological order that each edge will be
found from the before ones to the ones following that in that ordered sequence
itself. It has a number of mathematical properties [21] such as closure, ordering and
combinational enumeration, etc. For a data processing in a network, the data make
its entry and exit via the path. Algorithms such as Djikstra’s Shortest Path can be
used to find the shortest path from the starting edge to the ending edge. They are
computed in Polynomial time (P-complete).

6.4.3 Balanced Ternary Logic

Most of the compilers and computers we have/are based on binary compilers.
Binary logic consists of 0 and 1. So, each signal passed in the computer is either

Fig. 6.2 A simple directed
acyclic graph

6.4 IOTA 73



true of false. These are okay for very basic binary calculations such as addition,
which simply computes the result on fast processor, giving a high data rate. But,
let’s look at the broader picture. Say, we have to subtract to numbers. Binary logic
uses 2’s compliment method, right? But, what if hypothetically in a network mil-
lions of such calculations are being put in with the same processing speed. This is
just a simple example.

The picture gets much worse for higher level operations. What if instead of just
positive values, like in binary operations, we use negative values as well? This is
exactly what ternary logic is. It has three values [20], +1, 0 and −1. Again if we take
the example of 2’s compliment, it speeds up process considerably as we can avoid
the extra steps. Similarly, for higher tasks, just a −1 will make a huge difference and
speed up the process. This is what is used in Tangle of the IOTA. Leave alone the
time, it saves up a lot of energy as well due to the reduction in the number of steps.
However, ternary processors are tough to implement as it can get complex some-
times. But, pros outweigh the cons. Additionally, for IOTA, if ternary doesn’t work
out, they instantly shift to the backup binary system. Ternary computers were being
developed in the latter half of the 20th Century. Judging by the potential, ternary
compilers and processors and be developed in quite a scale in the forth coming
years.

JINN processors work on Ternary logic. It is capable of processing thousands on
instructions of seconds due to its ability to handle positive, negative and zero states.
They are very balanced, helping in building self-sustaining networks such as the
Tangle. It uses “asynchronous circuits” and “trinity logic”, and a curl hasher as a
part of it, as said by one of the IOTA founders. Much information is not available
on these processors as most of it is confidential.

6.4.4 The Tangle

Cometh the hour, cometh the man! This is the backbone of IOTA. In IOTA, it is
very closely based on “The Tangle” by Pupoy [7].

First, let us look at the Tangle as a data structure. It is a kind of a directed acyclic
graph which is already discussed in Sect. 4.2. It holds the transactions. In this
context, each vertex on the graph denotes each transaction. When a new, fresh
transaction joins the Tangle, it has to choose two previous transactions to approve,
creating two more edges to the already formed graph. This increases the networking
in the graph giving an edge over a single chain like Blockchain. This process of
approving two other transactions reduces the hassle of miners who authenticate the
transactions like in Bitcoin. Only the sender and receiver are enough. This entire
network of blockchains make the overall transaction process faster (Fig. 6.3).

In the figure shown, Tno 4 approves Tno 2 and 3. Transactions are more like
saying a certain number IOTAs has been transferred from one person to another.

Another thing to be noted is, more the number of transactions, more the effi-
ciency—the complete opposite of blockchain. More the number of transactions,
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more the networks and links in the Tangle. But, in Bitcoins, the blockchain will
increase in length and take a lot more time. Let us understand this in layman’s
terms. For example in a class there are 100 registered students. A written exam was
conducted. Now, the professor in charge will take a lot of time to grade the papers
one after another. But, if the papers are graded peer-to-peer, that is, each student
grades two other student’s papers, the speed will be way faster. The former (pro-
fessor’s evaluation) represents Bitcoin and the latter (peer grading) represents
IOTA. Also, some transactions can be linked to the sub-tangles instead of the main
tangle, adding to efficiency further.

The transactions which are unapproved are called “tips” [7]. In the above figure,
Tno 6 is a tip. No one had approved of it yet. At least one tip will be available to be
approved by and incoming transaction. The technique for choosing a specific tip
can be very important, adding to the tangle, and a key to the unique technology.
However, random two tips can be chosen, termed as unified random selection.

The transaction rates and network latency plays role in determining the structure
of a tangle. The transactions shouldn’t always be equally spread out especially
when the network is very busy. The random selection strategy is achieved by a
Poisson Point Process, which models how transactions arrive. It shows how many
transactions come into the tangle for the period of time. Tno 4, 5, and 6 came
together but there was long period after Tno 6. In this Poisson Point Process [18] if
k is nominal, around 2, this is quite okay for the tangle.

But, if k is very small, the tangle results in chaining one transaction to each
vertex, forming a chain. But, if k is very large, all the transactions will come
simultaneously seeing the same tip, linked to the genesis (Figs. 6.4 and 6.5).

So, a more advanced tip selection algorithm called the “Unweighted Random
Walk” [30]. A “walker” is put on the genesis. The walker moves towards the tips
with a transaction being given consent towards, the one on which the walker is on
and chosen with an equal probability. The lazy tips, the transactions which approve
old transactions rather than new ones, are to be avoided. Cumulative weights are
used to avoid lazy tips.

This is the core technology followed in the tangle. Another advantage IOTA has
over Bitcoins is that it is theoretically quantum secure [7]. Quantum computing will

Fig. 6.3 The tangle (just an example of a case)

6.4 IOTA 75



have a huge impact on cryptography as a whole [6]. It is claimed that quantum
computing will decrypt all existing cryptographic algorithms. IOTA is capable of
handling micro-transactions. This is very beneficial as the whole MIOTA doesn’t
have to be used, and not only can be used for machine economy but small-scale
purchases for a startup.

Another interesting entity is the “zero transactions”. As the term suggests, these
are transactions transacting 0 IOTAs. This sounds ridiculous but, these are used to
approve two other transactions and adds to the tangle. It is only used to increase the
efficiency of the tangle. The amount being transacted is actually 0.

All these make IOTA one of its kind- not just in crypto-currency transactions.

6.4.5 Issues

A group of cryptanalysts from Massachusetts Institute of Technology had found a
vulnerability in the curl hash function. Analysing the hash function used, it was
found that sometimes the hash function returned the same vale for two different
transaction, thus messing up the transaction. IOTA had rectified it by shifting from
the curl hash function to the SHA-3 function [34]. Another issue is that the ternary
operations sometimes become too complex. So, IOTA shifts its PoW to a binary
system in such a case.

Fig. 6.4 Linking of transactions when k is very small, forming a chain

Fig. 6.5 Linking of
transactions when k is very
large
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IOTA uses one-time signatures while working on the Tangle to proceed with the
transactions. But, often re-attaching is often required to get a transaction through.
The bundle can be safely signed a single time. So, people can re-attach nay bundle
or any number if transactions, without seeking or providing any proof of
ownership. But, this might not be an issue as each bundle comes or has a unique
hash.

6.5 Summary

As stated in Sect. 6.3, a blockchain has a number of major disadvantages which are
taken care of by the Tangle in IOTA. These cons of the blockchain technology can
pose a threat to crypto-currencies based on it, in the coming years.

Firstly, blockchains, even though secure, can become slow to process when the
linear chain keeps on elongating. Suppose, if a queue for a ticket counter keeps on
increasing, it will take more and more time to clear the queue. But, in the Tangle in
IOTA, the directed graphs solve the problem to the extent that it becomes even
faster with more number of transactions- such is the scalability. It is shown in the
graph in Fig. 6.6.

Secondly, blockchains work on binary logic (0 and 1), whereas the. Tangle
works on balanced ternary logic (−1, 0 and +1). This addition of a negative one
offers huge possibility in faster speeds of calculations, making the process much
faster than binary. A simple subtraction function becomes much easier. Imagine
what it can do with other complex functions taking more time and power.

Thirdly, blockchains require miners. In the tangle, only the sender and receiver is
enough as each transaction has to authenticate two other transactions, which is
chosen via the tip selection algorithm. These reduce the hassle of miners, which

Fig. 6.6 Comparison of
efficiency with number of
devices with respect to time
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also saves up time. This process also proves to be more efficient as it increases the
inter linking of the vertexes.

Another advantage of the tangle is the ability to handle micro-transactions.
These can be very beneficial for small scale industries, as a small amount of
currency can now be transacted. Also, in this regard, zero transactions can be
introduced just to increase the interlinking of the directed acyclic graph network,
further increasing transactions. Zero transactions are redundant in blockchains as it
will only increase the size of the blockchain and decrease the efficiency.

All these factors contribute to the battery power of the tangle. These factors
make the tangle much more energy efficient as it will consume lesser power.

Bitcoins, unlike IOTA, cannot support partitions. They cannot sustain if a net-
work is long partitioned. Instead it will just reverse a large number of transactions.
Intentional partitioning also can’t be supported. But, in the tangle, many transac-
tions can be processed without being connected to the main tangle.

One of the most important pros of the tangle is its quantum resilience. Quantum
computing poses a serious threat to security in the upcoming years. It is claimed
that quantum computing can bring down complex cryptographic networks in less
ten hours. That means, blockchain technology based Bitcoin can be very vulnerable
in future. But, IOTA won’t be as vulnerable.

6.6 Conclusion

From Sects. 6.4 and 6.5, it is safe to conclude that the blockless chaining in IOTA is
much more energy efficient, faster and more secure in terms of quantum resilience.
This technology can be termed “one of a kind”. It has opened up a number of
research areas and got attention from universities and corporates alike. The intel-
ligence of the Tangle is such that the technology can be applied in more fields as
mentioned in Sect. 6.7.

IOTA’s net worth and popularity is not as high as Bitcoins. But, with this core
technology, the tables can turn in the future with the increase in the amount of data
and decrease in time span of tasks.

6.7 Future Work

The core vision of IOTA, that is, the tangle can be used in a number of potential
fields. The most promising of these is the machine economy. Artificially Intelligent
machines cab purchase goods for its owners or pay for services automatically
without the owner having to do anything. For example, say the electricity bill is
due, it will automatically transact the amount in IOTAs. Another example can be
given. Say, a washing machine is out of detergent, it will automatically place the
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order for a new pack and pay for it in IOTAs. In this regard, IOTA has already
signed a MOU with the city of Tapei for their smart city project.

One major advantage of this technology is the low power consumption and high
scalability rates. Such a model can be used un IoT devices, to schedule jobs, link
the work, or to connect to the cloud in a faster energy efficient way, saving power.
WANs can also be made more efficient. In this context, a company called
“MatchX” is developing a Low-Power-Wireless-Area-Network (LWPAN).

Even though the tangle is quantum secure, the current hash function (SHA-3)
can have to be replaced in the coming years. Instead of ternary logic, quantum logic
can be used to make this technology even. More faster and lightweight. But, ternary
logic needs to be improved with more processors of that kind coming into the
market more. This is of a higher priority than QuBits. But, QuBits as well as
machine economy is one for the future!

In various networks, the tangle technology can be used for a more efficient
scheduling for base station and sub-stations. Node clustering of sensor nodes can be
replaced by this technology in some cases.

Canadian Kontrol Energy has come to this crypto-currency market with IOTA.
They initially wanted the blockchain technology to provide the producer and
consumer with a local peer-to-peer energy market.

Identity of Things (IDoT) is a new paradigm where all IoT devices are given an
unique identity. It contains information of its manufacturer, its life span, deploy-
ments, etc. It can enhance the full potential of IoT as it can help in indexing and
maintaining the machine economy and Industry 4.0 Predictive Maintenance.

Many more applications can be made of this technology. It is ready to take the
next step in world usage.
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Chapter 7
Predicting Ozone Layer Concentration
Using Machine Learning Techniques

Aditya Sai Srinivas, Ramasubbareddy Somula,
K. Govinda and S. S. Manivannan

Abstract One of the main environmental concerns in recent time is Air
Pollution. The air pollution is caused by rapid rise in the concentration of any
harmful gas. Ozone (O3), which is the most gaseous pollutants in major cities
around the globe, is a major concern for the pollution. The ozone molecule (O3),
outside of ozone layer, is harmful to the air quality. This paper focuses on two
predictive models which are used to calculate the approximate amount of ozone gas
in air. The models being, Random Forest and Multivariate Adaptive Regression
Splines. By evaluating the prediction models, it was found that Multivariate
Adaptive Regression Splines model has a better prediction accuracy than Random
Forest as it produced better datasets. A thorough comparative study on the per-
formances of Multivariate Adaptive Regression Splines and Random Forest was
performed. Also, variable importance for each prediction model was predicted.
Multivariate Adaptive Regression Splines provides the result by using less variables
as compared to the other prediction model. Furthermore, Random Forest model
generally takes more time, here it took 45 s more as per the evaluation for building
the tree. Monitoring the different graphs produced by the models, Multivariate
Adaptive Regression Splines provides the closest curve for both the train set and
test set when compared. It can be concluded as the multivariate adaptive regression
splines prediction model can be used as a necessary tool in predicting ozone in near
future.

Keywords Random forest � Ozone � Multivariable adaptive regression spline
Regression � Prediction � Dataset � Production

7.1 Introduction

Over the last few years, air pollution has become a major issue in environment
studies. The atmospheric pollutants in major urban areas are increasing rapidly. The
change in concentration of various gaseous levels in the atmosphere has led to
different catastrophic changes like, rise in sea level, global climate change and
many more. It is now definite that large quantity of Total Suspended Particulates
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(TSP) and Particulate Matteris one of the major reasons to be believed for the
deteriorating human health across the globe [1]. Degradation of air quality is caused
by rapid increase of pollutant concentration in air. Generally, the air pollutants react
with the air in a well open space to increase their concentration. From the Qualities
of Air, we show properties of air and the degree of pollution is examined from Air
Quality Index. Troposphere ozone is a serious pollutant among the atmospheric
chemical constituents, that can considerably affect climate forcing, agriculture
productions, ecosystems and public health [2]. The Earth’s shielding layer i.e.
Ozone Layer, is affected by these factors. The Ozone layer in earth’s atmosphere,
that settles 9.4–18.5 miles above Earth’s surface, act as a protective layer that
shields us from UV rays emitted by sun. Critical actions like Montreal Protocol has
been taken in which the emission of ODS (ozone depleting substances) has been
declined comparatively. By the mid of 21st century, it is expected that the ozone
layer would completely recover if we take such necessary actions. Result shows that
in 2012, the combined abundant Ozone Depleting Substances (ODS) in the tro-
posphere, from its peak value in 1994, has decreased considerably by 10–15% [3].
In paper by Hansson, different information system is explained—the wide spread
threat for depletion of ozone layer due to rapid pollution, particulate matter causes
different kinds of cardiovascular and respiratory diseases, that leads ozone layer
depletion [4]. Thus, Machine learning is used to predict the quality of air and in
other different fields and helps in saving the nature [5–7]. Different classification
methods are used in medical and other fields [8–10]. The paper published by Roy
et al. (2013) has also proposed the method to optimize the intrusion detection
system by implementing the three prediction models [11]. Yuan and Zhang’s paper
was based on the prediction of the air quality index level using Random Forest
Algorithm on Cluster Computing of Spark [12]. The later existing methods couldn’t
meet the request of real time analysis, so random forest algorithm is applied using
Spark based unrobustcirculated shared and dataset variable. In Prediction model,
random forest is used. Vito et al. (2007), carried out valuation of benzene on the
field standardization of a circuitry nose in which gas multi-sensor plays a vital role
in helping raise the varsity of monitoring network, but the acumen issues of the
concentration probable abilities and solid-state sensors are strongly limited. In
Prediction, sensor fusion algorithm was used which needs to be properly tuned
through supervised learning, but this supervised training was discovered to be a
failure [13]. Prediction of things and Forecasting have become avital part for our
future generation. Gas multi-sensor devices have been used as a tool by various
authors, for descending the urban pollution and monitoring the mesh due to very
significant low cost per unit [14]. The sensors are not enough reliable for long run,
which is the drawback. This paper we focused on prediction technique—MARS for
Air Quality Index dataset. Hui et al. (2013) used this particular regression model for
prediction of emanation of CO2 in Asiatic countries. A relative study of multiple
adaptive regression splines (MARS) and multiple regression (MR) was conceded
for modelling statistically the carbon-dioxide gas over a period of 1980–2007 [15].
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Multivariate Adaptive Regression Spline prediction model was clinched as better
predictive ability and more achievable. This paper illustrates the assessment of
given techniques of Multivariate Adaptive Regression Splines and Random Forest
on Air Quality Index data viewing the prediction using the Salford Predictive
Modeller.

This paper is organized as—Sect. 7.2 outlines given techniques of Multivariate
Adaptive Regression Splines and Random Forest. Section 7.3 shows the tentative
setup and the process used in adhering the prediction techniques on the proposed
dataset. Section 7.3 shows the discussions and results. Section 7.4 shows the
conclusion.

7.2 Background

Working with Salford modeler is crucial when knowing the working of the pre-
diction techniques that are about to be implemented. Knowledge which are per-
formance measure like ‘P’ and if its performance is at the tasks in ‘T’ which is
measured by ‘P’ advances with experience ‘E’ and experience ‘E’ with respect to
some of the class of tasks ‘T’. These types of machine learning like a computer
program is done using the dataset. For predicting ozone concentration, all the
datasets have been used.

7.2.1 Multivariate Adaptive Regression Splines Algorithm

Multivariate Adaptive Regression Splines algorithm is a way of performing pre-
diction analysis advanced by Friedman in 1991 with a certain aim to predict a
dependent variable from set of ambiguous independent variables. MARS is simpler
than models like neural network and random forest. It automatically links
non-linearity interactions between dependent variables. Equations can be written
from the model produced which makes it unique from other models. Both
Regression and classification tasks are modelled. It finds an important predictor
variable from many predictors. The implementation of MARS model can be used
for prediction of ozone concentration. The most advantageous property of the
MARS model is that it helps in reducing the outliers. The projected MARS forms a
model with the implementation of functions of the predictor x which can be seen
below.

ðx� tÞþ ¼ x� t; x[ t
0; otherwise

� �
ð7:1Þ
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Equation (7.1) behaves as a basic function for non-linear and linear function.
The outputs given as follows:

y ¼ f ðxÞ ¼ b0 þ
XM
m�1

bmHkmðxvðk;mÞÞ ð7:2Þ

Equation (7.2) defines the work of MARS. The variablesbm bo are the argu-
ments. ‘H’—Hinge Function can be shown as,

Hkmðxvðk;mÞÞ ¼
Y
k

�1khkm ð7:3Þ

Equation (7.3) shows the product of kth of the mth term.
Generally, the value of K gives additive and pairwise interaction when K is 1 and

2 respectively. The value for K is 2 for this work (Fig. 7.1).

Fig. 7.1 Structural diagram—MARS
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7.2.2 Random Forest Algorithm

Random forest is a tree-based communal learning technique in which several
models are used to answer a single prediction question. The very first procedure for
random forests was generated by Tin KamHo which involved random subspace
method [12] and it functions as a huge set of decorrelated decision trees. Generally,
this is termed as a bagging technique (Fig. 7.2).

Decision tress are created by random selection of variable as well as data. Once
the trees are created, the data are sent to tree and necessary proximities are eval-
uated for each case. The proximity will get changed and increased by a unit when
any two cases are in same node. In the end, the preferred proximities are controlled
by dividing it to the number of trees generated. It can be used in locating outliers,
producing illuminating low-dimensional views of the data and replacing missing
data. Proximities is one of the most important tools in random forests (Fig. 7.3).

7.3 Results

This portion covers the results acquired from the target variable PT08 _O3_ through
Multivariate Adaptive Regression Splines and Random Forest by Salford Predictive
Modeller. Only 1 variable is chosen as targeted variable PT08.S5 (O3) while 12
were used as predictors. Around 32% of the 9352 occurrences are designated for
test case. This section contains graphs, charts and table of regression variables to
support Multivariate Adaptive Regression Splines and Random Forest Algorithm.

Fig. 7.2 Structural diagram—random forest

7.2 Background 87



7.3.1 Multivariate Adaptive Regression Splines

See Figs. 7.4, 7.5 and 7.6.

7.3.2 Random Forests

See Figs. 7.7, 7.8 and 7.9.

Fig. 7.3 Flowchart—random forest

Fig. 7.4 MARS graph for target variable
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Fig. 7.5 Charts for basic function

Fig. 7.6 Model summary

Fig. 7.7 Random forest graph for target variable
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7.4 Conclusion

This paper shows the proposed work of prediction of concentration of ozone in
earth’s atmosphere by implementing two machine learning models. The test and
train dataset are in the ratio of 8:4 and the result from all two models were shown.
By implementing two prediction models, we have found that the Multivariate
Adaptive Regression Splines (MARS) model shows the dataset uniquely and better
and has gained meaningfully improved prediction accuracy when compared to
Random Forest prediction model. MARS provides the solution by delivering less
regression variables when compared to Random Forest prediction model. MARS is
better as it uses 8 variables while Random Forestuses all variables. Furthermore, as
we have seen earlier, Random Forest algorithm requires more time for when it
comes to building a tree and time elapsed which was found to be 45 s. The most
significant regression variable as given by MARS is PT08_S2_NMHC_ while
Random Forest has PT08_S1_CO_. When Random Forest and MARS are com-
pared, MARS provides the nearest/accurate graph for test and train set than Random
Forest. After considering all the graphs and outputs, we conclude that Multivariate

Fig. 7.8 Model error measures for random forest

Fig. 7.9 Variable importance for random forest
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Adaptive Regression Splines (MARS) regression model is an efficient technique
and can be used to predict concentration of ozone gas in earth’s atmosphere.
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Chapter 8
Graph Analysis and Visualization
of Social Network Big Data

N. Mithili Devi and Sandhya Rani Kasireddy

Abstract In this fast growing Big Data oriented business world, all most every
company is trying to identify new ways to capture and utilize unlimited stream of
unstructured heterogeneous data efficiently. In this process companies are finding
that Graph based representation of data is more beneficial and comfortable for their
analysis methodologies. Development of Graph based tools are helpful for study-
ing, transforming, visualizing and analyzing Big Data in the form of vertices and
edges. Graphs are extremely useful to visualize hidden relationships among
unstructured complex data sets. The popularity of Graphs has shown a stable
growth with the evolution of the internet and social networks. Even though Graphs
offer a flexible data structure, handling of Large-scale Graphs is an interesting
research problem. Graph analysis and visualization are in the spotlight because of
its ability to adapt it for social networking analysis systems. Sales and marketing
managers are making use of Analysis and Visualization of Social networking Graph
based system to meet their business targets and sustain at top position in the market.
Successful implementation of Graph analytics revolves around quite a lot of key
considerations such as collect the data, clean it, build the Graph, compresses, filters,
transform, visualize and Analyze it. This paper concentrates on creating, trans-
forming, visualizing and analyzing Large-scale Graphs from sample data pertaining
to product purchase from Amazon social networking website.

Keywords Big data � Social networks � Large-scale graphs � Graph analysis
and visualization

8.1 Introduction

In today’s Internet savvy world, with everyone using electronic gadgets like smart
phones, PCs and tablets, all the data from their activities is accumulated and gets
heaped up, prepared to be utilized and analyzed, when right technology given. This
data, which is too huge to be analyzed by traditional methods, is termed Big Data [1,
2]. Big data analysis [1, 2] expects to arrange, visualize and analyze this data and get
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the profitable understanding on several things running from buyer inclinations in
showcasing in medicinal services to monitor the occurrence of diseases and social
investigation in online marketing. Big data analysis aims to sort and analyze this data
and get valuable insight on various things, ranging from consumer preferences in
marketing, in healthcare to keep track of the extent of diseases and behavioral
analysis in online marketing [2]. This stock accumulation of data comes in an
assortment of formats, and not in a structured or organized manner, ranging from text,
to pictures, to videos, anything really. Big data is not just data, instead it involves
various tools, techniques and frameworks [1]. Big data solves today’s problems
involving many challenges with respect to size, structure, type in a better way [2].
Traditional systems [1] often store structured data in table form on a server. Whereas
Big Data is associated with data structures and distributed systems [1], where pro-
cessing and management tasks are spread across a cluster of computers [3–5]. The
process of organizing and analyzing [6] this data cannot be done by traditional data
processing methodologies [3], hence people started using Graph processing.

Graph can be defined as prearranged demonstration of associated nodes that
represents multifaceted statistics in an understandable way for an analyst. Graph
contains information represented in the form of nodes and edges. Nodes denote
things or items and edges denote the relationship between them. As picture speaks
better than text, Graphs are effective means to represent and communicate complex
and composite relations dealings in user understandable manner. In present business
market data sets can be put to better use by displaying with Graphs. As huge data is
continuously collected by business databases, the business analysts prefer to use
pictorial representation of the data, to make efficient analysis. Graphs created for
huge data are called big Graphs.

Big Graphs are universal, ranging from social networks [7] to telephone net-
works. The sources of Big Graphs are mainly Facebook, Twitter, Google+,
LinkedIn, Mobile network, Amazon, Google maps etc., Big Graph contains very
big structure having millions and billions of nodes and edges that cannot fit in one
computer. The Graph should be split into smaller partitions and store in different
processors. The split can be link based or node based [8]. The split should be done
using an appropriate algorithm that suits the problem. Then all partitions should be
processed simultaneously using Bulk Synchronous Processing (BSP) or distributed
processing. In this method Graph processing begins simultaneously; after each
stage of execution, the vertices attain synchronous state. Once the Graph partitions
of all distributed computers reach this synchronous state, only then next stage of
execution starts [9, 10]. This way of execution happens until all parts of the Graph
complete execution. Present day applications demands parallel distributed pro-
cessing architectures to analyze huge data with in no time.

As billions [11] and trillion bytes of a heterogeneous collection of data streamed
into social networking big databases continuously, the Graphs generated cannot be
static. As and when there is a change of data, the new Graph gets generated, Nodes
and edges gets added or deleted. The Graphs that alters its structure time to time are
called dynamic Graphs. Analyzing dynamic Graphs and its network architectures
time to time is the happening utmost important goal of researchers at present [12].
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8.2 Social Networking

Social collaboration via the net has [13] extended making customers brilliant. There
is a substantial amount of data being generated every second as all most all synergy
and activities are conducted over the internet. Big data [1] is all of the massive
unstructured data generated from social networks from a tremendous range of
resources ranging from Facebook, LinkedIn, Twitter, Instagram, Blog posts,
Videos, Forum messages, Comments, and many others [13]. Big data can also
review/consider the actual-time information from RFIDs and all kinds of sensors.
Big data technology and applications have to have the potential to visualize and
examine this huge unstructured data. It ought to have the functionality to investigate
in real time as it happens, but due to the complexity and diversity of the social
networking, big data analysis is via Graph Analytics as explained in this paper.

Analysis of Graphs generated on social networking Big Data has many appli-
cations in various fields.

• In health care, it is used to analyze the reason for the spread of diseases.
• In Business, it is used to identify clusters of like-minded people and analyze

interconnections among them, which can help to know the dynamics of business
data and take subsequent decisions for business [14] progress.

• In Education, it is used to form need based groups, forums and blogs to share
academic and industry expert’s suggestions, knowledge [14], experiences, and
outcomes. The academic groups can interact with other experts in several areas
to take suggestions, share their findings, express their difficulties and find
solutions [14].

• Graph analysis and visualization techniques like collaborative filtering, node
and vertex centrality algorithms, PageRank [15] algorithms [16] can help
business experts to perform better.

• In Marketing, it is used to find Connecting clusters of consumers to market with
business discount offers [17].

8.3 Graph Analysis and Visualization

To create Graphs, Analyze, Visualize the data pertaining to communication, busi-
ness, networking, requires us to follow below given sequence of steps along with
several Graph tools.

• Gather data and transform it to needed format. Identify associated attributes for
nodes and edges and then create Graphs using existing Graph tools like Gephi.

• Make use of facilities like filters, data analyzing facilities, statistical techniques
to rearrange the structure of the Graph so that it discloses perceptive designs like
clusters, outliers, associations, components and so on.
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• Fine-tune node and edge labels, thickness, colors and sizes for better
Visualization and Analysis.

Graph Analysis and Visualization [17] fetches Graph theory into the practical
implementation. Graph analysis transforms complex relationships into user friendly
form leading to effective decision-making. Graph Visualization facilitates to rec-
ognize the important relationships, characteristics, and unique features of the Graph.
Graphs created contains billions of nodes in diversity of natures, suitable for a
significantly wide variety of problems [17]. As picture speaks better than text,
Graph conveys more information in less time. Graphs can be created for complex
data sets with in no time effortlessly. Present days efficient Graph tools can collect
huge amount of heterogeneous data and transform them into Graphs with in mille
seconds, facilitating experts to Visualize, Analyze and follow up on data to take
better decisions. For all intents and purposes any business would now be able to
profit by perception, and, therefore, it has progressed toward becoming center to
frameworks over all enterprises and around the globe.

8.4 Graph-Based Social Network Analysis System

Social Network [19] can be defined as a sequence of communications that take
place among group of communities with common interest [18]. Graphs are created
to visualize Social Networking communications in a better manner. Such Graphs
are called Social Networking Graphs. Social Networking Graphs can be classified
into two types namely node based and edge based [8]. The basic transparency
nature of Graphs can clearly display the communication and transactions that take
place between customers and community groups [5]. The Big Graphs generated
using Social Networking data can be considered for research. The Social Network
Graphs can be node based or edge based. Nodes represent the customers or products
or objects and the edges represent the association between nodes like purchases,
mails exchanged, transactions taken place etc., [19].

In this paper, as a part of social network analysis, a sample data set of about
5,48,552 different products related to books and CD’s, for which purchases taken
place through Amazon Social Networking website is considered in Comma
Separated Value format (CSV). A Graph has been generated for this sample dataset
using a Graph networking analysis tool called Gephi. This tool is mainly meant for
exploring, understanding, analyzing and Visualizing Graphs. The generated Graph
is used for market basket analysis. Gephi facilitates the exploration, analysis, fil-
tration, manipulation, and exporting of all types of Graphs.

On this market basket analysis Graph, the nodes are generated whenever a
product is been purchased and link between nodes is generated whenever the two
products are purchased together. The generated Graph is very clumsy with huge
number of nodes and edges. Making use of filters and different statistical methods
available with Gephi, the Graph structure is rearranged so that it discloses
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perceptive design like clusters, outliers, associations and so on. The edge between
two nodes is thick if those two items are purchased together for more number of
times. The nodes and edges are assigned with different color scale. The node size
varies depending up on number of times that product is purchased.

Part of Amazon dataset with 800 observations are considered in CSV format for
the experiment. The considered dataset contains two files—one is Edge table file
having group of items purchased together and the alternative one is Node table file
having item details such as Product id and Product name.

The Data format used for Edge table is given below:

• Title of the product
• Sales rank
• List of like products purchased together along with the current product
• Complete product cataloging
• Product review like number of positive reviews, number of customers who felt

the review helpful, overall rating of the product.

The Data format used for Node table which stores product details is given below:

• Product ID
• Product Name
• Unique Amazon Standard Identification Number
• Group name to which product belongs like Book, CD, DVD etc.
• Product sales rank
• List of Products purchased along with this product
• Product Category
• Product review like number of positive reviews, number of customers who felt

the review helpful, overall rating of the product.

The dataset is downloaded from http://snap.stanford.edu/data/.
The items can be purchased as a single unit or as a group by customers. The

nodes of the Graph indicate items and edges indicate a pair of items purchased
together. For the selected 800 item purchases, a Graph is generated using Gephi.
The overview of generated Graph is shown in Fig. 8.1.

The Visualization of the Graph indicates that:

• The Graph contains different sized components with different colors located at
different places.

• There are quite a few large components [20], plenty of small components and
very small components.

• A Component indicates collection of nodes that are purchased together and
hence linked together [20].

The Analysis of the Graph is performed with the following assumptions

• Nodes represent products purchased.
• Size of the node varies as per product sales.
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• Node color indicates the income generated from Rupees 1/- (light yellow) to
Rupees 10,000/- (dark red).

• Edges indicate pair of products co-purchased.
• Edge color and width varies based on pair of products purchased from one

(Light blue and Narrow) to 500 times (Dark blue and wider).

The following queries will make it clear as to why visual analysis of the Graph is
required as well as illustrating a few outcomes of the same. The analysis done for
Fig. 8.1 in each of the queries illustrates how the concerned authorities of Sales and
Marketing departments can make decisions to improve product sales and
performance.

(A) Which is the most sold product?

The most revenue generated and most sold products can be easily identified looking
at the node color and size in the Graph. In the above Graph, the dark red colored big
circle with id: 31,892 belonging to category English Fiction books is the most sold
product.

Fig. 8.1 Market basket graph for sample data taken from SNAP Amazon product metadata
dataset
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(B) Which is the most influential link?

The frequency of the products purchased together and the income generated due to
this purchase is denoted by the link width and color. The link with extra width
implies the link among the two products obtained collectively by more number of
customers. From the diagram appeared in Fig. 8.1, the link between the items
(nodes) ‘A Little Life’ with product id 2282 and ‘On Food and Cooking: The
Science and Lore of the kitchen’ with product id 1012 appeared with thick blue
color can be seen as a most powerful link. Giving some rebate offers on this will
expand sales and subsequently benefit.

(C) What is Statistical Correlation between two products?

Two products (nodes) said to have a strong correlation [14] if their purchases grow
and shrink together. Correlation [18] among the products can be identified by
looking at the width of the link. The correlations between two nodes can be
computed using statistics tool available in Gephi. These correlations can be used for
market analysis [20]. As per our example, the products related to books labeled
‘The Tell-Tale Heart’ and ‘The Hundred Secret Senses’ with id’s 401 and 3310 are
considered to be strongly correlated. Because with the increase in sales of a product
with id 401, the sales of 3310 also increased.

(D) Which is the most influential product?

The product that leads to the sales of more number of products which in turn lead to
other product sales and so on is called the most influential product. The zoom
option of the Gephi is used to observe and fine the answer to this question. This
question can be answered by first finding all product to product to product links
with same color (dark red) and thick green links in the above Graph. The longest
path of this kind gives the product leading to more sales of other products. In the
example Graph, the book named ‘Indian Polity’ is the most influential product.

(E) Which is the most isolated product?

The products with no links are called isolated products. These products will not lead
to the purchase of any other co products. These are also called as outliers. These can
be identified using Topology Filter operation in Gephi. There are no such products
in our example Graph.

(F) What is cluster analysis?

Grouping is used to identify certain products that are associated because they are
similar or because they have been strongly clustered [15] together. The clusters [20]
can be identified by applying filter and zoom operations on the Graph. The Graph in
Fig. 8.1 contains many clusters. The biggest cluster [20] is at the center of the
Graph with many nodes in red color and bigger size. That cluster belongs to English
books related to fiction. Some discount offers can be provided to these cluster of
products through which sales can be increased.
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8.5 Network Statistics

Network statistics helps to understand general structure, size, density and efficiency
of the Graph [16]. It forms base for the further analysis and visualization measures
to follow. All the below mentioned statistics are found in the Statistics tab within
Gephi.

(A) Network diameter

The Network diameter is measured using Closeness Centrality Distribution value
[19]. For the Graph shown in Fig. 8.1 the Network diameter value is nine out of 10,
which indicates that there are many clusters available in the Graph. That means that
on an average nine out of ten times the products are purchased as groups. Only one
out of ten times single product is purchased by customers as per our sample dataset.
This details are shown in Fig. 8.2.

(B) Eigenvector centrality

If the nodes are strongly connected to other nodes and size of the link is very thick
with dark blue color then Eigen vector centrality also will be very high. Such edges
will have huge impact in decision making [14]. The Eigen vector centrality dis-
tribution of the Graph is shown in Fig. 8.3. The Eigenvector measurement for the
Graph is 0.019 which is very low out of 1. This measure indicates that the nodes
with lower effect are very much inclined to partake with their neighboring nodes.

(C) Modularity

Modularity assesses the number of distinct clusters within a network [18].
The Modularity statistic indicates that the Graph in Fig. 8.1 contains 69 distinct
clusters, numbered from 0 through 68. The Modularity value is 0.348, which
indicates satisfactory modularity value. It is fairly simple to visualize and analyze
69 clusters out of 800 samples. The results are shown in Fig. 8.4.

(D) Hyperlink-Induced Topic Search (HITS)

This statistical measure is based on the work done by Kleinberg. It evaluates two
values for each product (node) as given below:

• Authority denotes how valuable the information stored in each node is.
• Hub denotes the quality of the link connected into and out of the particular

node.

The parameters Authority and Hub values are used to visualize the roles played
by most influential nodes within the Graph. The parameter considered to draw the
Graph is E = 1.0E−4. The results are shown in Figs. 8.5 and 8.6.

The Graph in Fig. 8.5 clearly shows that the majority of nodes in the Graph
contain valuable information of the products.
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The Graph shown in Fig. 8.6 clearly indicates that majority of the links of the
Graph are qualitative links providing details regarding purchase of products.

Fig. 8.2 Network diameter of the graph

Fig. 8.3 Eigen vector centrality distribution of the graph
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Fig. 8.4 Modularity report of the graph

Fig. 8.5 Authority distribution of the graph
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8.6 Conclusion

Present day technologies are focusing on rapid collection of enormous amount of
heterogeneous data from wide variety of data sources that uses electronic gadgets
with in no time. Challenge faced by many business firms is that of visualizing and
analyzing the collected data quickly and easily in a user-friendly manner. This can
be achieved using Big Graph analytics containing millions of nodes and edges.
Transforming the generated Graph by selecting proper statistical model with needed
shape and size mappings are fundamental factor in achieving success. Nodes and
edges associated with the Graph together help people in bringing data to life. In this
paper, the Graph visualization and analysis are applied on Amazon dataset to help
the administrators to find out the most revenue generated and most sold items, items
which are purchased together, most influential, and most isolated product. With the
help of this analysis, the authorities can take appropriate and necessary measures in
order to improve the sales of the product which intern improves the growth of the
organization.
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Chapter 9
Research Challenges in Big Data
Solutions in Different Applications

Bhawna Dhupia and M. Usha Rani

Abstract Data is the most important unit of information. Now a day, data are being
generated in a phenomenal speed. Data is being collected from various sources like
social media, sensors, machines, etc. To get vital information, it is very important
that the data should get processed in very smart and intelligent way. Traditional
approach of processing data is not capable of processing the humongous data
generated these days. So to overcome the problem of smart processing of data, Big
Data analytics came into existence. Many scientists are working to make it more
efficient. This technique is using the latest ways to process the data generated from
various sources. It’s just not only store and process the data, but keep the integrity
of the data also, as some data are very confident for the organizations. If some
organization is sharing their data, their primary requirement is the confidentiality
and integrity of the data. Big Data analytics take care of the requirement of the
organization. It has been proven a very powerful method for processing of data in
the area of surveillance, health care, fraud detection, reduction of crime, etc. The
purpose of this paper is to discuss the features of Big Data and its applications. In
this paper, the state of the art and applications of Big Data will be discussed. We
hashed out about the work already done in the area of improving the integrity and
usability of data generated by using Big Data analytics techniques. This will also
cover the latest solutions offered by the researchers for the challenges in Big Data
analytics.

Keywords Big data analytics � Applications of big data � Research challenges

9.1 Introduction

We are dwelling in the era of Big Data. Data is generated constantly at a very high
rate. The primary source of generating this data is mobile phones, social media,
sensors, medical diagnosis and various IOT devices. As the data generated from
these media are important, so it needs to be stashed away for future use. Storing this
large volume of data is not possible in traditional storage arrangement, hence come
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Big Data into existence as a solution. The actual challenge of Big Data is not in
collecting it, but in processing it into meaningful information [1]. The main purpose
of Big Data technique is to process the data so it can become beneficial for the
organization. Otherwise the cost of storage and its maintenance outweigh the
benefit of data being processed. The major challenges for the Big Data analysis are
to process the data effectively so as to get the meaningful information and uti-
lization of processed information for decision making. To analysis and manage the
Big Data, there are many tools available in the market. We require to choose the
tools which are quite feasible for the research study. Big Data is defined by using
new 5v model [2]. This model is based on the basic 3 V model of Volume, Velocity
and Variety. In new model two more attributes are added as Value and Veracity,
which is related to the quality of the Big Data. Volume indicates the masses of data
which is increasing every day with the rate of 40% every year [2]. Velocity defines
the speed with which data are being studied by various users of Big Data. Variety is
related to the availability of different types of data collected. It is in the form of text,
audio, video, web pages, live streaming, etc. The value is inspection of data for its
importance. Saving the huge amount of data is a big challenge. It costs to the
organization, so it is very necessary to check the whether the data collected or saved
can really be useful, or it just occupies the precious space. The value is a very
crucial analysis of the Big Data. Then finally, it comes veracity, which analyses the
quality of the data. The data we collected from various sources are full of noise.
Before actually using it for any purpose, the correctness and validity of the data
need to be checked. Veracity does the quality check for the data [2, 3]. There are
many fields that are using Big Data for their research activities. In this paper, we
will discuss about various domains that are using the Big Data for their research
purpose. It will also cover the applications of Big Data and common challenges of
using Big Data.

9.2 Application of Big Data

Big Data analytic is fast growing and influential practice. There are almost all the
fields that are using Big Data for their research. Anything which involves customer
can benefit from Big Data analytics. According a survey [4], customer related data
include influential people 61%, recognition of sales and marketing opportunities
38%. Business intelligence is also highly involved in Big Data usage. Statistically,
business usage involves business insight 45%, business change 30% and better
planning and business forecasting is 29% [4]. In this section we will discuss the
application of Big Data in selected fields, as it is not able to cover all the fields.
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9.2.1 Health Care

Big Data analytic has already influenced the industries related to patient care and
medicines. Health care stakeholders like pharmaceutical industries, hospitals, have
already adopted the facilities provided by the Big Data analytics. Even though, the
Big Data technique is in initial stage in health care, but these techniques helping the
industry to take critical decisions. Health care industry has become a very major
commercial system which is providing services and facilities to the people. These
healthcare organizations are making good profit by giving the services to the
patients. Most of the organizations are using online system for giving appointments,
sending reports, analyzing the conditions of the patients and keeping their records.
Hence, this has also become a source of data for Big Data. Types of data generated
from health care system are like, clinical trial, medicines, exercise prescription,
allergies, insurance data, visiting schedule, treatment follow-ups, etc. [5]. The data
in the healthcare industry is growing at a very high pace and has become a chal-
lenge for the organizations. The traditional relational database systems are not
sufficient in processing this huge data. Moreover, relational database system can
only process the structured data and sometime data collected from these sources are
not structured. But, the Big Data has the capability of processing any type of data,
whether it is structured or non-structured. Thus, to process this data efficiently,
health care industry prefers the Big Data techniques.

Big Data tools are not only used in the processing of patients’ data, but also used
for taking the business decisions based on the analysis. Before processing the data
collected from the medical source it is characterized in different categories. These
categories are related to hospital administration, consumer behavior, clinical
information and decision support system. Hospital administration and consumer
behavior data include the details of facilities and services provided to the patients
along with the policy cover details. This data is the detailed personal information
about the patient. This data helps the organization to analyses the standard of
services and facilities provided to the customer and their satisfaction level. Clinical
information and decision support system deals with the lab analytics reports and
decision taken based on the reports. It includes all the records of patient conditions
and medicine prescription. This data keeps on updating depending upon the visits
of the patients. These days there is much wearable equipment is available in the
market to track the vital statistics of the patients. They are linked to sensors, whose
predictions are being recorded in the real-time. The data collected with the help of
those sensors are also being a part of Big Data. It helps doctors to decide on the
treatment of the patients and improvement in their conditions. These data analyses
by the Big Data techniques can be used in future by the doctors to treat the patient
with the same health problem.
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9.2.2 Agriculture

India ranks second in the production of agriculture business. Agriculture plays an
important role in the development of the socio economy of any country. Agriculture
is established on the geographical and climatic condition majorly. The major factors
on which crop production based are climate, temperature, rainfall, cultivation,
fertilizers, pesticides, etc. Way before, crop production was based on the envi-
ronmental and climatic conditions only. Farmers were totally depends on the nature
of their crops. But nowadays due to the advent of latest technology in the area of
agriculture, procedure of crop production has changed a lot. Framers are cultivating
their crops in highly controlled greenhouses, where they are not depending on the
natural climatic conditions. They can manage the temperature, humidity, sunlight,
etc. according to the requirement of the crops. These greenhouses are equipped with
latest sensor devices, which help farmers to know the atmosphere inside the
greenhouses [6]. There are sensors installed to determine the quality of the soil
condition also, which is a very important for crop yield. To study the soil char-
acteristics data mining techniques are used in Big Data. Mainly, k-mean clustering
technique is used to analyze the soil clustering along with the GPS based tech-
nology [7].

The data collected from all these sensors are very huge, so these can only be
processed by using Big Data analytics techniques. The data collected from all these
sensors are first verified for the correctness and then analyzed to improve the yield.
This analysis helps the producers to decide on the crops, fertilizers to be used,
pesticides, etc. to increase the benefits [8]. This analysis also helps them to find out
the disease which affected the crop production and safety measures to take for the
safeguard. These analyses can be dealt with other producers as a guidebook to help
farmers for the cultivation of crops in their fields.

9.2.3 Education

In the last few decades education has expanded at a remarkable pace. In the next
decade also education system has expected to grow at the rate of 18% as compared
to the current situation [9]. Besides, regular students in the university, present time
is greatly affected by the courses offered online. Students are doing the job along
with the online degrees offered by many universities. The Indian government has
also planned to implement the smart education system to improve the e-learning
education system in the country [10]. India ranks second in the list e-learning
market in the world [11], and is also showing the growth of 55% [9].

From above statistics, it is quite evident that the data generated from education
industry are very large. To analyze this data, it has to be stored and managed as
source in Big Data. Data collected from education system is processed and cate-
gorize into various categories, so as to use by different industries to take several
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decisions. Type of information generated from education system is personal
information, academic progress, attendance and finally the placement of the stu-
dents. Administrative records are also available, such as financial status, course
plans, staff details, organization details, etc. [9]. During the course, activities and
interests of the students are monitored and tracked. This information is processed
and further help the students to decide on their higher education, career path and
profession [12, 13]. Other data related to faculties and staff helps the organization to
take decision regarding them. A company can restrict the attrition rate of staff
members who are contributing more towards the betterment of the organization.
They can analyses the performance of the members engaged in the organization and
their contribution towards the growth of the organization. The data also helps the
organization towards improvement of their business. The data can be analyzed to
know that which course offered has more students and which courses are not
generating the profit to the organization. By this analysis they can involve big
decisions regarding the business strategy of the organization.

9.2.4 Criminal Network Analysis

This field is almost a decade old as a contributor in Big Data. Since a decade ago,
the government has started using Big Data analytics in the field of security and law
enforcement. Well planned crime such as drug trafficking, kidnaps, terror attacks,
fraud and robberies are increasing day by day in our society. To handle these types
of crime effective security organizations are using Big Data analytics techniques.
This has already proved to be very beneficial in preventing criminal activities. The
information from the criminal records are collected through people, criminals,
security devices, sensors installed in various places and CCTV cameras. Then
security agencies mine the data collected to solve many criminal mysteries [14].
Security agencies can predict the circumstantial behavior of crime scenes with the
help of Big Data analytical techniques and can forbid the big crimes also.

Information extracted after processing the criminal network can help the security
agencies to speed up the investigation of the crime. The Big Data analysis technique
can help the investigators to understand the crime pattern and strategies of criminals
[15]. To interpret the structural patterns and criminal network approach Social
network analysis (SNA) is popularly used. It is an effective way to study the
criminal organization and enterprise approach [16]. The information gathered in the
criminal investigation is collected from internal and external sources. Internal
sources can be identified as record from police records, criminal inquiry decision
systems, biometric data, bank transaction records, mobile call records, etc. External
information sources are web and social media, government records, government
identification cards, etc. Web and social media data are very important these days.
Social meeting sites like Facebook, Twitter, and LinkedIn have become very
popular. Nearly everyone is engaged in one or the other social media sites [17].
Activity tracking in these sites helps crime investigators to know the where about of
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the criminals. Apart from these sources of data, data collected from criminal net-
work, security agencies, phone call records, bank transaction data help to crack the
crime in the early stage of investigation [18].

9.2.5 Smart City

The concept of smart city is majorly contributed by (Internet of Things) IOT and
Big Data. With the advent of IOT it has become really easy to communicate with
the devices without human interaction to collect the real time data. It is a city that
monitors critical infrastructures like rails, airport, seaport, roads, power, water and
communication to make better uses of resources and manage maintenance activi-
ties. The analysis of these resources offers preventive measures before any accident
happen and takes care about the protection of these resources as well [19]. The data
from these resources are collected through sensors, cameras, GPRS and other
devices. This data in turn generate a large source for Big Data.

Smart cities have radically improved in the areas of transportation, health,
energy, weather prediction and education. For instance, Weather forecasting,
informs the people in advance about the possible weather conditions like flood,
drought, tornados, tsunamis. This information helps the government and people to
take the safety measures to prevent the loss [20]. The government has also begun to
adapt the smart city concept to improve the living standard of their countries and
people. There are many projects going on in the name of e-government.
Governments are offering almost all the services through these sites, which are
making the life of citizens very easy and comfortable [20]. Smart education, smart
healthcare, smart traffic signals, smart transportation and smart governance are a
few popular examples of smart city.

Implementation of smart cities is impossible without the help of Big Data
analytics techniques. Data generated by IOT devices and sensors installed in var-
ious areas of smart city are big in numbers and so is the data generated from them.
Processing this huge data is a huge challenge for analytics. Traditional relational
database systems are not able to save and process this data efficiently. Thus, to get
the accurate results and to take the critical decisions, Big Data analytics techniques
are being used [21].

9.3 Big Data Challenges in Data Analytics Process
and Solutions

Opportunities always come with the bundle of challenges, so as Big Data. In this
section we will study about the Big Data challenges occurs during the process of
data and proposed solution to overcome those challenges. The main challenges of
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Big Data are; data storage, data processing, data quality and relevance, data privacy
and security and data scalability. The data in the Big Data are processed to help the
organizations to take decisions on various important issues. All the challenges listed
in the above will be discussed in the subsequent section. This will cover the
challenges faced during the respective process and proposed solution for the same.

9.3.1 Data Storage

Managing the massive data generated through various devices is one of the great
challenges in Big Data. Existing techniques are somehow managing this problem,
but the increase in the data generation has become so high, that the existing
techniques are unable to handle the situation. Hence, to handle this situation,
techniques like cloud storage has come into rescue [22]. Data clustering, replication
and indexing are the activities which helps to manage the data effectively for
storage purpose. When we are deciding on keeping the data, it is not wise to filter
the most of the data, as these can be used in future decision making [23]. The
process of data warehousing involves the various activities to be followed. Initially,
data is being clustered in the clustering process. It summarizes the large volume of
data into small chunks of related information [24]. The second step in data storage
is replication. Data replication is a very critical step which helps the users to access
the data consistently. But the important thing in the replication process is that, the
creator has to make sure that the data is consistent in all the locations keep the
integrity of the data. Whatever the changes will be practiced in the main copy of the
data, should be updated in the other copies saved in various locations. Finally, the
data get indexed. Along with the availability of the data, it is also an important point
that the data can be retrieved easily in less time. Indexing of the data improves and
ensures better performance and easy retrieval of the data. The exponential growth of
the Big Data is a challenge for data storage. To overcome this challenge, a method
is proposed by, Buza and Nagy [24], which reduce the storage space required. This
method is based on K-mean algorithm. The value of k is defined every time to
initiate the process. It helps in reducing the storage space, but it may increase the
computational complexity for query generation [24]. Nontraditional databases, such
as Apache Cassandra [25], and Apache HBase [26] are becoming the core tech-
nology for Big Data because of characteristics like being schema free. It supports
easy replication, a simple API, eventual consistency and supporting a huge amount
of data [27]. The process of MapReduce [28] allows parallel and scalable distri-
bution of data in various computers. Apache Hadoop is one of the popular
open-source tools for implementation of Big Data analytics [29].
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9.3.2 Data Processing

Data processing is the process to be followed after the data storage to get the useful
information. Data processing is also a challenge due to complexity and scalability
of the data captured [4]. The principle goals of data processing are to obtain a
valuable relationship between the several fields of data collected and extraction of
quality analysis. Data processing follows the two main steps, namely, classification
and prediction. Classification is the method of data mining, which divides the data
into different classes and groups. Prediction is another way to take the decisions
based on the analysis of past events occurred. Processing of data is a quite difficult
process as the data collected from the various sources are structured and
non-structured as well. To come up the challenges of classification of data, there are
few techniques offered, such as map reduced in Hadoop [30] and Apache Mahout
which runs on Hadoop [26]. To store the unstructured data distributed databases are
used like Hbase, Cassandra, or SimpleDB. Query optimization technique of
HiveQL, SCOPE, etc. considerably increases the speed of processing the data.

9.3.3 Data Quality and Relevance

Data collected in Big Data is from diverse sources which results in the complex and
unstructured data collection, that too in huge volumes [31]. It is a challenging task
to maintain the quality, integrity and relevance of data to a specific organization.
Without the proper quality and relevance, the data processed will be useless. So,
data quality and relevance is very critical to the decision process. The solutions
which assure the quality in the data are data visualization and Big Data algorithms.
Information visualization is a technique which gives users a glance of the data. It
serves to change the complex findings into informative and beneficial data for all
types of stakeholders. This helps the user to decide on the selection or in groups of
the data. This also makes user understand the difference between the important data
and non-required data. There are different procedures to virtualize the data. It can be
virtualized by a key on search and number counts in the gives researchers the idea
that whether the data are relevant or not. This technique helps in virtualizing the
sentiment analysis of the customers in social networking sites. This technique can
also help the users to compare the information based on the comparison results
processed. Second popular techniques for data visualization is symbol map. These
are the maps with special symbols to identify the data. This technique is mostly
used by manufacturers of various products to know the usage. Third technique is to
get the virtualization results in the form of connectivity charts. This gives users an
idea about the relationships between the various data [32]. Apart from data virtu-
alization technique, there are various data algorithms are also designed to get the
quality data. With the help of these algorithms, data can be easily cleansed and
utilized for taking decisions.
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9.3.4 Data Privacy and Security

The amount of data processed by the Big Data Analytics techniques is so clear, that
it gives the complete information about the subject. So, sometime this process is
also a threat to the privacy of an individual or any organization also. The respon-
sibility of privacy and security of data lies in the organization that is responsible for
keeping the data from various sources. The first way to check the privacy and
security of data is to ensure that our cloud provider has sufficient protection tech-
niques for the data. The data in the cloud are being audited frequently by the
external auditors. There should be a clause of compensation in case our data leaked
or used by unauthorized person [29]. Another way to secure the data is to save in an
encrypted form. The encryption process should be followed, starting from the
collection of raw data till the resultant information. The best way to encrypt the data
is attribute based, which provides an easy access control of encrypted data. There
should also be surveillance on the access of data to restrict the unauthorized access.
Threat intelligence should place to check the unauthorized access in real-time. To
detect the activities carried in the data, a log file should be maintained and reviewed
on a daily basis. These log files helps the administrator to get the complete infor-
mation in case the data being hacked or used by some unauthorized user [33].
Implementation of secure communication way between the nodes, interfaces,
applications and process also restrict the hackers to steal the data. Secure Socket
Layer (SSL) and Transport Layer Security (TLS) of communication architectures
protects all the network communication [29, 33].

9.3.5 Data Scalability

Scalability of data means the rapid change in the storage process of the Big Data. It
should be capable to manage the fluctuated volume of data in real-time. In Big
Data, scaling up and down process according to the demand is very crucial. Scaling
up and down process in Big Data is not very easy. Sometime, it takes time to decide
the allocation and de-allocation of resources on-demand. If the Big Data is not
scaled properly, its performance goes down tremendously. Scaling of the Big Data
can be done as scaling-up which is called vertical scaling or scaling-down, known
as horizontal scaling. Vertical scaling can be achieved by adding more processors
and RAM, by using powerful and robust servers. These collectively improve the
performance of the system. Merely, this technique is very expensive and complex in
term of maintenance. Whereas, horizontal scaling is implemented by adding more
machines interconnected over a network. This helps in generating parallel pro-
cessing which in turn results in faster processing of the data. It is an easy process as
compared to vertical scaling and is also not difficult to manage [29, 34]. The scaling
of the Big Data can be implemented with the help of cloud computing technique.
Cloud computing is known for the scalability of data. If the data is being shared in

9.3 Big Data Challenges in Data Analytics Process and Solutions 113



the cloud, implementation of the scalability becomes very easy. Cloud computing
provides on-demand scaling of data. It can increase or decrease based on the
requirement of the users. In cloud service, users need to pay for the usage of the
facility and for that specific time. For example, an organization needs a space of
100 GB at present, but it may be possible that in the near future they will need to
increase the size of storage. The scalability of the cloud allows the organization to
increase the storage space as and when required. This scalability not only deals with
the storage, but is also for other shared resources.

9.4 Conclusion and Future Work

In this paper, we reviewed the various fields using Big Data application for taking
crucial decisions. The way Big Data is embraced by many industries; soon it will
cover all the fields. We also discussed about the common challenges faced by the
Big Data. Data collected by Big Data is not only structured, but it contains
unstructured data also. This paper also covers the challenges and the possible
solutions to come up from those challenges. It includes the details of processing the
data to find a relevant solution. In the section of challenges we discussed about the
main domain of challenges, such as data storage, data processing, data quality and
relevance, data privacy and security and data scalability. In future, the research will
move towards the specialized frameworks offered for Big Data, benefits and limi-
tations of a framework and review on latest concepts of functionality.
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