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Preface

This book is written for those who study or practice information technology,
management information systems (MIS), accounting information systems (AIS), or
computer science (CS). It is assumed that readers are exposed to computer networking
and security subjects for the first time. Computer networking and cybersecurity are
challenging subjects, partly because of the constant rise and fall of related technologies
and IT paradigms. As the title implies, much focus of this book is on providing the
audience with practical, as well as, theoretical knowledge necessary to build a solid
ground for a successful professional career.

If used for a class, the book of 12 chapters contains just about right amount of
coverage for a semester or quarter. It balances introductory and fairly advanced
subjects on computer networking and cybersecurity to effectively deliver technical and
managerial knowledge. Although the writing is moderately dense, utmost attempts
have been made on explaining sometimes challenging concepts in a manner that
readers can follow through, with careful reading.

The book is designed to offer impactful, hands-on learning experience without
relying on a computer lab. First, each chapter comes with practical exercise questions.
In the class setting, they are good as individual or group assignments. Many of them
are based on simulated or real cases, and take advantage of actual industry products
and systems for a reader to better relate theories to practice. Second, there are a
number of information-rich screen shots, figures, and tables in each chapter carefully
constructed to solidify concepts and thus enhance visual learning.

In addition to the thorough technical details, managerial issues including, enterprise
network planning, design, and management are embedded throughout the book from
the practitioner’s perspective to assist balanced learning. Besides, bearing in mind of
the critical importance of security in today’s enterprise networks, implications of
network design and management on enterprise security are discussed whenever
appropriate. Lastly, to further reinforce knowledge in security management, two
chapters are dedicated to introduce fundamentals of cybersecurity in terms of threat
types and defense techniques.
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1 Fundamental Concepts

1.1 Introduction

By definition, the computer network represents a collection of wired and wireless
communication links through which computers and other hardware devices exchange
data (or messages). A network can be either as small as the one installed in a house or
as big as the Internet that literally covers the entire planet. The size of a particular
network, thus, reflects the size of the place (e.g., building, campus) where it is
installed. In recent days, the wireless and wired network links have become the arteries
of organizations (e.g., companies, universities) and the society, revolutionizing every
facet of our life by facilitating resource (e.g., storage) sharing and exchange of data
(e.g., texts, videos, music) in an unprecedented manner. Throughout this book, the two
terms “data’ and “message’” are used synonymously.

Because of the rapid advancement of information and communication technologies
(ICTs), more electronic and mobile devices are being attached to the computer
network. Among them are digital smart phones, high-definition Internet protocol
televisions (IPTVs), music and video game players, tablets such as iPads, electronic
appliances, and control and monitoring systems (e.g., security cameras, closed-circuit
televisions (CCTVs), traffic signals). The rapid increase of various digital devices is
transforming the network into a more dynamic, diversified, and, at the same time,
more vulnerable platform.

Besides the digital computer network, there are also other traditional network
platforms that existed long before the digital revolution. They include radio/TV
broadcasting networks and public switched telephone networks. The traditional
networks are, however, not the focus of this book.

Although traditional networks and digital computer networks started off on separate
platforms, their convergence has been taking place. For instance, nowadays, more
voice calls are digitized and transported over the Internet. Think of the popularity of
Internet call services such as Skype, Vonage, and Google Voice. The convergence is
accelerating as the computer network has become stable in handling both non-real-
time (e.g., email, web browsing) and real-time (e.g., voice, live video) traffic.

The prevalence of computer networks, meanwhile, poses a great deal of
cybersecurity threats to individuals, organizations (e.g., businesses, universities), and
governments. The threats are getting stealthier and sophisticated, inflicting more grave
consequences on victims than ever before. Aggressors and organized crimes have
mounted various cybersecurity attacks, and numerous ill-prepared individuals and
public/private organizations have suffered dearly. Amid the constant news of
cybersecurity breaches, adequate preparations including threat monitoring and
prevention have become essential in the design and operation of computer networks.



This chapter covers the fundamental concepts of computer networking.
Main objectives of this chapter are to learn the following:

e Key elements of a computer network

e Methods used by network nodes to distribute data

e Directionality in data propagation

e Network topologies focusing on physical layouts

e (lassification of networks in terms of their scope

e Subnetwork versus inter-network

e Key measures of network performance

e Binary, decimal, and hexadecimal numbering systems

e Addressing methods: Internet protocol (IP) and media access control (MAC)

1.2 Network Elements

A computer network is made up of various hardware and software components
including hosts, intermediary devices, network links (or communication links),
applications, data, and protocols. Figure 1.1 demonstrates a simple network in which
two hosts (i.e., a personal computer (PC) and a server) exchange data produced by
applications (e.g., web browser, web server) in accordance with a protocol over the
two network links joined by an intermediary device. Each of the constituents is briefly
explained.

1.2.1 Host

In this book, the host is defined as a data-producing entity attached to a network, and it
has been primarily a computer. Oftentimes, hosts are also called end devices, end
systems, or end stations. They are capable of accepting user inputs (e.g., keyboarding,
video feeds from a camera), processing them, generating outputs in the form of 1s and
0s, and storing them. The outputs can be digitized texts, sounds, images, videos, or any
other multimedia contents that can be transported over the computer network.
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Figure 1.1 Key elements of a computer network.

The host 1s generally a source or a destination of data in transit, and it has been
predominantly a general-purpose or high-performance computer (e.g., PC, laptop,
mainframe, supercomputer). Because of continuous addition of nontraditional
computing and communication devices to the network, host types are much more
diversified these days. They include smart phones, personal digital assistants (PDAs),
video game consoles, home electronics and appliances, and other peripheral devices,
such as, network-enabled printers, copiers, and fax machines. When hosts exchange
data over a network, their relationship is in one of two modes: client—server or peer-to-

peer (P2P) (see Figure 1.2).
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Figure 1.2 Client—server versus P2P networking.

1.2.1.1 Client—Server Mode

In the client—server mode, a host acts as a dedicated client or server. The client host
takes advantage of resources (e.g., files, storage space, databases, web pages, central

Peer-to-peer

Client and server



processing unit (CPU) processing) offered by servers. The server host generally has
high-performance capacity to quickly respond to resource requests from client hosts.
In the early days, many programs (e.g., Microsoft Outlook for email) installed in the
client host were tailored to a particular server application (e.g., Microsoft Exchange).

However, the web browser (e.g., Firefox, Google Chrome) has changed it all. The
browser has become an application that allows a client host to communicate with many
different server applications (e.g., email, database, web servers) over the network. This
one client (web browser) to many server applications has benefitted individuals and
organizations tremendously. Above all, using the “thin” client in which a client host
only needs a web browser to take advantage of resources available from various
servers, organizations can control IT spending and save efforts necessary to maintain
programs on client hosts.

1.2.1.2 P2P Mode

In P2P networking, each participating host on a network behaves as both a client and a
server in sharing resources with other hosts. As an example, by joining P2P file-
sharing sites such as BitTorrent.com, anyone can download multimedia files available
from other participating computers (client mode) and, at the same time, allow others to
copy files available in his/her hard drive (server mode) over the Internet. As another
example of the P2P technology, today’s operating systems such as Windows support
P2P networking among nearby computers, especially through the WiFi technology
called WiFi Direct.

Exercise 1.1

1. It is generally agreed that the client—server approach has several advantages
over P2P computing. Explain why in terms of the following aspects. Search the
Internet if necessary.

a. Easier to protect server resources such as data

b. Better accessibility to server resources

c. Easier to back up server resources

d. More cost-effective in maintaining and upgrading server programs (or
applications)

e. Easier to add server resources to meet growing demands

2. Create a simple private P2P network and conduct file swapping. For this, form
a team of two students each with his/her own computer. Then, create a P2P
network by connecting the two computers on WiFi. P2P requires additional
configuration (e.g., creation of a workgroup on Windows). Once the
configuration is complete, exchange files over the P2P network. If necessary,
conduct Internet search to learn the setup procedure.
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1.2.1.3 Network Interface Card

To access a network, the host should be equipped with at least one network interface
card (NIC), which is an electronic circuit board. Also called an adaptor or a local area
network (LAN) card, the NIC is generally built into a computer these days, and it
converts host-generated binary data (e.g., emails) into signals (e.g., electronic currents,
lights, radio signals) and releases them to the network. The NIC also accepts signals
arriving over the network, restores original data, and forwards them to the host’s CPU
for processing.

Figure 1.3 NIC cards for (a) Ethernet and (b) WiFi. (From Amazon.com.)

Many user computers have two NICs these days: one for cabled Ethernet LAN and
the other for Wireless (or WiFi) LAN to enable both wired and wireless networking as
needed. Figure 1.3 illustrates NIC cards for Ethernet and WiFi. It can be observed that
an Ethernet NIC has one or more ports that allow physical connectivity of a computer
to the wired network, but the wireless NIC (WNIC) has one or more antennas for radio
communications. Wireless NICs in universal serial bus (USB) are also popular. Each
NIC comes with a unique address, called a physical or MAC address (to be explained).

1.2.2 Intermediary Device

Depending on the size, a network can have many different intermediary devices that
conduct functions necessary to relay data between the source and destination hosts.
Intermediary devices do not produce user data, but transport them in an effective,
reliable, and secure manner. Among the frequently used intermediary devices are
modems, firewalls, multiplexers, channel service unit (CSU)/data service unit (DSU),
hubs (or multiport repeaters), switches, routers, bridges, and wireless access points.
Their functional details are explained in other chapters, mainly in Chapter 3.

Hubs, bridges, wireless access points, and switches provide hosts (e.g., clients,
servers) with inter-connectivity “within” a network segment called a subnetwork (or
subnet). In contrast, the router is used to tie different network segments (or
subnetworks). The data-forwarding activity (e.g., email delivery between two nodes)
taking place within a subnetwork boundary is termed as intra-networking and that
across two or more subnetworks joined by routers is called inter-networking (see
Figure 1.4). In other words, hubs, bridges, wireless access points, and switches are
intra-networking devices, and routers are inter-networking devices. More on intra-
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networking versus inter-networking is explained in Section 1.6.
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Figure 1.4 Intra-networking and inter-networking devices.

Intermediary devices are distinct from each other in many different ways. For
example, some devices (e.g., hubs) transmit data in the half-duplex mode, whereas
others (e.g., switches, routers) transmit data in the full-duplex mode (for more details,
see Section 1.3.2). Some devices are hardware-driven in performing their primary
functions, while others rely more on their software capability. Software-enabled
devices generally use a higher level of intelligence to conduct networking functions
than their hardware-enabled counterparts. Intermediary devices are also different in
their processing speeds, in their capacity of data filtering and security provision, and in
the addressing mechanism used to move data.

As with the host, an intermediary device also has one or more internal network cards
with built-in ports (or interfaces) to tie wireless or wired network segments. Because
of the critical importance of intermediary devices in computer networking, Chapter 3
is dedicated to cover their structural and functional features in detail. The term
“network node” is used throughout the book as an inclusive concept that refers to an
intermediary device or a host.

Network nodes = Intermediary devices + Hosts (end devices).

1.2.3 Network Link

The network link is a wired (or guided) or wireless (or unguided) connection that
enables data exchange between network nodes. Various communication media have
been used to form a link. Copper wires (e.g., twisted pairs, coaxial cables) and optical
fibers made of extremely pure glass or plastic are the predominant wired transmission
media these days. The earth’s atmosphere becomes the medium of wireless
communications. Data are transported in the form of various signals through the



guided and unguided media: electronic signals through copper wires and coaxial
cables, light signals through optical fibers, and radio/microwave signals in the
atmosphere. Details on the media and communication signals are explained in Chapter
4,

The network link can be either an access link or a trunk link. While the access link
provides direct connectivity between a host (end station) and an intermediary device,
the trunk link interconnects intermediary devices (e.g., router—router, router—switch,
switch—switch), resulting in the extension of network span. The trunk link is a point-to-
point connection, and it generally carries traffic that comes from multiple access links.
When two hosts exchange data through two or more intermediary devices, they take
one or more trunk links to complete the end-to-end data delivery (see Figure 1.5).
Although trunk links are not necessary to create a small-scale network such as the one
shown in Figure 1.1, most organizations rely on them to create an enterprise network.
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Figure 1.5 Access links versus trunk links.

Exercise 1.2

The hypothetical enterprise network of an organization shown in Figure 1.6 covers
one main office and two remotely located branch offices. Each office has its own
LAN, and the three LANs are interconnected by routers (R1, R2, and R3) over the
three wide area network (WAN) links leased from a WAN service provider.
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Figure 1.6 A hypothetical enterprise network.

l.
2.
3.
4.
5.
6.
7.

How many hosts does each LAN contain?

How many intermediary devices does each LAN contain?

How many access links and trunk links are there in each LAN?

What is the total number of access links and trunk links?

How many network nodes are there in the enterprise network?

What intermediary devices are used for intra-networking in each LAN?
What intermediary device is used for inter-networking?

1.2.4 Application

The application (e.g., MS Outlook, web browser) represents a software program
developed to support a specialized user task (e.g., email exchange, web surfing).
Numerous applications have been introduced to support various tasks over the
computer network. Many of them are designed to improve communications, which
include those of email (e.g., Outlook, Thunderbird), instant messaging (e.g., Yahoo
Messenger), and voice & video (e.g., Skype, Google Voice). Also, the web browser
has become an extremely popular application on which countless online services (e.g.,
social networking, online banking, e-commerce, cloud computing) are offered over the
Internet.

Applications can be characterized from different angles, and their individual and
organizational usage has important implications on the design of computer networks



because of the close relevance between application types and requirements of network
performance. For instance, the majority of user applications need to be supported by
the following:

e Predictable or guaranteed network reliability (e.g., financial transactions)
e Predictable or guaranteed network capacity/speed (e.g., videoconferencing)
e Little or no network delay/latency (e.g., audio conferencing, video streaming)

e Reasonable network responsiveness (though not real time) (e.g., web browsing,
instant messaging)
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Figure 1.7 Transmission of discrete data units over a computer network.

1.2.5 Data/Message

Applications produce data (or messages) that need to be transported over the network.
The data may be real-time or interactive audios/videos, or such static contents as web
pages and emails. In computer networking, data produced are packaged in discrete
data units and are delivered to the destination one by one. As a simple demonstration,
imagine a network-enabled conversation between two persons and observe how their
dialog 1s packaged into discrete data units and gets delivered (see Figure 1.7).

The general name of each data unit is packet. Each packet contains source data and
additional overhead information necessary for its delivery, such as source and
destination addresses. To better visualize the relationship between source data and a
packet, think of a letter (as source data) contained in an envelope with mailing
addresses (as a packet).

1.2.6 Protocol

A host application (e.g., web browser, email program) produces and exchanges
data/messages according to a protocol, which contains a collection of detailed
communication rules. For this, an application has a particular protocol built into it
(e.g., Hypertext Transfer Protocol [HTTP] embedded in the browser). The application
produces outgoing data and interprets incoming data strictly based on the set of
communication rules defined by the built-in protocol. There are two types of
communication rules:

e Syntactic rules: Rules regarding the format of a message in its construction
e Semantic rules: Rules concerned with the meaning or interpretation of a message



For example, if a computer user enters http://www.facebook.com into a web browser’s
Uniform Resource Locator (URL), the browser produces a simple request message
according to the built-in HTTP. Here, the request message has syntax similar to

GET/HTTP/1.1
Host: www.facebook.com

so that the target host (www.facebook.com server) can understand/interpret its
meaning (or semantics). The semantics of the above statements is “Please send me the
main page of www.facebook.com using HTTP, version 1.1.” The request message thus
produced is then dispatched to the target server.

Certain protocols are standardized so that hardware and software vendors can
incorporate them into their own products. For example, HTTP is a standard protocol
adopted by all web browsers (e.g., Firefox, Internet Explorer, Chrome) and web
servers (e.g., Apache, Microsoft IIS). There are also numerous proprietary protocols
developed by vendors exclusively for their own commercial products (e.g., the
protocol embedded in Skype or Yahoo Messenger). Important standard protocols are
introduced throughout the book.

1.3 Modes of Communication

This section explains methods utilized by network nodes to distribute data and the
directionality of data exchanges.

1.3.1 Methods of Data Distribution

The methods of data distribution between network nodes are primarily unicasting,
broadcasting, and multicasting (see Figure 1.8).

1.3.1.1 Unicasting

In unicasting, data exchange takes place between a single source and a single
destination node identified by their unique addresses. The destination may be located
within the same network of the source or separated from the source across multiple
networks. It was explained that the co-location of the source and the destination within
a subnetwork takes intra-networking for data delivery. When the source and the
destination are in different subnetworks, data delivery requires inter-networking (for
more details, see Section 1.6). Normally, the majority of messages produced by a user
application are exchanged in this mode.
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Figure 1.8 Multicasting, broadcasting, and unicasting.

1.3.1.2 Broadcasting

Broadcasting results in the flooding of data from one node to all the other nodes within
a network. In fact, we have been enjoying the broadcasting service daily by tuning into
radio or TV channels. From satellites or earth stations, radio and TV companies
broadcast signals that carry various contents (e.g., music, drama, reality shows). Such
broadcasting is also widely used by computer networks for various reasons. A
prevalent example is WiFi.

1.3.1.3 Multicasting

Multicasting from a data source results in its concurrent delivery to a selected group of
destinations. We have been using multicasting services extensively. For example,
numerous online sites provide multimedia streaming for live news, music, TV
programs, movies, online gaming, and SNS videos over the Internet. These services
rely on a multicasting protocol so that a server can stream multimedia contents to
requesting clients concurrently. With the growing popularity of such on-demand
multimedia services, usage of multicasting will only grow.

Although the demonstration in Figure 1.8 is only between hosts, intermediary nodes
including switches and routers also take advantage of them to advertise supervisory
information or to exchange information necessary to perform scheduled and
unscheduled network control functions.



1.3.2 Directionality in Data Exchange

Data flows between two network nodes can be one of the three types in directionality:
simplex, half-duplex, and full-duplex (see Figure 1.9).

1.3.2.1 Simplex

In simplex transmission, data flow is in only one direction. Radio and TV broadcasting
services are good examples. This mode of communications also exists between
computers and their input devices (e.g., keyboard, mouse). The simplex transmission,
however, is not a prevalent mode in the computer network.

1.3.2.2 Duplex

In the duplex mode, data flows both ways between two network nodes, and thus each
node has the capability of sending and receiving data. Duplex transmissions are either
half-duplex or full-duplex.
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Figure 1.9 (a) Simplex, (b) half-duplex, and (c) full-duplex transmissions.

Half-duplex: In this mode, only one party is allowed to transmit data at a time, and
the other party should wait until its turn. For a good analogy, imagine the two-way
traffic flow on a single-lane railway. Another well-known example 1s the walkie-
talkie, a portable radio device that communicators take turns for speaking.
Although used in the early generation of computer networking (e.g., hubs), it has
been largely replaced by more effective full-duplex communications these days.

Full-duplex: In full-duplex mode, data flows in both directions simultaneously
between two network nodes. For this, there are generally two separate channels
established for a link (or circuit): one channel for each direction. It is like having
double lanes for two-way traffic. The traditional telephone system has been using
full duplex, so that two communicators on a circuit can talk and listen
simultaneously. Most computer networks take advantage of the full-duplex
technology these days.

1.4 Network Topology



Network topology is defined as the physical layout of a network, a design approach
utilized to interconnect network nodes (i.e., intermediary devices and hosts). The
logical layout concept also exists, but here we focus more on the physical arrangement
of network nodes and links. The physical layout of a network can be understood in
terms of relationships between intermediary devices and hosts, between hosts, or
between intermediary devices.

Many different topologies including bus, star, ring, mesh, tree (or hierarchy), and
hybrid (e.g., bus—star) have been in use to arrange network nodes. Each topology has
its own strengths and weaknesses, and the design process of an enterprise network
should factor in various elements unique to its organizational circumstance. These
include characteristics of /locations (e.g., number of locations, degree of their
distribution), users (e.g., number of users), hosts (e.g., type and number of on-site
hosts), applications (e.g., importance of reliability in message delivery), and security
conditions.

1.4.1 Point-to-Point Topology

As the simplest topology, point-to-point establishes a direct connection between two
nodes. There may be only two end nodes directly linked or more than two nodes
between two end nodes making it an extended point-to-point connection (see Figure
1.10). A point-to-point link can have permanent and dedicated capacity as in the case
of the phone line between a house and a telephone company. Or, it can be dynamically
constructed and dismantled as needed. This dynamic formation occurs more often in
the form of extended point-to-point topology. For example, a long-distance or an
international call between two remote locations requires dynamic circuit formation
through multiple telephone switches.

(a) (b)
Figure 1.10 (a) Point-to-point and (b) extended point-to-point topologies.

1.4.2 Bus Topology

In the bus topology, end stations are directly connected to a half-duplex common line,
with a terminator device at each end of the line absorbing data remaining in the
network (see Figure 1.11). Communications between any two stations, therefore,
should be made via the backbone medium. Using the common-line approach
practically results in broadcasting of data in which transmissions from a station reach
all the other stations on the network, although there is only one intended receiver. This
topology therefore allows only a single station to release data at a time to avoid
transmission collisions.



Figure 1.11 Bus topology (LAN example).

Because of its structural simplicity, the bus topology works well for small networks.
However, it is subject to traffic congestions when a network grows with more stations
attached. The early generation of Ethernet LAN was running on bus, but its usage has
mostly disappeared these days due to inherent limitations including unnecessary data
broadcasting and difficulties in cabling (e.g., installing a main line inside the ceiling).

Ring topology
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Figure 1.12 Ring topology: (a) LAN and (b) WAN.

1.4.3 Ring Topology

In the ring topology, nodes are attached to a backbone ring that may be a copper wire
or an optical fiber. Depending on the technology standard, a network can have a
single-ring or a dual-ring architecture that affords redundancy and thus higher



survivability from link failures (see Figure 1.12). The ring network has technological
advantages in handling high-volume traffic in a reliable manner. This topology is also
adequate in constructing long-haul networks.

Despite the technological advancement and availability of ring-based standards for
LANSs such as token ring and fiber distributed data interface (FDDI), their acceptance
has been dwarfed by more cost-effective Ethernet that runs on star (or extended star)
topology. Ring topology, however, remains a popular choice in creating a high-speed
WAN backbone with fiber optics (for more details, see Chapter 9).

1.4.4 Star (Hub-and-Spoke) Topology

In the star topology, host stations are connected to a central intermediary device (see
Figure 1.13). The topology has several advantages. Above all, the topology makes it
easy to add and remove a host station from a network and also to locate node or cable
problems. It is also relatively simple to add more stations to a network. Ethernet LANs
mostly run on this topology these days. With Ethernet being a dominant wired LAN
standard, there are many equipment options (e.g., cabling, ports, connection speeds)
with competitive pricing. As a disadvantage, the intermediary device becomes a single
point of failure that can bring down a network.

Figure 1.13 Star (hub-and-spoke) topology: (a) LAN and (b) WAN.

An enterprise can also adopt a star to interconnect distributed LANs with WAN
connections. In this case, the network node placed at the hub location (e.g., main
office) mediates traffic between any other locations. Observe that the WAN topology
is determined by the relationship among intermediary devices, such as, routers rather
than those between hosts and an intermediary device.

1.4.5 Mesh Topology
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Figure 1.14 (a) Full mesh and (b) partial mesh topology (WAN examples).

The mesh topology is an arrangement in which all possible connections between
network nodes are directly linked (see Figure 1.14). This makes a mesh network very
reliable through extra redundancies in which one inoperable node does not drag down
the entire network. The mesh network can be a sound option when the number of
nodes is relatively small. For example, for three network nodes, only three connections
are required, but if there are four nodes, it will take six direct links.

As more devices or locations are attached to a network, the number of direct
connections increases exponentially, making full mesh less practical in terms of
operational costs. The partial-mesh topology uses less links (thus less cost burden)
than full-mesh topology but more links than star (hub-and-spoke), making a network
less vulnerable to link failures with the redundancy.

1.4.6 Tree (or Hierarchical) Topology

In the tree topology, nodes are joined in a hierarchical fashion in which the one on top
becomes a root node (see Figure 1.15). There are two or more levels in the hierarchy
with the number of nodes increasing at the lower level, making the overall structure
like a Christmas tree. The tree structure is highly effective when many nodes (or
locations) have to be interconnected using reduced direct links. This topology has been
a popular choice among telephone service providers in constructing a backbone
network to cover a large geographical area.
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Figure 1.15 Tree/hierarchical topology: (a) LAN and (b) WAN.
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The tree approach is also frequently used for an enterprise network in which a large
number of end stations are interconnected through a hierarchy of intermediary devices.
For example, the LAN of a building may be star-based on each floor. Then, the
multiple star networks from different floors can be linked to higher-speed devices to
form a bigger LAN that covers the entire building. This topology shares strengths
inherent to the star network such as ease of network management and expansion.
When a network has a tree structure, intermediary devices (e.g., switches) located at
the higher level generally handle more traffic and thus should be more powerful (e.g.,
faster forwarding rate) than those at the lower level.

When it comes to actual implementations, many corporate networks adopt a hybrid
solution that combines more than one topology. Taking a simple example, each direct
link between two nodes in star, mesh, or tree topology becomes an instance of the
point-to-point connection.

1.5 Classification of Networks

In terms of coverage scope, computer networks are generally classified into four
different types: personal area networks (PANs), LANs, metropolitan area networks
(MANSs), and WANSs. Each type has widely accepted standard technologies.

1.5.1 Personal Area Network

The PAN represents a small network whose coverage is typically a few meters or less.
It has been popularized by the introduction of such wireless standards as Bluetooth,
WiFi Direct, Zigbee, and more recently near-field communication (NFC). For instance,
NFC represents a set of short-range—generally up to 2 in. (or 4 cm)—networking
technologies for small data sharing. NFC-enabled portable devices read tags or do
credit card transactions through such tap-and-pay systems as Apple Pay and Google
Wallet.

As another popular standard of the short-range PAN, Bluetooth builds a network
organized around an individual and thus allows devices located in close proximity
(e.g., generally up to 10m) to exchange data without hard wiring. Figure 1.16
illustrates the usage of Bluetooth to interconnect computing and electronic devices in a
wireless setting.

1.5.2 Local Area Network

The LAN, in general, covers a relatively confined area to interconnect hosts located
within the physical boundary of an organization or a company, making it larger than
the personal area network in coverage. Size of the LAN varies considerably as it is
determined by the size of an organization. For example, if a company occupies only a
single floor of a building, the firm’s LAN is limited to that floor. If an organization
uses all floors of a building, its LAN covers the entire building.
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Figure 1.16 Bluetooth-enabled personal area networks.

A bigger network that interconnects multiple buildings within a university or a
corporate campus is also a LAN. The oversized LAN is generally termed as a campus
LAN or a campus area network. The campus LAN’s extended scale makes its design
and operations more challenging than smaller LANs. To create a campus LAN,
smaller networks (e.g., one in a building) are joined by high-speed intermediary
devices (e.g., core routers or switches) in a hierarchical structure of multiple layers
(see the tree topology in Figure 1.15).

As a simple example, imagine a relatively small-scale campus LAN of two
buildings, each with a fast core switch and two workgroup switches that attach
computers to the LAN (see Figure 1.17). The actual campus LAN can be significantly
more complex than the example. Details of LAN technologies are covered in Chapters
7 and 8 focusing on the dominant Ethernet and WiFi standards. As said, there is no
one-size-fits-all definition of the LAN especially in its size, and therefore, readers
should interpret the term in its usage context. Lastly, as a LAN is installed within an
organization’s boundary, the organization fully controls it, making any changes (e.g.,
updates, maintenance) as needed.
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Figure 1.17 An illustration of campus LAN.

1.5.3 Metropolitan Area Network

The MAN is generally designed to cover a good-sized city, being considerably larger
in its geographical span than the LAN. The MAN is used to interconnect LANs
through land-based or wireless standards within a metropolitan area. In general,
common carriers (or telecom carriers) such as telephone service providers (telcos) and
Internet service providers (ISPs) have the ownership of the MAN infrastructure, and
corporate clients subscribe to the MAN service to access the Internet and other WAN:S.

— — —

- = o ~
~7 Client site B .
¥ < LAN1 m N Carrier’s
7 Routers ® wide area network
: (WAN)
[ Client site % Carrierls
LAN? metropolitan
| area network
\ (MAN)
N\ \ » s The internet
~ EﬂsFGn P
o ® metropolitan area .~
s S - s

e m— =

Figure 1.18 An illustration of MAN.

Figure 1.18 demonstrates a hypothetical MAN of a common carrier around the



Boston metropolitan area, with high-speed cabling (e.g., 10 Gb/s) and fast intermediary
devices. It shows that through the MAN, the three client-site LANSs are interconnected
and also send data to the Internet and to the carrier’s WAN platform.

In the past, WAN standards (e.g., Frame Relay) were technology choices for the
MAN infrastructure. However, because of the popularity of Ethernet as a LAN
standard, the Ethernet-based technology called Metro-Ethernet has become a preferred
choice for the MAN platform. Besides, WiMax (or WirelessMAN) has been
introduced as a broadband standard for wireless MAN service.

1.5.4 Wide Area Network

The WAN is designed to cover a state, a nation, or an international territory (see
Figure 1.19). It interlinks LANSs including campus networks, MANs, and even smaller
WANSs. To tie its geographically distributed LANs, a client organization (e.g.,
university, company) creates its own private WAN connections by subscribing to the
WAN service available from telecom carriers (e.g., China Telecom, Verizon,
Vodafone). These companies install and maintain their private WAN infrastructure to
commercially offer WAN services to individual and organizational clients.

Carrier network or the internet used
for WAN connections

LAN (London)

Figure 1.19 WAN links and an enterprise network.

Separate from the carrier-owned private WAN infrastructure, the Internet has
become an extremely popular platform for WAN connections as well. The Internet
itself is the largest global network that no single company or nation has an exclusive
ownership on. For example, a telecom carrier has its own Internet infrastructure, but it
makes up just a small fraction of the global Internet backbone. With its ubiquity



(covers the entire planet), flexibility (connect any time and any place), and cost
advantage (substantially cheaper than the private WAN service), the Internet has
become an extremely popular option for WAN connections these days.

The enterprise network spans an organization to facilitate communications among
employees, departments, workgroups, and other entities. An organization’s units may
be housed in one building or several buildings at a location, distributed in multiple
locations throughout a region, or dispersed nationally or globally. Reflecting the
structural diversity of organizations, an enterprise network can be of any combination
of one or more PANs, LANs, and MAN/WAN connections (see Figure 1.19). Chapter
9 explains popular WAN services available from telecom carriers, and Chapter 10
covers the architectural details of the Internet, another extremely popular WAN
platform these days.

1.5.5 Rise of Internet of Things

Because of the prevalence of PANs, LANs, MANs, and WANSs, a new paradigm called
Internet of things (10T) is unfolding. IoT is not a type of network/networking
technology, but it represents a new development (or paradigm) in which numerous
devices (e.g., cars, appliances, gadgets, electronics, mobile devices, security
monitoring devices, health devices) automatically detect each other and communicate
seamlessly to perform a host of tasks over wired/wireless networks and the Internet.
Surely, the various network types explained earlier are keys that will bring IoT to
reality, although its full-swing may be years away.

The following scenario demonstrates how the emerging IoT paradigm is going to
fundamentally transform the society through transparent and automated connectivity
among numerous computing and non-computing devices.

Exercise 1.3

Year 2025 in San Diego: Laura 1s a marketing manager of a large business insurance
firm. Her daily schedule is loaded with both personal routines and job-related
activities. Today, she has to wake up at 6 am. There is an early morning meeting at
downtown, and also a business flight to Los Angeles is scheduled at 12 pm. While
her car self-drives to the downtown location, it warns that the brake pads are
wearing thin and the tire pressure is low. Her car transmits the information to her
maintenance shop for a biannual assessment and report. At one point, her car
cautions that the shortest path originally suggested has a sudden traffic jam caused
by an accident and chooses an alternative path. It also senses weather conditions,
adjusts internal temperature and humidity, activates the sun blind, and controls
influx of polluted air.

After the brief meeting at downtown, she is on the road again for a short trip to
Los Angeles to meet a key business partner. The electronic ticket purchased days
ago 1s in her Apple watch. When she enters the Lindberg airport, the watch initiates



communications with the airport’s customer support system by sending the ticket
information. It suggests the nearest entrance gate as well as a close parking lot for
the flight. At the boarding gate, she taps her watch to the kiosk for boarding.

While flying, she checks the delivery status of the Xbox game she ordered 2 days
ago. Her son has been asking for it for his birthday gift. Tracking the postal office
database indicates that the game has been delivered to her office. Using her watch,
she also checks her son’s current location and health conditions. Although he is with
a caring nanny, Laura worries about her son who suffers from asthma. He wears a
wrist device for remote diagnosis and monitoring by her family doctor. On arriving
in Los Angeles, she is directed by her watch to pick a reserved rental car equipped
with a smart chip that records usage time, location, travel distance, and other
information for automated billing to the corporate account. After a short meeting
with her boss to report the outcome of the Los Angeles trip, she heads back home
with her son’s Xbox game.

It has been a long day for Laura. On the way home, she drops by a nearby grocery
store. When she grabs a shopping cart, its attached display greets her recognizing
her membership and shows special discount items of the day. She also picks up an
advertisement paper that has a full list of products in promotion. By placing her
watch close to a particular product code, more details are displayed. Prior to
shopping, she connects her home network to check the availability of food items and
their condition. Using the check, the watch automatically develops a recommended
shopping list. As the watch knows Laura’s precise location in the store, it plots ideal
routing through the store, saving her precious time in searching for shopping items.
With her busy schedule, she realizes that she might have to sign up for the grocery
store’s auto-replenishment service that links her home network to the store’s
tracking system.

When Laura arrives home, information and data stored in her watch and the
notebook computer are auto-synchronized with the home network’s central server.
Laura’s health information (e.g., pulse rates) gathered by the watch’s smart sensors
is also synchronized with the home server’s health assistant. Tonight, the health
assistant analyzes gathered data and recommends her to see a doctor after spotting
abnormality in her pulsation for the past 3 days. With Laura’s nodding, the health
assistant makes an appointment with her family doctor’s reservation system and
transmits health data for the doctor’s review. When she replenishes groceries in the
refrigerator, product information including their expirations is passed on to the
central server. It is already 10 o’clock. Before going to bed, she reads arrived
messages including automatic diagnosis of her son’s condition and an electronic
report from the auto maintenance shop.

Class Discussion

1. Discuss where and how PAN, LAN, MAN, and WAN technologies are used to
realize IoT.
2. In the scenario, can you identify new business opportunities (called business



models) that do not exist today? What about existing business models that may
become less relevant or even obsolete in the future because of technology
advancement?

1.6 Subnetwork versus Inter-network

Building on the explanation of intermediary devices in Section 1.2.2, the relationship
among network, subnetwork (or subnet), and inter-network (or internet) is further
clarified. The network is a loosely defined term whose scope covers a variety of
settings (e.g., personal surrounding, house, university campus, country). Section 1.5
classified it in terms of PAN, LAN, MAN, and WAN. Depending on how it is
designed, a network can be a subnetwork or an inter-network (i as a lowercase letter)
with multiple subnetworks joined by one or more routers. Remember that the inter-
network is a generic term and thus differs from the Internet (/ as an uppercase letter),
the largest network on the planet (the architectural details of which are explained in
Chapter 10).

Figure 1.20 is a simple demonstration of a LAN in which two subnetworks are tied
by a router to become an inter-network. When two computers exchange data across the
two subnetworks, the data-forwarding process (or activity) is called “inter-
networking.” As related, the difference between intra-networking and inter-networking
was explained in Figure 1.4 in which a subnetwork contains several intermediary
devices (e.g., switches, wireless access points) for intra-networking. In summary,
Figure 1.20 is a scenario in which the network is a LAN that is also an inter-network
with two subnetworks.

witch

S S 7
Subnetwork 1 Subnetwork 2

Figure 1.20 Scenario 1: A company’s network.
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Figure 1.21 Scenario 2: A company’s network.

Figure 1.21 is another scenario of a company network composed of two remotely
located office LANSs joined by a WAN link. In that setup, each LAN is a subnetwork
because delivering messages within the LAN boundary does not need router’s help.
This differs from Figure 1.20 in which one LAN consists of two subnetworks.
Additionally, the WAN connection is considered a subnetwork, although it may be
3000 miles long! As a result, the company’s enterprise network becomes an inter-

network with three subnetworks.

These two simple scenarios highlight fluid

relationships among the boundaries of the LAN/WAN, subnetwork, and inter-network.

Exercise 1.4

1. Refer to Figure 1.6 and answer the following questions:

a.

b.

(2

How many subnetworks are there in each LAN?

If PC1 in LAN1 sends a file to a printer in LANI, is this inter-
networking?

If PCI in LANI1 sends a request message to a server in LAN3, is this
inter-networking?

If PC1 in LANI1 connects to an IP Phone in LANI1, is this inter-
networking?

If PC2 and a server in LAN3 exchange messages, is this inter-networking?

2. Figure 1.22 is a small corporate network installed in a building. It has three
switches connected to the border router with built-in firewall capability to
prevent intrusions from the Internet. Disregarding the connection between the
firewall router and the Internet:

a.
b.
C.

How many LANSs are there?
How many subnetworks are there?
If PC1 sends a message to the email server, is this inter-networking?
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Figure 1.22 A hypothetical corporate network.

d. If PC1 sends a message to the file server, is this inter-networking?
e. What is the intermediary device used for intra-networking?

1.7 Measures of Network Performance

Network performance to effectively propagate host-produced data is a critical issue,
and much consideration should be given to optimize it during the stages of network
planning, design, implementation, maintenance, and upgrade. There is no shortage of
stories that underscore the importance of adequate network performance, especially as
networks move more real-time (e.g., voice calls, video streaming, online gaming) and
mission-critical (e.g., financial transactions, electronic commerce) data these days.

Many of the applications demand a certain degree of “guaranteed” performance
regardless of circumstances (e.g., traffic congestion). A number of measures are being
used to reflect such network performance from different angles, and those of capacity
(or speed), delay (or latency), and reliability are among the most important ones.

1.7.1 Capacity

Table 1.1 Metrics of Storage versus Network Capacity

Storage/Memory Capacity Network Capacity in Data Rate
KB (Kilobyte) = 1000 bytes Kbps (kilobits/s) = 1000 bits/s



MB (Megabyte) = 1 million bytes  Mbps (Megabits/s) = 1 million bits/s
GB (Gigabyte) = 1 billion bytes Gbps (Gigabits/s) = 1 billion bits/s
TB (Terabyte) = 1 trillion bytes Tbps (Terabits/s) = 1 trillion bits/s

PB (Petabyte) = 1 quadrillion bytes Pbps (Petabits/s) = 1 quadrillion bits/s

Network capacity (or speed) is gauged by the metrics of data rate. Data rate is about
how fast data flow in one direction from point A to point B (not the combined speed of
both directions). Not to confuse between byte and bit metrics (1 byte is generally 8
bits) in which byte metrics are primarily for data storage or memory capacity, not
network capacity. Table 1.1 summarizes metrics of data storage/memory capacity and
network capacity as increasing factors of bits per second (bps).

Table 1.2 Data Rates for Audio and Video Contents

Type of Content Quality Level Data Rate
Audio (MP3 encoding) Telephone sound quality 8 Kbps
AM sound quality 32 Kbps
FM sound quality 96 Kbps
CD sound quality 224-320 Kbps
Video (MPEC2 encoding) DVD quality 5 Mbps
HDTV quality 15 Mbps

1.7.1.1 Data Types and Data Rate

Depending on the type of data to be propagated, required data rate differs considerably
in which plain texts take up the smallest capacity followed by audio and video. Much
of the network traffic these days 1s in the multimedia format that combines text, sound,
image, and video. To put things in perspective, Table 1.2 summarizes data rate
necessary to transport audio and video data at different quality levels. MP3 and
MPEC?2 are popular compression standards used to encode audio and video data.

Exercise 1.5

Refer to Table 1.2. The data rate (in each direction) necessary for a digitized
telephone call is 8 Kbps. This means that a two-way full-duplex call between two
parties takes 16 Kbps. How many calls can be made concurrently with the data rate
necessary to transport just one HDTV channel?

Channel Capacity and Throughput: A network’s transmission capacity can be
measured in terms of both Channel Capacity and Throughput.



o Channel Capacity: It i1s the maximum theoretical data rate of a link and is
oftentimes referred to as bandwidth or rated speed. Strictly speaking, channel
capacity in data rate is a digital concept, and bandwidth is an analog concept
(more accurate technical definition of bandwidth is explained in Chapter 4).
However, they are directly correlated—the bigger the bandwidth of a link, the
bigger the channel capacity; thus, practitioners use them interchangeably.

e Throughput: It refers to actual data rate of a link. As a more realistic speed of a
network link, it is usually slower than channel capacity due to a number of
technical and circumstantial reasons including the effect of link distance,
transmission interferences, and internal/external noises. For instance, popular
WiFi1 standards such as 802.11n and 802.11ac can transmit at several hundred
Mbps (see Chapter 8). However, its actual throughput gets substantially lower as
the distance between two communicating nodes is increased.

1.7.2 Delay

Delay (or latency) represents the amount of time a network link takes to deliver data
between any two nodes and is usually in milliseconds (or 1000th of a second). Delay
can be measured in both one-way trip and round trip (e.g., a request and response
cycle) between two points. For example, as shown in Figure 2.13 in Chapter 2, the
ping utility program that tests if a particular target node is reachable gauges latency
based on a round trip. In the figure, the ping request was issued four times by the
source host, and all of them were replied by the target host (209.131.36.158) with a
round-trip latency of 26—29 ms.

When computers exchange data, there are various delay sources. Imagine a
hypothetical situation in which a person downloads the main page of
www.facebook.com. She/he will certainly experience delay until the web page is
displayed on the browser. Among the sources of delay are

e Propagation delay: 1t takes time for the signal carrying the web page to travel
between two remotely located hosts.

e Delay at hosts: The source host should internally process the user request before
releasing it to the Internet. This includes conversion of the request into a packet
(to be explained in Chapter 2) and then to an electronic signal (to be explained in
Chapter 4) for propagation. When the request arrives at the destination host (i.e.,
www.facebook.com server), it also performs similar internal processing to
ultimately produce a response packet and convert it to a signal for delivery.

e Delay at intermediary devices: An intermediary device (e.g., router, switch)
mediates data transmissions between hosts, and the message forwarding requires
its own internal processing including the lookup of a reference table (e.g., routing
table, switch table) and subsequent forwarding path decision. Also, when
messages arrive at a port continuously, they are temporarily placed in a queue
before processing, inevitably resulting in queuing delay.
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Delay is especially a sensitive issue when a network is used by time-sensitive
applications. In fact, because of the ever-growing popularity of real-time or near-real-
time multimedia applications such as video-on-demand, videoconferencing, and online
gaming, more messages need to be propagated with little delay and oftentimes with
guaranteed performance.

1.7.3 Reliability

This performance dimension is about a network’s capacity to convey data in a stable
manner. The reliability of data delivery is mildly or severely affected (1) when there
are corrupted or lost data in the middle of their transmissions and (2) when a network
experiences interruptions (e.g., node failures, link failures).

o Corrupted or lost data: Data corruption or loss takes place in different
magnitudes. It can be as small as a bit change (e.g., from 0 to 1) or as big as the
moderation or loss of entire bit streams. There are a number of sources that
trigger the reliability problem. Among them are network node crash caused by
certain forces; physical damage or cut of cabling; overflow of a network node’s
buffer space; power interruption or surge; and internal and external noises
triggered by such factors as signal interference due to lightning, industrial noise,
and cross talk.

e Network unavailability: A network becomes unavailable when there is a node or
link failure. Just as a computer crashes, an intermediary device can fail for several
reasons including overloading, a system bug in its built-in software, power
interruption, succumbing to a malicious attack (e.g., denial-of-service attack), and
operational mismanagement. Also, the network link can be a source of trouble
when it is accidentally damaged or when cabling between a node and a link is
unstable. When a network itself becomes unavailable either entirely or partially
due to the node or link fault, this limits network accessibility.

1.7.4 Quality of Service

A concept closely associated with the dimensions of network performance is quality of
service (QoS). QoS represents the capability of a network in guaranteeing
performance in terms of link capacity, latency, and reliability. It is particularly
germane to the carrier’s WAN (including the Internet) service offered to business
clients (e.g., e-commerce stores). In early days, QoS was not such a critical issue for
WAN connections as network applications were not that sophisticated and mission
critical. However, as more computer programs perform business functions vital to
organizations over the network, the ability of WAN to guarantee network performance
has become an essential requirement.

For example, Amazon.com and eBay.com entirely rely on the Internet for business
transactions, and even a few minutes of service disruption means millions of dollars in
lost revenue. When a carrier offers QoS to a client organization, its network should be
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able to provide the client with the level of “promised” performance regardless of
circumstances (e.g., traffic congestion).

Of course, the QoS-guaranteed network service is costlier than the non-QoS service
to client organizations. A carrier can use such techniques as data prioritization and
dedication of link capacity to enhance service quality. Businesses, however, may not
need such QoS provision if their WAN links are used mainly for general applications
(e.g., emails, web surfing).

1.8 Numbering Systems

In this section, three different numbering systems (i.e., binary, decimal, and
hexadecimal) used to represent numeric values in networking are reviewed. Although
they are used altogether, there is a preference of one system over the others depending
on the usage context. As we are already aware of, network nodes process various data
types (e.g., texts, images, videos) in binary of Os and 1s.

Table 1.3 Numbering Systems

Numbering Number of Disits
System Digits in Base &
Binary 2 0and 1
Decimal 10 0 through 9

0 through 9, A, B, C, D, E, and F (in which A =10, B
=11,C=12,D=13,E=14,F =15)

Note: Hexadecimal values are indicated by either Ox prefix or 4 suffix. For example,
0x3256 means that 3256 1s hexadecimal.

Hexadecimal 16

Data in binary, however, are hard for human beings to comprehend, and thus both
decimal (with 10-base) and hexadecimal (with 16-base) numbering systems are also
utilized for better readability. With 16 base, hexadecimal is more efficient than
decimal in expressing binary combinations. As such, translation between binary and
decimal and that between binary and hexadecimal become the fundamental knowledge
in studying computer networking, especially network addressing. Table 1.3
summarizes three numbering systems and their base digits.

1.8.1 Binary versus Decimal

The translation between binary and decimal is explained based on the unit of 8§ bits as
it becomes the building block of 32-bit IP addresses. For example, an IP address of
123.45.56.89 is equivalent to 01111011. 00101101. 00111000. 01011001. The binary—
decimal conversion is demonstrated using an example of 8-bit binary (01011010) and
its equivalent decimal (90) values.



1. Binary (01011010) to decimal (90) conversion

a. First, determine the decimal position value of each binary bit using the

power-of-two computation.

b. Once decimal position values are in place, add up the decimal values of

nonzero binary positions. In the example,

the summation of 64, 16, 8, and 2

becomes 90.
Initial binary combination (8 bits) 0O 1 0 1 1 0 1 O
Power of two 27 26 25 24 23 22 20 20
Decimal position values 128 64 32 16 8 4 2 1
Adgl . decimal values of nonzero binary 64 116 48 I
positions 90
2. Decimal (90) to binary (01011010) conversion

Decimal Position Values 128 64 32 16 8 42 1

a. Find the largest decimal position value 128 [64] 32 16 8 42 1

that 1s <90
b. Obtain the remainder value

c. Find the largest decimal position value
that 1s less than or equal to the remainder
value 26

d. Obtain the remainder value

e. Find the largest decimal position value
that 1s less than or equal to the remainder
value 10

f. Obtain the remainder value

g. Find the largest decimal position value
that 1s less than or equal to the remainder
value 2

h. Obtain the remainder value. As the
remainder becomes 0, stop here.

1. Binary numbers corresponding to the
parenthesis values above are 1s and the
others are 0Os.

Difference between 90 and 64 =
26

128 64 32 [16] 8 4 2 1

Difference between 26 and 16 =
10

128 64 32 16 [8] 4 2 1

Difference between 10 and 8 =2
128 64 32 16

8 42 1

Difference between 2 and 2 =0

Notes: 01011010 (8 bits) is identical to 1011010 (7 bits). The demonstration is

based on the 8-bit combination.



Exercise 1.6

1. Convert decimal values 38, 110, 192, and 255 to their 8-bit binary counterparts.
2. Translate the following 8-bit binary blocks to their corresponding decimal
values.

01100001 11110110 11100011 10100010

1.8.2 Binary versus Hexadecimal

In computer networking, hexadecimal digits are used to represent MAC (or physical)
addresses (see Section 1.2.1). Each MAC address is 48 bits (see Section 1.9.2), and
they are converted to 12 hexadecimal digits (thus, each hex digit is equivalent to 4
bits). The following demonstration focuses on the conversion between a hexadecimal
digit and its equivalent 4 binary bits.

The conversion takes nothing but the translation between a hexadecimal’s decimal
value and its corresponding 4 bits. For example, the hexadecimal digit “A” is
equivalent to decimal “10,” which in turn translates into 1010 in binary using the same
conversion method in Section 1.8.1. The conversion is summarized as follows:

Hexadecimal Decimal Binary
A — 10 — 1010
A «— 10 «— 1010

To translate a binary bit “stream” into its corresponding hexadecimal values, the bit
stream should be divided into 4-bit blocks first. Then, convert each 4-bit unit into its
corresponding decimal value and subsequently find its hexadecimal equivalence.
Recall that A=10,B=11,C=12,D =13, E =14, and F = 15. As an example, for the
binary bit stream of 10010110100010101101,

1. Creation of 4-bit blocks: 10010110100010101101 becomes
1001.0110.1000.1010.1101.

2. Conversion of each block into a decimal value: 1001.0110.1000.1010.1101
becomes 9.6.8.10.13.

3. Conversion of each decimal value into a hexadecimal equivalence: 9.6.8.10.13
becomes 0x968AD.

Exercise 1.7

1. Convert 0x17AB to its binary counterpart.



2. Convert the following hex digits to binary bits with each hex digit representing
4 binary bits.

OxABCDEF 0x34A57 0x12DFO01 0x78ADC

3. Convert the binary stream “10110110100011100001” to hex with each hex
digit representing 4 binary bits.

4. If the physical address of a computer’s network card (NIC) is
001001100111100010101011010111000100100010001101, What is its
corresponding hexadecimal address?

1.9 Network Addressing

Just as postal addresses are necessary to deliver snail mails, network nodes transport
data relying on standardized address information. So, allocation of addresses to hosts
and intermediary devices, their configuration, and management are activities
fundamental to adequate operations of a computer network. In this section, network
addresses currently in use are characterized in terms of permanency, accessibility, and
privacy dimensions.

1.9.1 Characterizing Network Addressing

e Permanency (temporary vs. permanent)
Network addresses can be either temporary (or dynamic) or permanent (or static).
The temporary address is dynamically assigned to a station, and it can be
reclaimed and reassigned to another station, if unused for a certain period of time
(e.g., 24 h). Such temporary address is typically allocated to a user device (as a
related concept, refer to the DHCP standard in Chapters 2 and 10). The permanent
address, meanwhile, is either printed on a node’s network card (e.g., MAC
address) by the device manufacturer or manually set up (e.g., I[P address) on a
computer system. In general, server computers and intermediary devices are
given one or more permanent [P addresses.

o Accessibility (local vs. global)
Addresses can be either locally or globally recognized. Locally recognized
addresses are only used within a subnetwork to move data for intra-networking.
The MAC address printed on a host’s network card (NIC) is an example. In
contrast, globally recognized addresses are used to transport data beyond the
subnetwork boundary, thus for inter-networking and global reach. The IP address
belongs to this type.

e Privacy (public vs. private)
IP addresses are divided into public and private addresses. Packets containing



public addresses can be forwarded to the destination host over the Internet. In
contrast, the private address, as the term implies, is used only within an
organization or a home network. In other words, the packet with a private address
is deliverable to a destination node located within the same organizational or
home network boundary, but not outside. The usage of private addresses offers
heightened security as internal nodes are invisible from outside. Many
organizations rely on private IP addresses to protect their internal networks and
also to be flexible in address allocation to internal hosts and intermediary devices
(more details are given in Chapter 5).

The two different address schemes used concurrently for computer networking are
MAC and IP addresses.

1.9.2 MAC Address

The NIC of a computer has at least one MAC address assigned to it. The MAC address
is also known as a physical or hardware address because it i1s permanently printed on
an NIC and thus cannot be changed (although it can be spoofed or masked using
software). The NIC for Ethernet or WiFi as the two most dominant LAN standards
uses an MAC address of 48 bits, which is burned into the NIC’s read only memory
(ROM). When a node is started, its MAC address i1s copied into the NIC’s random
access memory (RAM) to enable the node’s networking function.

As stated, the 48-bit MAC address is presented to people as 12 hexadecimal digits,
each digit representing 4 binary bits. The MAC address in hex is generally written in
one of the three formats:

e 01-35-A7-BC-48-2D: (two hex digits separated by “-)
e 01.35.A7.BC.48.2D: (two hex digits separated by “.”)
e 01A7BC.482D: (four hex digits separated by “.”)

Out of the 12 hexadecimal digits, the first 6 become an organizationally unique
identifier (OUI). The OUI indicates an NIC card’s manufacturer and 1s assigned by
Institute of Electrical and Electronics Engineers (IEEE), a leading standard-setting
organization responsible for LAN standards (e.g., Ethernet, WiFi). The remaining six
digits represent a combination uniquely allocated to each NIC. With this allocation
scheme, no two NICs should share the same MAC address.

Exercise 1.8

Conduct Internet search to locate OUIs of technology powerhouses including Cisco,
Apple, Intel, and Microsoft. Observe how many different OUIs are owned by each
company.




1.9.3 IP Address

The IP address is a global standard necessary for a network node to exchange data with
any other nodes. As explained, the temporary IP address is dynamically allocated to a
host station whenever it issues a request and therefore has an expiration. In contrast,
the permanent IP address allocated to a host (e.g., server) stays with it so that the host
performs the intended service functions without interruptions. Whereas, the MAC
address is a physical address, the IP address is a logical address because it is not bound
to a node physically.

Two different IP standards are used concurrently: IPv4 (version 4) and IPv6 (also
known as IP next generation or IPng). The IPv4 address consists of 32 bits that are
translated into a combination of 4 decimal values (e.g., 127.232.53.8). The IP address
is composed of network and host identity parts. For example, in 172.232.53.8, 172.232
and 53.8 may represent the network and host identities, respectively. Chapter 5 covers
[Pv4 addressing. The adoption of more advanced IPv6 addressing, with 128 bits for an
address, is growing, and the future clearly belongs to it. Some of the fundamentals of
the IPv6 addressing scheme are explained in Chapter 10.

1.9.4 Pairing of MAC and IP Addresses

To be able to exchange data over the network, a host station (e.g., PC, tablet,
smartphone) needs a pair of MAC and IP addresses. Figure 1.23 illustrates the one-to-
one pairing (or binding) of MAC and IP addresses. In the case of intermediary devices,
the pairing relationship is a little different and will be explained in Chapter 3.

MAC address: A0-12-33-BC-2D-22 MAC address: A1-13-34-BC-3D-33
IP address: 192.168.1.4 [P address: 192.168.1.1

MAC address: A3-14-36-BC-5D-55 MAC address: A2-13-35-BC-4D-44
IP address: 192.168.1.3 IP address: 192.168.1.2

Figure 1.23 Pairing of MAC and IP addresses.

It is natural to raise a question of why a host needs the pairing of an MAC and an IP.
A rather simple answer is that MAC is for intra-networking and IP is for inter-



networking. In other words, within a subnetwork, the MAC address of a destination
host 1s all it takes in delivering a message from a source station. When a packet has to
cross multiple subnetworks (for inter-networking) before reaching the ultimate
destination, its IP address needs to be continuously referenced by the router(s) on the
way. The somewhat complex logic behind the concurrent usage of both addressing
systems is explained in Chapters 2 and 3.

Exercise 1.9

1. Search the MAC and IP addresses of your smartphone. It might have two
MAC:s: one for WiFi and the other for Bluetooth.

2. Smartphones come with a unique International Mobile Equipment Identifier
(IMEI). Search the IMEI of your smartphone. What is it and how is it different
from the MAC/IP address? What can you do with the IMEI in protecting the
device? (Search the Internet for answers.)

3. Find out the MAC and IP addresses of your computer by typing ipconfig/all for
Windows and ifconfig for Linux/Unix at the command prompt.

v CAWINDOWS\system32\command.com

Crsripeonfig ~all
Windows IP Configuration

Host Hame

Primary Dns

Hode Tuype

IP Routing Emabled. . . . . . . .
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Dezcription : Broadcom Het¥treme Gigabhit Ethernet
P i Ba-EA-E8-7D-88-Bn

rnet adapter Wireless Hetwork Connection:

Connection—specific DHE Suffix B
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Figure 1.24 TP configuration of a host station (MS Windows).

As shown in Figure 1.24, today’s computers are generally equipped with two MAC
addresses, one for Ethernet NIC and the other for WiFi NIC. At one point, only the
MAC address in usage is associated with the host’s IP address. On the basis of Figure
1.24, answer the following questions:



What is the computer’s current IP address?

How many NICs and MAC addresses the host station has?

What are their MAC addresses and why there is more than one MAC address?
Who are the manufacturers of the NICs?

It shows that the WiFi LAN’s MAC address is bound to the IP address
192.128.1.2. What does that mean?

o a0 TP

Other items shown in Figure 1.24 including auto-configuration, subnet masks, default
gateway, DHCP servers, and DNS servers are explained throughout the book.

Chapter Summary

e A computer network is made up of various hardware and software components
including hosts, intermediary devices, network links (or communication links),
applications, data (or messages), and network protocols.

e Data communications between network nodes are primarily in the forms of
unicasting, broadcasting, and multicasting.

e Data flows between two network nodes can be simplex (i.e., one-way only), half-
duplex (i.e., two ways but one way at a time), and full-duplex (i.e., two ways
concurrently).

e Network topology refers to the layout of network nodes and links, a design
approach utilized to interconnect intermediary devices and hosts. Among the
different topologies are point-to-point, bus, star (or hub-and-spoke), ring, mesh,
and tree (or hierarchy).

e Computer networks are generally classified into four types in terms of their
coverage scope: PANs, LANs, MANs, and WANS.

e The subnetwork is a network segment formed when intermediary devices
including hubs, bridges, wireless access points, and switches interconnect host
computers. The router is used to tie different subnetworks to form an internet.

e The primary dimensions of network performance include capacity (or speed),
delay (or latency), and reliability. As related, QoS represents a network’s ability
in guaranteeing such performance.

e Three different numbering systems (i.e., binary, decimal, and hexadecimal) are
used in networking, and a particular numbering system is preferred over the
others depending on the usage context.

e Network nodes transport data relying on standardized address information, and
MAC and IP addresses are used concurrently.
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binary

bits per second (bps)
Bluetooth

broadcasting

bus topology

campus network
capacity

channel capacity
circuit switching
client-server computing
command-line interface
data rate

decimal

delay

duplex

end device

end station

end system

enterprise network
full-duplex
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hub-and-spoke topology
ifconfig

intermediary device
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Internet of Things (IoT)
inter-networking
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IP address

ipconfig

IPv4
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latency
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message

metropolitan area network (MAN)
multicasting

near-field communication (NFC)
network

network interface card (NIC)
network link

network node

networking device
organizationally unique identifier (OUI)
peer-to-peer computing
permanent (or static) address
personal area network (PAN)
physical address

point-to-point topology
protocol

quality of service (QoS)
random access memory (RAM)
read only memory (ROM)
reliability

ring topology

semantic rule

simplex

star topology

subnetwork (subnet)

syntactic rule

temporary (or dynamic) address
throughput

topology

tree topology

trunk link

unicasting

wide area network (WAN)
WiFi

WiFi Direct

wireless NIC (WNIC)

Zigbee

Chapter Review Questions



. The represents the layout of network nodes and links.
network node

network domain

network topology

network architecture

. network blueprint

: Choose an ACCURATE statement regarding the relationship between hosts,
intermediary devices, and network nodes.

Hosts are intermediary devices.

Hosts are also called networking devices.

Intermediary devices include network nodes and hosts.
An intermediary device is either a network node or a host.
. Network nodes include intermediary devices and hosts.

: Wthh topology is used widely when network redundancy is important to prepare
for node or link failures?

A. point-to-point
B. partial mesh
C. star

D. bus

E. hub-and-spoke
. Star topology is also known as
A. ring

B. partial mesh
C. full mesh

D. bus

E. hub-and-spoke

MU AW

- mO 0w

. Which 1s an access link?

router—router link

switch—switch link

switch—router link

web server—switch link

hub—switch link

. The organizationally unique identifier (OUI) is an element of
A. MAC addresses

B. public addresses

C. IP addresses

D. global addresses

E. local addresses

. The throughput of a network

A. represents the speed guaranteed by a service provider.
B. describes the strength of a signal.

MmO 0w



10.

11.

12.

13.

C.
D.
E.
. Messages (or data) are produced and exchanged according to meticulously

is interchangeably used with rated speed.
represents the maximum capacity of its cabling.
represents its actual speed.

defined rules of communication. These rules are implemented in

A.
B.
C.
D.

E.

protocols
messages
network links
applications
data

Choose an INCORRECT statement regarding the network link.

Saow>

E.

Copper wires and optical fibers are popular wired media these days.
Network links are divided into access and trunk links.
Creating a computer network needs to have at least one trunk link.

The access link provides connectivity between a host and an intermediary
device.

The trunk link interconnects intermediary devices.

The campus network is a type of

mo 0w

local area network
metropolitan area network
personal area network
wide area network

. wireless network

What is the binary correspondence of hex digits “B3017?

mo 0w

1110001100000001
1011001100000001
1001001100010001
1011001100101001
1011001100100101

Select an ACCURATE statement on network addressing.

>

monw

MAC addresses of a university’s PCs are the same in their first six hex
digits.

The primary usage of the MAC address is for inter-networking.

The IPv4 address is longer in its length than the MAC address.

An IP address should be permanently assigned to a host station.

. A host station should have an MAC and an IP address for networking.

Wthh is TRUE regarding the MAC address?

A.
B.

It is a permanent address.
It is stored in a computer’s RAM in eight hex digits.

C. Itis dynamically provided by a designated server to requesting stations.
D. Itis determined by a computer’s operating system.



14.

15.

16.

17.

18.

19.

20.

E. Two computers can own the same MAC address.
Which three terms are used interchangeably as metrics of network performance?
A. channel capacity, bandwidth, throughput
B. channel capacity, throughput, flow
C. reliability, accuracy, availability
D. channel capacity, bandwidth, rated speed
E. reliability, accuracy, latency
When the nearby laptop, wireless mouse and keyboard, smart phone, and digital
camera exchange data, a standard 1s used:
A. WAN (wide area network)
B. PAN (personal area network)
C. NFC (near-field communication)
D. LAN (local area network)
E. MAN (metropolitan area network)
Which is a legitimate MAC address?
ab-01-cd-ef-23-45
ab-01-cd-ef-23-4
ab-01-cd-ef-23
ab-01-cd-ef-2
ab-01-cd-ef
Switches within a network are interconnected by
A. access links
B. peer-to-peer links
C. trunk links
D. channel links
E. internet links
Network nodes include
A. intra-networking and inter-networking devices
B. intermediary devices and end stations
C. intermediary devices and network links
D. intermediary devices and networking devices
E. end devices and network links
Which is NOT NECESSARILY an accurate description of the intermediary
device?
A. It has at least one built-in network card.
B. It also becomes a network node.
C. It always operates in the full-duplex mode.
D. It relies on network addressing to exchange data.
E. It operates for either intra-networking or inter-networking.
Which is a right sequence of data rate metrics from the smallest to the largest?
A. Kbps—Mbps—Pbps—Gbps—Tbps

moaw>



21.

22.

23.

24.

25.

B. Tbps—Pbps—Kbps—Mbps—Gbps
C. Kbps—Gbps—Mbps—Tbps—Pbps
D. Kbps—Mbps—Gbps—Tbps—Pbps
E. Kbps—Mbps—Gbps—Pbps—Tbps
There are many websites that offer audio or video streaming of TV programs and

movies over the Internet. These services generally rely on the
technology.

A. unicasting
B. anycasting
C. multicasting
D. broadcasting
E. dualcasting
The three main sources of network latency (or delay) include
A. propagation delay, delay at hosts, and delay of server processing.
B. propagation delay, delay at hosts, and delay at intermediary devices.
C. delay at intermediary devices, delay at hosts, and delay of client processing.
D. delay of application processing, propagation delay, and delay at hosts.
E. delay of server processing, delay at intermediary devices, and delay at hosts.
The primary dimensions of network performance include
A. delay, cost, and reliability
B. capacity, reliability, and accessibility
C. capacity, reliability, and cost
D. delay, capacity, and reliability
E. reliability, delay, and accessibility
The following message is produced by the web browser according to the

“GET/HTTP/1.1

Host: www.google.com”
semantic rule

lexicon rule

syntactic rule
message rule

. link rule

m o0 w>

Which statement CORRECTLY describes network topology?

Tree: All network nodes are either a hub or a spoke.

Bus: All network nodes are directly connected.

Hierarchy: Host stations are linked to a main transmission line.

Star: All locations connect to a central site, and thus the network is
susceptible to a single point of failure.

Full mesh: It is a cost-effective approach in creating a highly reliable
network with redundancy.

Sow>
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2 Architectures and Standards

2.1 Introduction

This chapter explains network architecture, layers, standard and protocol, and their
relationships. These concepts are highly abstract and can pose a considerable challenge
to comprehension. Nonetheless, they are fundamental to computer networking and
hence have been introduced in the early part of this book. You are encouraged to go
through an entire chapter several times to get a better grasp of the concepts and their
relationships.

First of all, communications between network nodes demand the precise execution
of a number of predefined functions (or activities). If just one of the functions is not
properly performed, nodes will either misunderstand or be unable to understand each
other. These functions can be grouped by their similarities. The standard architecture
in computer networking is a multilayered framework (also known as a reference
model) that broadly defines primary networking-related functions to be performed in
each layer.

On the conceptual basis of general layer functions to be conducted within a standard
architecture, specific operational standards (many of which are protocols) are
introduced in each layer to undertake networking-related functions. The layered
framework of a standard architecture offers distinct benefits; especially, changes of a
particular software or hardware standard within a layer can be made independently of
standards in other layers.

Given the general, high-level introduction of relationships among the standard
architecture, layers, and standards (including protocols), the main objectives of this
chapter are to understand the following:

e Transmission Control Protocol (TCP)/Internet Protocol (IP) and Open Systems
Interconnection (OSI) standard architectures

¢ Different types of the protocol data unit (PDU)
e The encapsulation and de-encapsulation process of PDUs
e Primary functions of application, transport, internet, data link, and physical layers
e Key standards (including protocols) of each layer
e Explanation of key networking protocols including:
e [P and Internet Control Message Protocol (ICMP) at the Internet layer
e TCP and User Datagram Protocol (UDP) at the transport layer
e A host’s software/hardware components that implement the layer functions

2.2 TCP/IP versus OSI



2.2.1 Standard Architecture

TCP/IP and OSI are two dominant standard architectures. The TCP/IP model was
introduced for the Internet. The Internet Engineering Task Force (IETF) is responsible
for crafting the TCP/IP architecture and its standards. IETF, as an international
community of network designers, operators, vendors, and researchers, maintain a
number of working groups that develop Requests for comments (RFCs), the document
of a particular TCP/IP-related project. Some RFCs become official TCP/IP standards
after going through maturation stages and final ratifications by IETF. The list of
working groups and RFCs is available on the IETF’s website (i.e., www.IETF.org).

OSI is another reference model from the [International Organization for
Standardization (ISO), an international standard-setting body being represented by
many national standard organizations including the American National Standards
Institute (ANSI) from the United States. Both TCP/IP and OSI models define network
functions in terms of two slightly different multilayer structures in which TCP/IP
defines four functional layers and OSI has seven layers (see Table 2.1). OSI further
divides TCP/IP’s application layer functions into those of application, presentation,
and session layers. Also, you can observe that OSI separates the TCP/IP’s subnet layer
into data link and physical layers.

In practice, standards introduced for OSI and TCP/IP complement each other rather
than compete. The popular standards of the application, transport, and Internet (or
network) layers are from TCP/IP, and OSI standards dominate the data link and
physical layers. As a result, the five-layer hybrid architecture composed of application,
transport, internet, data link, and physical layers is widely used by practitioners. The
hybrid structure also becomes the basis of my explanations throughout this book.

Table 2.1 TCP/IP and OSI Layers

TCP/IP OSI Hybrid Layer Key Tasks
. . C Application to

Application Application Application 5 application
Presentation Communications
Session

Transport Transport  Transport 4 End-to-end

connectivity

Internet Network Internet 3 Inter-networking

Network  Access (or Data link Data link 2 Intra-networking

Subnet)

Signal generation and
delivery

[E—

Physical Physical

The primary layer functions are listed in Table 2.1:
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e Application layer: Handles application-to-application communications (e.g., web
browser and web server programs, email client and server programs)

e Transport layer: Performs end-to-end (or host-to-host) handshaking and
maintains its reliability

e [nternet layer: Conducts inter-networking across subnetworks

e Data link layer: Undertakes intra-networking within a subnetwork

e Physical layer: Physically transports data/messages between network nodes

For necessary inter- and intra-networking, each node (i.e., host and intermediary
device) conducts many different layer functions internally. Whereas, each host (e.g.,
PC, server, smartphone) implements all five layers internally, intermediary devices
generally perform only a subset of five layers, as their primary mission is to move data
between hosts. For example, traditional switches conduct data link and physical layer
activities, and routers mostly undertake internet, data link, and physical layer tasks (for
more details, see Chapter 3).

2.2.2 Standard and Protocol

As said, each layer defines networking functions (or activities) to be performed, and
these functions are formalized as sfandards. Certain layers (i.e., application and
physical layers) have a lot more standards than other layers (i.e., internet and transport
layers). Some of the well-known standards in each layer are listed in Table 2.2, and
they are explained throughout the book. The standards are implemented in the form of
software or hardware.

Table 2.2 Select Standards in Each Layer

Application SMTP (Simple Mail Transfer
Protocol)

HTTP  (Hypertext  Transfer
Protocol)

DNS (Domain Name System)

DHCP (Dynamic Host
Configuration Protocol)

Transport TCP  (Transmission Control
Protocol)

UDP (User Datagram Protocol)
Internet [P (Internet Protocol)

ICMP (Internet Control Message
Protocol)

Data link LAN standards (e.g., Ethernet,



WiFi)
WAN/MAN  standards (e.g.,
Frame Relay, Carrier-Ethernet)

Physical Cabling standards (e.g., twisted
pair, optical fiber)

Port/interface standards (e.g., Transmission technology standards
RJ-45, serial port, parallel port)  (e.g., modulation, multiplexing)

As a subset of standards, there are many protocols that are implemented in
software. Each protocol contains a number of detailed communication rules to be
followed by network nodes to exchange data (refer to Section 1.2.6 in Chapter 1 for
syntactic and semantic rules). The Hypertext Transfer Protocol (HTTP) in the
application layer, TCP in the transport layer, and IP in the Internet layer are among the
well-known protocols. The physical layer includes numerous hardware-related
standards (see Table 2.2), but they are not called protocols.

2.2.3 Protocol Data Unit

As stated, the host computer should perform all layer functions. The layers, except the
physical layer, produce discrete message units called Protocol Data Units when two
hosts communicate. The PDU is a selective combination of data, header, and/or trailer
fields. The data field (frequently called payload) is where the user data such as email,
voice, or video are placed. To transport the user data, additional overhead information
should be included in the header and/or trailer.

A protocol (e.g., HTTP, TCP, IP) running on a layer produces PDUs in one of three
different formats (see Figure 2.1):

1. PDUs with a header, a data field, and a trailer
2. PDUs with a header and a data field only
3. PDUs with a header only

'l'railer—\ Data Header
(Ex) Ethernet frame
Data Header—
(Ex) IP packet
Header

(Ex) TCP handshaking message

Figure 2.1 Three formats of PDUs.



The header and trailer added before and after the data field are further divided into
several subfields to include required information (e.g., source and destination
addresses).

There are application layer PDUs, transport layer PDUs, internet layer PDUs, and
data link layer PDUs. Each layer’s PDU has a distinctive name: segment/datagram,
packet, and frame, respectively (see Table 2.5). The application layer PDU, however,
does not have a designated name, and thus we can just call it APDU.

In terms of the relationship between the PDUs, once an APDU containing user data
(e.g., email) is created on the application layer, this triggers successive formation of a
segment (or datagram), a packet, and a frame. Then, the frame that is still in the form
of Os and 1s is turned into a signal form (e.g., electronic, radio, or light signal) by a
physical layer device for transmission. When the signal arrives at the destination host,
there will be a reverse process [i.e., signal — frame — packet — segment (or
datagram) — APDU]. This layer processing that enables exchange of application data
between hosts is demonstrated in Figure 2.3 in terms of encapsulation and de-
encapsulation (for more details, see Section 2.4).

In the meantime, Chapter 1 briefly introduced only the packet concept, the internet
layer PDU, and you may wonder why. In a nutshell, the ultimate goal of computer
networking is effective and reliable delivery of packets between hosts (end stations).
The reason for this will be shown in the next section.

2.3 Layer Functions: An Analogy

Key layer functions are explained in this section. Comprehending primary
responsibilities of each layer poses a considerable challenge when a student is exposed
to this concept for the first time. To make it somewhat easier to visualize the role of
each layer, let’s use a real-life scenario in which a business letter (an analogy of the
application PDU or APDU) is exchanged between Jayne and Brian living in two
distant cities (see Figure 2.2).

Assume that the following will take place sequentially:

1. Jayne writes a business letter in English.

2. Before mailing it, Jayne calls Brian to say that the business letter is going to be
mailed and to ask Brian for a return call for its acknowledgment. Brian agrees to
confirm the receipt.

3. The letter is sealed in an envelope with Jayne’s and Brian’s mailing addresses and
placed in a mailbox.

4. Jayne’s mail is transported to a local post office by a mailman’s vehicle. At the
local office, the mail is sorted out according to its destination address and shipped
to a regional post office by a bigger postal truck. The same sorting is repeated a
few times before the mail reaches the destination’s local post office.

5. At the local post office, a carrier delivers Jayne’s mail to Brian in a delivery
vehicle.



In that scenario, there is equivalence between the delivery process of Jayne’s mail and
that of IP packets:

Jayne n office @3 :

Regional
Local post post office Local post
£ office

===

|

Mail = IP packet

- Mail (IP packet) Mail delivery -
— forwarding decision method =

{internet layer) (data link layer)

|

" J Ethernet PPP Frame relay

(subnet) k1 {subnet) R2 (subnet) R3 (subnet)

Source Destination

host

host

Figure 2.2 A real-life analogy of layer functions.

1.

2.

The business letter written by Jayne = Application layer function (i.e., writing an
email)

Jayne calls to Brian to notify the mail and Brian’s acknowledgment of its receipt
= Transport layer function (i.e., handshaking and acknowledgment)

Enveloping the letter with mailing addresses = Internet layer function (i.e., IP
packet creation)

Sorting Jayne’s mail by post offices = Internet layer function (i.e., I[P packet
routing decisions)

Mail transportation by a “vehicle” between two locations = Data link layer
function (i.e., actual delivery of IP packets)

Basically, the ultimate goal of a computer network is to safely deliver IP packets
between communicating hosts. Again, always remember that modern computer
networks exist to exchange IP packets (e.g., the “envelope” containing Jayne’s letter)
between hosts. Then, data link layer technologies (e.g., Ethernet, WiFi) are merely
different transportation mechanisms (e.g., trucks, airplanes) used to deliver IP packets.

Going back to the difference between intra- and inter-networking, intra-networking
represents the delivery process of IP packets by a data link layer technology within a
subnetwork boundary (Step 5 above). Meanwhile, construction of IP packets and their
routing across subnetworks (Steps 3 and 4 above) are key inter-networking activities.
Pay close attention to the details of Figure 2.2 that entail much information.



2.4 Layer Processing

As stated, each layer—except for the physical layer—produces its own PDUs, and
each of them is passed on to either upper or lower layer to become another PDU. For
this, neighboring layers and their standards should work together to successfully
transport data. Passing PDUs between two neighboring layers results in continuous
repetition of encapsulation and de-encapsulation, as shown in Figure 2.3. Whenever
encapsulation is performed on a PDU coming down from an upper layer, a new PDU
is created (e.g., a packet becomes a frame). Whenever de-encapsulation is performed
on a PDU coming up from a lower layer, a new PDU is created (e.g., a frame becomes
a packet).

As said, the production of an APDU triggers successive generation of the transport,
internet, and data link layer PDUs. Figure 2.3 illustrates a scenario in which a request
message is produced by a source host’s web browser and processed through the layers
to ultimately reach its target web server program of the destination host:

Encapsulation :
P Protocol data units

process
ﬁppli{:ati{}nt HTTP msg HTTP PDU
- Transport HTTP msg | TCP-H TCP segment
Internet HTTP msg | TCP-H | IP-H IP packet
Data link Ether-T | HTTP msg | TCP-H | IP-H [Ether-H| Ethernet frame
~ Physical
Client
De-encapsulation
Protocol data units process
HTTP PDU HTTP msg | [Application
TCP segment HTTP msg | TCP-H Transport
IP packet HTTP msg | TCP-H | IP-H __Int&_rlile!:_
Ethernet frame Ether-T | HTTP msg | TCP-H | IP-H | Ether-H Data link
Physical

Server

Figure 2.3 PDU encapsulation/de-encapsulation.

1. Application layer: The HTTP request (as an APDU) is produced in the



application layer. The APDU is, then, passed down to the transport layer.

2. Transport layer: For encapsulation, a TCP header is added to the APDU, and the
new entity becomes another PDU (as a segment). The TCP segment, then, is
moved to the internet layer.

3. Internet layer: The TCP segment is added by an IP header as another form of
encapsulation, resulting in a new PDU (as an IP packet). The packet is then
handed over to the data link layer.

4. Data link layer: The IP packet becomes a data link PDU (as a frame), when a data
link header and a trailer are added before and after the packet as another
encapsulation process. Unlike the upper-layer PDUs that have only a header, data
link frames generally have both a header and a trailer. This is because data link is
the last layer that creates PDUs before their release by the physical layer, and
thus, the PDUs need boundary indicators.

5. Physical layer: The frame (still in the form of Os and 1s) coming down from the
data link layer is encoded into an electronic, light, or radio signal and released to
a wireless or wired network for propagation.

Once the data arrive at a destination host, a reverse, de-encapsulation process takes
place in which the header and/or the trailer in each layer’s PDU are removed and the
remaining portion (i.e., payload) is pushed up to the next upper layer. As a result of the
repeated de-encapsulation, the web server program running on the application layer
receives only the browser’s original request message (i.e., APDU) and processes it.

With that understanding of the overall layer processing, the primary functions of
each layer are further explained starting from the application layer.

2.5 Application Layer (Layer 5)

In this layer, following the user input (e.g., a mouse click), the client and server
programs installed on host computers exchange data using a built-in communication
protocol. For example, Simple Mail Transfer Protocol (SMTP) is a popular protocol to
exchange emails between the client (e.g., MS Outlook) and server (e.g., MS Exchange)
applications. As another example, web browsers (e.g., Firefox, Chrome) are client
programs and communicate with web server programs (e.g., Microsoft IIS, Apache)
through the HTTP or HTTPS protocol to download web pages.

2.5.1 HTTP Demonstration

Here is a simple demonstration of the browser—web server communication based on
HTTP. When a web surfer enters http://www.sdsu.edu on a browser, it uses HTTP to
produce an application PDU similar to the following:

Browser request:



http://www.sdsu.edu

GET/HTTP/1.1
Host: www.sdsu.edu

**%* The rest is omitted ****

“GET” is a keyword for file request. “HTTP/1.1” represents an HTTP version the
browser wants to use to correspond with the www.sdsu.edu server program. On
receiving the browser request, the web server returns an HTTP response (as a PDU)
that contains data (e.g., text, image) and a header similar to:

Server response:
HTTP/1.1-200-OK
Date:-Mon,-30-May-2016-21:41:33-GMT
Server:- Apache/2.4-(Unix)
Content-Length: 88

Content-Type: text/html

**%%* The rest 1s omitted ****

As can be seen, the response’s header part contains such information as date, server
program (e.g., Apache), and content type (e.g., text, image). The header is followed by
the data field (e.g., image) requested by the browser. Figure 2.7 is an actual web page
composed of several text and image files.

2.5.2 Select Application Layer Protocols

Numerous application layer protocols have been in use, and Table 2.3 lists a small
fraction of them. There are important application layer protocols [especially, Dynamic
Host Control Protocol (DHCP) and Domain Name System (DNS)] that are not tied to a
particular user program but perform functions fundamental to a host machine. DHCP
1s a standard protocol that dynamically allocates IP addresses to requesting hosts. DNS
is a protocol that provides mapping between host names (e.g., www.michigan.edu) and
their IP addresses. More details of DHCP and DNS are provided in Chapter 10.

Exercise 2.1

You can observe HTTP request/response messages through a viewer site such as
http://www.rexswain.com/httpview.html  or a viewer program such as
http://www.httpwatch.com. From http://www.rexswain.com/httpview.html, access a
website of your choice and answer the following questions:

Table 2.3 Select Application Layer Protocols


http://www.sdsu.edu
http://www.sdsu.edu
http://www.michigan.edu
http://www.rexswain.com/httpview.html
http://www.httpwatch.com
http://www.rexswain.com/httpview.html

Types

User application

oriented

Applications Programs Standard Protocols Embedded
Email SMTP (Simple Mail Transfer
Protocol)
POP3 (Post Office Protocol 3)
Conferencing IRC (Internet Relay Chat)
Remote file transfer FTP (File Transfer Protocol)
Remote access SSH (Telnet, Secure Shell)
World Wide Web HTTP  (Hypertext Transfer
Protocol)

SNMP (Simple Network

Network management
W & Management Protocol)

Voice over IP (e.g., Internet

calls) H.323

Common service Mapping between [P address

oriented

and host name DNS (Domain Name System)

Provision of temporary [P DHCP (Dynamic Host
addresses Configuration Protocol)

1. What are information items included in the request header?
2. As for the server response:

a.

b.

= 5 0R -0 0

The response message is divided into two parts of —— and

What does the value 200 included in the first line mean? (Search the
Internet.)

What version of HTTP is used by both the browser and the server?
What is the name of the web server program?

What operating system is running on the web server machine?
What is the total size (in bytes) of the response message?

What is the size (in bytes) of the message header?

What is the size (in bytes) of the content (data)?

What is the content type?

2.6 Transport Layer (Layer 4)

Once a PDU comes down from the application layer, the transport layer immediately
begins working to create its own PDU based on the APDU to perform predefined
tasks. Broadly speaking, the primary responsibility of this layer is to establish a



“logical” end-to-end connection (or handshaking) between two hosts and maintain the
“reliability” of data exchange between them “when necessary”. As related, this layer is
in charge of three functions:

1. Provision of data integrity
2. Session management
3. Port management

TCP and UDP implement the functions. TCP is responsible for (1) and (2), and (3) is
performed by both TCP and UDP.

2.6.1 Provision of Data Integrity

The transport layer is responsible for maintaining the integrity of APDU exchanged
between end stations, and this is achieved by two different mechanisms available
through TCP: error control and flow control.

2.6.1.1 Error Control

The error control is intended to detect and correct transmission errors (e.g., change or
loss of data). TCP utilizes an acknowledgment for error control (see Figure 2.4). To
that end, a host station that receives an error-free APDU returns an acknowledgment to
its sender. If there is no acknowledgment from the destination host, the source host
retransmits the APDU presuming that there has been a transmission error. Although
the actual mechanism of the acknowledgment-based error control is more complex, the
details are beyond the scope of this book.

Source port #(16) Destination port #(16)

Sequence number (32 bits)
Acknowledge number (32 bits)

Hdr len (4) Reserved (6) Flags (6) Window size (16)
TCP checksum (16) Urgent pointer (16)
Options (if any) PAD

Application PDU

Figure 2.4 TCP segment. Note: Each row represents 32 bits. As shown in Figure 2.1,
field information is transmitted sequentially. The multi-layer display is
simply due to limited space.

2.6.1.2 Flow Control

The flow control is used to regulate the transmission speed between two engaging
hosts with different processing capacities so that one party is not overwhelmed by the
other’s transmission onslaught. The key mechanism of flow control is through the



Window size field (see Figure 2.4), in which one party basically tells the other party up
to how many bytes (or octets) of data can be sent without receiving an
acknowledgment.

The Window size shrinks whenever a party releases data, and if it reaches 0, then
the sender should halt transmissions until an acknowledgment from the receiver node
returns. The acknowledgment results in the expansion of the Window size, which
allows the sender host to resume data transmissions. You can tell that the receiver host
can intentionally hold the acknowledgment to slow down data flows.

2.6.1.3 TCP and Data Integrity

TCP mandates both error control and flow control between two hosts, and thus it is
ideal for user applications that need to exchange large files reliably. Among the
application layer protocols that rely on TCP are SMTP, file transfer protocol (FTP),
and HTTP. TCP is, therefore, called a reliable protocol as it makes use of the
acknowledgment to improve dependability of communications between hosts.
Achieving such reliability, however, incurs significant overhead because of (1) the
process burden for end hosts to produce acknowledgments and (2) the additional
consumption of network capacity to deliver them.

As previously stated, the PDU formed by TCP is called a segment. Figure 2.4
displays the segment’s header fields. A segment is born when an APDU comes down
to the transport layer and is appended by a TCP header. For this, the APDU is placed
in the data (or payload) field of the resulting segment, a data encapsulation process.

Unlike the ordinary segment that has both a header and a data field, there 1s also a
segment that contains only an acknowledgment. That segment has a header but no data
field as the acknowledgment information is contained in the header (see Figures 2.1
and 2.4).

The following are brief descriptions of the TCP header fields:

e Source port and destination port indicate the sending and receiving applications
of data contained in a segment, respectively.

e Sequence number is a unique identifier assigned to a segment to be transported.
When multiple segments are released by a sending host, the receiving host
recognizes their correct sequence based on the numbering information.

o Acknowledgment number is used to acknowledge one or more segments received.

e Window size is for flow control.

e Flags are for additional control functions, such as, session establishment (or
handshaking) and session termination.

o Checksum 1is for detecting a possible transmission error within a segment (i.e.,
error detection).

2.6.1.4 UDP and Data Integrity

UDP is another transport layer protocol, which is an alternative to TCP. The main



concern of UDP is that it does not maintain the integrity and reliability of application
layer data as TCP does. Therefore, UDP is an unreliable protocol that does not
perform flow control and error control. Figure 2.5 demonstrates simplicity of the UDP
PDU (called datagram) and its header structure.

Because of the absence of reliability features, UDP significantly reduces the
workload of source and destination hosts, and also does not burden the network with
acknowledgment traffic. This simplicity and efficiency makes UDP an ideal transport
protocol for real-time data produced by such applications as voice over IP (VolP),
video conferencing, online gaming, and multimedia streaming. These applications
cannot afford delays resulting from TCP’s handshaking and acknowledgment
overhead. For them, avoiding latency is more important than ensuring integrity of
exchanged data. Besides, some application protocols such as DNS and DHCP rely on
UDP in delivering their messages as error control and flow control are not essential to
them.

Just as UDP, most protocols in other layers (e.g., I[P, HTTP) are unreliable, as they
have no built-in procedure to perform the detection and correction of transmission
errors by themselves. This is fine because, even if transmission errors (e.g., dropped IP
packets) occur in other layers, TCP in the transport layer can find and fix them. But
UDP does not.

Source port (16 bits) Destination port (16 bits)
Length (16 bits) Checksum (16 bits)
Data (application PDU)

Figure 2.5 UDP datagram.

2.6.2 Session Management

2.6.2.1 Session versus No Session

When two hosts try to exchange application layer data over a network, two different
options exist depending on the application type:

e Handshaking (for session establishment) should be done between the two hosts
prior to data exchange. It represents a mutual agreement to exchange data.

e Alternatively, the source host can simply dispatch the data to the destination host
without handshaking. In this mode, there is no need for the source to seek an
approval (or agreement) from its counterpart before releasing the data.

When handshaking is needed between two hosts, TCP is used. As it establishes a
session through handshaking before exchanging application data, TCP becomes a
connection-oriented protocol. Meanwhile, UDP is a connectionless protocol as
application layer data relying on UDP are transmitted without having a formal
handshaking process between hosts. In summary, TCP is a connection-oriented and



reliable protocol, whereas UDP is a connectionless and unreliable protocol.

2.6.2.2 Session Management by TCP

For session management, the TCP header’s Flags field (see Figure 2.4) includes SYN,
ACK, and FIN bits: SYN for initial handshaking, ACK for acknowledgment, and FIN
for termination of a session. By setting each of the three field bits either 0 or 1, two
hosts can convey their intentions. For example, a source host sets SYN = 1 when it
wants handshaking (or session establishment) with a target host. The ACK bit is used
only for session management (e.g., handshaking, session termination), and thus should
not be confused with the TCP header’s Acknowledge Number field that is to confirm
the arrival of application data.

Figure 2.6 demonstrates that exchanging application data between two hosts based
on TCP is composed of the following:

1. Session establishment through three-way handshaking: SYN — SYN + ACK —
ACK
2. Exchange of application layer data (e.g., web pages)

3. Session termination through four-way correspondence: FIN — ACK — FIN —
ACK

Client

May be

combined

in one
message

Figure 2.6 Session establishment and termination.
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2.6.2.3 TCP Session in Real Setting

To better relate the session management shown in Figure 2.6, a university web page is
demonstrated in Figure 2.7. It shows that to display the web page on a browser, it has
to download several objects including the main text page and several JPEG and GIF
image files. To download an object, one TCP session is established. During a TCP
session, just one TCP segment is enough to transport a target object. Sometimes, if the
object is oversized, it is fragmented and delivered using multiple TCP segments (e.g.,
object 2 in Figure 2.7).

There are four image files in Figure 2.7, and so their downloading takes at least four
different TCP sessions. Although the TCP sessions are established in parallel to load
the web page faster, it is not difficult to see that there is a considerable overhead to be
able to see just one web page. Because of the large TCP overhead on HTTP1.1, the
new standard HTTP2.0 is designed to use one TCP session to download all files
needed to construct a web page.

2.6.2.4 Additional Notes

Many application layer protocols (e.g., HTTP, SMTP) require TCP-enabled
handshaking at the transport layer. Once a logical connection (or session) is
established through TCP handshaking, two hosts start to exchange application data
(e.g., web pages, emails). Handshaking is not a guaranteed process, though. For
example, when a server host is too tied up with handling existing sessions, it may not
accept additional handshaking requests or it may take too long to respond. The failure
of handshaking results in the display of such error message as shown in Figure 2.8.
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Figure 2.7 Objects of a web page and TCP sessions. (From www.sdsu.edu.)
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Figure 2.8 Notification of failed TCP handshaking.

2.6.3 Port Management

Another important transport layer function is port management. (Be careful, the port
here has nothing to do with the physical switch or router port.) TCP and UDP identify
an “application” through its unique 16-bit port number that is in the range from 0
through 65535 (see Figures 2.4 and 2.5). For example, when a TCP segment arriving
at a host carries 80 in its destination port field, it is forwarded to the host’s HTTP


http://www.sdsu.edu

server application (see Table 2.4).

Table 2.4 Well-Known Server Ports

Protocols Function Server Port
Telnet Remote access 23
FTP File transfer 20, 21
SMTP Email transfer 25
DNS Domain name service 53
DHCP Dynamic IP address provision 67, 68
HTTP Web server access 80

HTTPS (HTTP over SSL) Secure web server access 443

2.6.3.1 Port Types and Ranges

Port numbers are divided into three groups: well-known, registered, and private ports.

e Well-known Ports (0 through 1023): They are mainly used to indicate standard
server application layer protocols. Table 2.4 lists some of the well-known server
ports.

e Registered Ports (1024 through 49151): These ports are intended to identify
proprietary applications, such as, MS SQL (1433) and MSN Messenger (1863).

e Private/Dynamic Ports (49152 through 65535): They are for ad hoc assignment of
a client (not server) port.

2.6.3.2 Source versus Destination Port

The source port and destination port fields (see Figures 2.4 and 2.5) indicate the
sender’s (e.g., HTTP web browser) and the receiver’s (e.g., HTTP web server)
applications, respectively. Generally, a client tries to connect to a server to obtain
available resources (e.g., web pages, databases, video files, emails), making the former
a source and the latter a destination. In doing so, the client host randomly chooses a
source port number, termed ephemeral port. Meanwhile, a well-known server port (see
Table 2.4) is used to identify the destination application. Subsequently, the same port
numbers will be reused throughout a session.

As for the ephemeral port number, although IETF recommends that it be chosen
from the private/dynamic port range, operating systems from different vendors are not
necessarily programmed to conform to the guidance, sometimes making a selection
from the registered port range.

Exercise 2.2



1. Find out the IP address of a particular web server using the nslookup command
(e.g., C:\>nslookup www.yahoo.com). Assume that the IP of www.yahoo.com 1is
11.22.33.44. Try  http://11.22.33.44 and  http://11.22.33.44:80  (or
www.yahoo.com:80). What happens?

2. What happens when you try http://11.22.33.44:70 (or www.yahoo.com:70) or
any port other than 80? Explain the result.

2.6.3.3 Socket

The IP packet arriving at a host station should be adequately handed over to the target
application. As an example, imagine that a person’s laptop is concurrently running
multiple user programs including Firefox (for HTTP web browsing), MS Outlook (for
SMTP email), and Skype (for VoIP). When an IP packet containing an email message
arrives at the laptop, how does it know that the email should be forwarded to MS
Outlook, not to Firefox or Skype?

It uses socket information that combines an IP address and a port number assigned
to an application. Therefore,

A socket = An IP address: A port number

By combining an IP address and a port number, a host can direct incoming data to a
right application. Figure 2.9 demonstrates a client socket (20.20.20.1:50000) and a
server socket (30.30.30.1:80). The port number is simply a critical information piece in
correctly forwarding data to a target program.

To be a little more specific, if TCP is used, a socket 1s assigned to “each session” of
an application to correctly forward exchanged data to a right session. This means that
an application can be associated with multiple sockets, each assigned to a particular
TCP session established. For example, referring back to Figure 2.7, the web page
results in at least four different TCP sessions and thus as many different combinations
of source and destination sockets.

Source - 20.20.20.1: 50000
Destination - 30.30.30.1:80

Web
browser - Web server
e
'Y “1
. Internet o
S S e S
20.20.20.1 - 30.30.30.1

Source - 30.30.30.1:80
Destination - 20.20.20.1: 50000

Figure 2.9 A demonstration of sockets.
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Exercise 2.3

Operating systems let computer users view the list of TCP sessions and sockets. For
example, the command C:\>netstat —n displays active TCP connections.

1. Figure 2.10 displays a partial screenshot of C:\>netstat —n after visiting a
particular website using a browser. The output has four columns: protocol,
source socket, destination socket, and status (e.g., established). Based only on
the screenshot information:

a.

oo o

f.

How many different sessions are established by visiting the particular
website?

How many different source sockets are used to establish the sessions?
What is the port range assigned to source sockets?

How many different destination sockets are shown in the sessions?
What is the server port used by the destination socket?

Find out the server name of 130.191.8.198 with the nslookup command.

2. Conduct the following activities:

a.

b.

Open up a web browser and a command line prompt concurrently.

In the browser’s URL, enter different websites of your choice, and then
observe the changes of session and socket information by issuing
C:\>netstat—n at the command prompt.

=+ Command Prompt =

ESTABLISHED
ESTABLISHED
ESTABLISHED

ESTABLISHED
ESTABLISHED
ESTABLISHED

Figure 2.10 TCP sessions and sockets.

2.7 Internet Layer (Layer 3)

On receiving a transport layer PDU (i.e., either TCP segment or UDP datagram), the
internet layer immediately undertakes its own duties. This layer conducts inter-
networking functions—creation of IP packets and their routing decisions from one
subnet to another subnet referring to their destination IP addresses. The routing of
packets, therefore, presumes that multiple delivery paths are available between the
source and destination hosts. To support inter-networking, the internet layer is
responsible for:

1. Creating IP packets and making their routing decisions



2. Performing other supervisory functions

2.7.1 Packet Creation and Routing Decision

The internet layer’s main responsibility is to develop IP packets containing application
data and route them to destinations over multiple subnetworks.

e Packet creation: Packets have a predefined structure including data (or payload)
and header fields as shown in Figure 2.11.

e Packet routing decision: Assuming the existence of several delivery paths
between the source and destination hosts of an IP packet, this layer makes its
forwarding decisions from one subnet to another subnet so that the packet can
ultimately reach the destination host.

2.7.1.1 Packet Creation

There are currently two versions of the IP standard: IPv4 and IPv6. Although IPv6
represents a significant enhancement over IPv4 in many aspects, the Internet is still
dominated by the IPv4 standard for packet construction and transportation (for more
details of IPv6, see Chapter 10). Figure 2.11 shows the packet structure of IPv4, which
is followed by a brief explanation of each header field.

Version a Header
?’Sll%r;] length Diff-serv (8 bits) Total length in octets (16 bits)
(=0100) | (4 pits)
Identification (16 bits) F]ags Fragment offset (13 bits)
(3 bits) 8

P lin the d
Time to live (8 bits) mtf?;{zl Eg l:-iti] 22 Header checksum (16 bits)

Source IP address (32 bits)
Destination IP address (32 bits)
Options (if any) | Padding
Data field

Figure 2.11 IPv4’s packet structure. Note: The header is 20 bytes in length excluding
Options and Padding, and the data (or payload) field can be significantly
longer (more than 65,000 bytes) than the header, although shown only as a
single row.

e Version 4 (always 0100): It says that IPv4 is used to create the packet.

e Header length (4 bits): It specifies header size.

e DiffServ (8 bits): It indicates priority or urgency of a packet, thus intended to
provide quality of network service (QoS).

e Total length in Octets (16 bits): It tells the size of an entire packet.

e Identification (16 bits): It identifies a fragment of an IP packet, if it is broken into
smaller pieces prior to their transportation. These days, the fragmentation of an IP



packet during the initial negotiation process is avoided by host nodes, and thus
usage of this field 1s limited.

e Time to live (TTL) (8 bits): As a counter, its value (e.g., 64) is set by the source
host’s operating system to indicate the maximum number of routers a packet can
pass through before reaching its destination host. Whenever a packet is forwarded
by a router, the router decreases the packet’s TTL value by 1. If the packet still
does not reach the destination network when the TTL counter becomes 0, it is
removed by a router to prevent it from being “lost” in the cyberspace.

e Protocol in the data field (8 bits): It specifies the type of PDU contained in an IP
packet’s data field. For example, ICMP =1, TCP = 6, and UDP = 17.

e Header Checksum (16 bits): This field is used for detecting an error in the header
(e.g., changed bits). Any IP packet with an error bit(s) in the header should be
removed, because it can affect network performance (e.g., confuse routers). The
recovery of the dropped packet is handled by the transport layer’s TCP.

e Source and destination IP addresses (32 bits each): The fields include 32-bit IP
address information necessary for packet forwarding.

2.7.1.2 Packet Routing Decision

The internet layer is also responsible for deciding a packet’s routing path over an
inter-network (including the Internet), thus inter-networking. For instance, in Figure
2.17, communications between PC1 and Serverl can be through either R1-R3 or R1-
R2-R3 route. When a packet from PCI1 takes the R1-R3 route to reach Serverl, the
R1’s next hop router becomes R3. The routing decision by a router is, therefore, all
about determining which next hop router should get an IP packet, so that it ultimately
reaches the destination host. The routing decision for an IP packet is, therefore, made
by each router along the way.

Bear in mind that the source and destination addresses of an IP packet stay
unchanged while it crosses subnetworks. For example, a packet issued by PC1 in
Figure 2.17 carries the source IP address of PC1 and the destination IP address of
Serverl, and the IP addresses remain the same during the end-to-end journey through
three (through R1-R3) or four (through R1-R2-R3) different subnetworks. This is
what makes IP addresses different from data link MAC addresses that remain
unchanged only within a subnetwork boundary.

For packet routing, a router maps the destination IP address of an arriving packet to
the routing table maintained in its memory, finds the best path toward the destination
network, and forwards the packet to the next hop router (for more details, see Chapter
6). For the transportation, the packet is encapsulated within a frame.

The use of a packet’s IP addresses to cross subnetworks (i.e., inter-networking) so
as to reach the target host is what differentiates routing from MAC address—driven
switching that moves a frame within the boundary of a subnetwork (i.e., intra-
networking).



2.7.2 Performing Supervisory Functions

The internet layer also conducts additional supervisory functions. The ICMP is the
protocol designed to exchange supervisory packets in this layer. There are many
different usages of ICMP including the diagnosis of connectivity between two network
nodes and reporting of transmission errors (e.g., target host unreachable) back to the
data source. ICMP produces its own PDU that is delivered to the destination node
within the IP packet’s data field to perform an intended task (see Figure 2.12).

Type, Code, and Checksum are three common fields included in all ICMP PDUs,
and what goes in the Others field rests on the Type field.

e The Type value indicates the supervisory function of a particular ICMP PDU.
Among the heavily used are 0 (echo reply), 3 (destination unreachable), and 8
(echo request).

e The Code value provides additional information regarding the Type value. For
example, if the Type value is 3 (destination unreachable), then the Code value
explains the reason.

e Checksum 1s an error detection code that is computed over the entire [CMP PDU.

Among the various supervisory functions (refer to www.iana.org), Ping and
Traceroute are well known.
Ping (Type value = 8 in Figure 2.12)

Data field: ICMP message

Type (8 bit) Code (8 bit) Checksum (16 bit) Others (varies)

Figure 2.12 The structure of an ICMP packet.

Ping (=echo request) 1s an important utility in testing and troubleshooting network
links and nodes. With it, a host station or router transmits echo requests to a target
node to check its availability and network connectivity. For example, entering
C:\>ping www.yahoo.com at the command prompt produces ping requests destined to
the Yahoo web server. If the Yahoo server is active and is configured to respond to the
echo request, it will reply with echo responses (Type value = 0). The response has two
meanings: (1) the server is up and running, and (2) the link between the two
communicating nodes works properly.

Although intermediary devices, especially routers, respond to pinging, most server
hosts are configured to ignore it these days out of cybersecurity concerns, such as,
denial-of-service attacks (see Chapter 11). Figure 2.13 is a demonstration in which the
Yahoo server (www.yahoo.com) is pinged four times from the author’s residence. The
following is a summary of key information elements shown in Figure 2.13:


http://www.iana.org
http://www.yahoo.com
http://www.yahoo.com

e 209.131.36.158: The yahoo server’s IP address.

e Bytes = 32: The ICMP packet is 32 bytes long.

e Time = 29 ms: The round-trip delay (latency) between the source and the
destination is 29 ms.

e TTL = 56: It means that the returning echo reply packets had a TTL field value of
56. If the Yahoo server set the initial TTL at 64, it means that each echo response
packet went through 8 routers (64 — 56 = 8) on the way.

Traceroute (Type value = 30 in Figure 2.12)

v C:AWINDOWS\system32\cmd.exe

C:Noping vww.vahoo .con

Pinging ww-real.val.b.vahoo.con [(209.131.36.158) with 32 buytez of d

: bytes=32 tine*29ns
H !Il.!tl"". 32 time=28ns

Reply fron 289.131 .3
Beply fron 287.131. 31t
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I,I ' N

Reply fron 209.131.36.1%8: bytez=3Z tine=27nsz
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Reply fron 2809.131 .36 : bytezs=32 tine~26ns
Ping sztatiztics for 209.131.36.158:

Packets: Sent 4. Received 4. Lost B (B loszss).
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Figure 2.13 A demonstration of pinging.

As another useful utility program that runs on ICMP, traceroute shows a packet’s
end-to-end routing path and delay while traversing the Internet. The function is
activated by slightly different commands depending on the operating system (e.g.,
tracert in Windows, traceroute in Linux). For example, Figure 2.14 demonstrates the
result of C:\>tracert -d www.yahoo.com targeting the Yahoo web server
(209.131.36.158). The command issues an ICMP packet three times to each router—
shown as a hop number in the first column—on the way to the destination host.

In doing so, the ICMP packet’s TTL value is incrementally set (i.e., TTL = 1 for the
first three ICMP packets, TTL = 2 for the second three ICMP packets, and so on).
Tracing the routing path becomes possible as each router along the way returns an
error message (i.e., “time exceeded in-transit”) to the source host when the TTL
becomes 0. (Remember that each router reduces TTL by 1). Each record (e.g., 2 ms, 2
ms, and 1 ms for the first router) shown in Figure 2.14 indicates three different round-
trip delays in milliseconds.

Exercise 2.4

1. Visit the website www.arin.net and use the “SEARCH Whois” function to find
the company that owns each of the nine IP addresses shown in Figure 2.14.
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You can observe that the last is the IP address of www.yahoo.com.

2. Ping first three nodes (routers) to observe delays, and compare them with the
results of tracert.

cn C:AWINDOWS\system32\cmd.exe

C:\>tracert —d wuww.yahoo.com

Tracing route to www—real.wal.b.yvahoo.com [289.131.36.1581]
over a maximum of 38 hops:

ms 2 ms ?5.15.86 .45

ms 11 ms ?75.15.87.254
ms 11 ms 63.200.266.195
ms mns 151.164.94.4
ms ms 151.164.52.215
ms ms T 151.164.248 .58
ms ms y 216.115.187.83
ms 29 ms ) 209.131.32.17
ms ms 209 .131.36.158

Trace complete.

Figure 2.14 A demonstration of tracert.

2.8 Data Link Layer (Layer 2)

When an IP packet comes down from the internet layer, the data link layer undertakes
its predefined functions and develop its own PDU (i.e., frame) by encapsulating the IP
packet. The data link layer standard (e.g., Ethernet, WiFi) performs IP packet
transportation between nodes within a subnetwork boundary. In other words, this layer
is responsible for intra-networking (e.g., mail delivery between two neighboring post
offices in Figure 2.2). In the following subsections, the data link concept is explained
in both LAN and WAN contexts.

2.8.1 LAN Data Link

2.8.1.1 Frame and Switching

In Chapter 1, it was stated that intra-networking relies on one or more intra-networking
devices such as switches and wireless access points. In other words, when the delivery
of an IP packet between two nodes (e.g., host to host) is done without going through a
router, it becomes intra-networking (see Figure 1.4). For intra-networking, the IP
packet produced on the internet layer is encapsulated within a frame and gets
delivered. (Referring to Section 2.2.3, frame is the PDU name produced on the data
link layer.)
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The delivery of frames for intra-networking is called switching, and switching
within a subnetwork is carried out purely based on MAC addresses. For this, each
frame’s header should contain 48-bit source and destination MAC addresses (refer to
Section 1.9.4 in Chapter 1).

2.8.1.2 Link Types

As an example, Figure 2.15 (LAN3 of Figure 2.17) demonstrates a situation in which
PC4 is transmitting an [P packet (encapsulated within a frame) to Serverl, and the
switch SW3 relays the frame based on its destination MAC address. Then, the logical
path between the two hosts (PC4 and Serverl) via SW3 becomes one data link.

As a somewhat different example, think of a situation in Figure 2.15, where PC4
sends an IP packet (again encapsulated within a frame) beyond the subnetwork
boundary through the router (R3). The packet should first reach R3’s LAN port
(Fa0/1) before it is routed to another network via R3’s other port. Then, the logical
path from PC4 to the R3’s LAN port (Fa0/1) becomes a data link as well.

LAN port;: Fa0/1

(t92)
f
Wireless [ MAC: 00-11-22-A1-B1-C1

access point U

8 S

Laptop 1
MAC: 00-11-22-A2-B2-C2

Server 1
MAC: 00-11-22-Ad-B4-C4

PC4
MAC: 00-11-22-A3-B3-C3

Figure 2.15 Use of MAC addressing for intra-networking.

2.8.1.3 Technology Standard(s)

A data link relies on one LAN standard (e.g., Ethernet). There are also times when
more than one LAN technology is used to form a data link for intra-networking. For
example, as shown in Figure 2.15, the data link between Laptopl and Serverl relies on
both Ethernet (between the wireless access point and Serverl) and WiFi (between
Laptopl and the wireless access point) standards. In this scenario, the wireless access
point does the conversion between Ethernet and WiFi frames (for more details, see
Chapter 8). Despite their difference in the frame structure, Ethernet and WiFi—as two
dominant LAN standards—use the same 48-bit MAC addressing.

2.8.1.4 Single Active Delivery Path

Remember that within a subnetwork, only a single delivery path (therefore, only a



single data link) becomes active between any two nodes. This is true regardless of how
many host stations and intermediary devices are in the subnetwork. Many subnetworks
have more than one physical path available between two nodes to provide network
redundancy and survivability. However, intermediary devices, especially switches, can
figure out and disable redundant paths to ensure that there is only a single active path
between any two stations at one point (for more details, see Chapter 7).

2.8.1.5 Frame’s MAC Addresses

A frame’s source and destination MAC addresses do not change within a subnetwork
even if it may go through multiple intermediary devices. For instance, as shown in
Figure 2.15, when Laptopl sends a frame to Serverl, the frame’s source MAC (00-11-
22-A2-B2-C2) and destination MAC (00-11-22-A4-B4-C4) addresses remain the same
while it passes through the wireless access point and SW3.

Exercise 2.5

Refer to Figure 2.15 and answer the following questions:

1. How many data links can be formed from Laptop1? List them.

2. How many data links can be formed from PC4? List them.

3. How many of the data links identified in Question 1 involve more than one
intermediary device?

4. How many of the data links identified in Question 2 involve more than one
intermediary device?

5. If Serverl sends a frame to R3’s LAN port (Fa0/1), what are its source and
destination data link addresses? Do the addresses change while the frame
passes through SW3?

6. If Laptopl sends a frame to the router R3’s LAN port (Fa0/1), what are its
source and destination data link addresses? Do the addresses change while the

frame goes through the wireless access point and SW3? Hint: Remember that
both Ethernet and WiFi use the same 48-bit MAC addressing.

2.8.2 WAN Data Link

The data link concept applies to WAN connections as well, as illustrated in Figure
2.17. In the enterprise network composed of LANs and WAN connections, assume that
a packet from PC1 to Serverl should go through R1 and R3. Then, the packet crosses
three different data links separated by two border routers of R1 and R3:

e Data link 1: PC1 to R1
e Data link 2: R1 to R3



e Data link 3: R3 to Serverl

You can observe that data link 2 is a WAN connection. In Figure 2.17, therefore, each
of the three WAN connections between routers becomes a data link and that between
R1 and R3 may be separated by a few thousand miles. Regardless of the distance, it is
still a data link belonging to the enterprise network. Data links use different
technologies for end-to-end connections (e.g., PC1 and Serverl). For instance, while
data links 1 and 3 may be on Ethernet, data link 2 may be on a leased line running the
Point-to-Point Protocol (PPP) WAN standard.

As explained, the data link address is for intra-networking. Thus, when an IP packet
from PCI1 is dispatched to Serverl, a frame that encapsulates the IP packet is created
only for intra-networking on data link 1 (PCI1 to R1). In forwarding the IP packet, R1
creates a new frame for intra-networking on data link 2 (R1-R3), and so does R3 to
deliver the IP packet to Server 1 on data link 3.

Creating a new frame in each subnetwork encapsulating the same IP packet
resembles the real-life scenario of Figure 2.2 in which the transportation vehicle
(=frame) changes in each hop to ultimately deliver Jayne’s mail (=IP packet) to Brian.

Exercise 2.6

Refer to Figure 2.17 and answer the following questions:

1. How many different data links can be formed from IP Phone? List them.

2. How many different data links can be formed from PC1? List them.

3. How many of the data links identified in Question 1 involve more than one
intermediary device?

4. How many of the data links identified in Question 2 take more than one
intermediary device?

5. Assume that IP Phone is calling Laptop1, and the call connection is established
via R1 and R3. How many data links are there for the end-to-end connectivity?

6. Assume that Laptopl is connecting PC2 through the R3—-R1-R2 route. How
many data links are there for the end-to-end connectivity?

7. If PCI sends an IP packet to Serverl, what are the source and destination MAC
addresses of the initial frame and the last frame that carry the IP packet? Do the
data link addresses change on the way to Serverl?

8. If an IP packet from PCI travels to Serverl via R1 and R3, how many different
frames are formed during the trip?

9. If an IP packet from PC1 arrives at Serverl via R1 and R3, what would be the
source and destination MAC addresses of the frame?

10. If an IP packet from PC1 is dispatched to Laptopl via R1 and R3, how many
different frames are formed to complete the journey? Remember that WiFi and
Ethernet have different frame structures.




2.9 Physical Layer (Layer 1)

On receiving a frame from the data link layer, the physical layer (layer 1) is
responsible for transporting it through a wired (e.g., fiber optics, copper cables) or
wireless (e.g., atmosphere) medium. The physical layer functions are implemented in
hardware devices, such as, network interface cards (NICs) that convert data link layer
frames into electronic, radio, or light signals for propagation.
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Figure 2.16 An illustration of signaling.

The data link frame is a bit stream of 1s and Os, and they should be “encoded” into
signals for network traversal. The conversion process is called signaling. Figure 2.16
offers a simple demonstration of electronic signaling in which a binary bit stream of
“10110” is converted into an electronic signal. The high and low electronic states
represent 0 and 1 bits, respectively.

Depending on the transmission medium used to connect network nodes, electronic
signals (through twisted pairs and coaxial cables), light signals (through optical fibers),
or radio signals (through atmosphere) are produced and propagated. A number of
conversion methods from bit streams to signals and vice versa have been introduced as
industry standards. In fact, much more sophisticated encoding technologies than the
one shown in Figure 2.16 are used these days to transport bit streams faster. Also,
LAN and WAN links use different signal encoding schemes. More details of signaling
are explained in Chapter 4.

Exercise 2.7

Imagine an enterprise network with three LANs and three WAN connections as
shown in Figure 2.17. Assume that WAN connections are lines leased from a WAN
provider such as AT&T.

1. How many LANs and WAN connections are in the enterprise network



(excluding the Internet connection)?

2. How many physical links exist between PCl and Serverl, assuming that
packets go through R1 and R3? Assume that the WAN link between the two
routers 1s one physical link.

3. Assume that Laptopl is communicating with PC2 through the R3-R1-R2
route. How many physical links (including the wireless connection) are there
for the end-to-end connection? Assume that the WAN link between the two
routers 1s one physical link.

4. Do you think the signaling features (e.g., shapes, strengths) are identical
between the SW1-Hub link and the R1-R2 link?

Note 1: SW1 = Switch 1, R1 = Router 1, and WAN links are frequently called serial
lines.

Note 2: Each WAN connection is counted as one physical link for the sake of
simplicity. In reality, however, it generally takes multiple physical layer links
(interconnected by switches or routers) to form end-to-end connectivity between
two remotely separated routers (e.g., R1 and R3). The WAN details are explained in
Chapter 9.
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Figure 2.17 An enterprise network and physical layer links.

For the reliable electronic, radio, or light signaling between two nodes, physical
layer technologies have to be standardized. Then, hardware products from different
manufacturers remain compatible as long as they comply with the standards. The
following are the selected physical layer details that require standardization (see Figure

2.18):

e Properties of signals (e.g., signal strengths, digital vs. analog signaling)

e Attributes of a physical port that processes signals (e.g., number of pins/holes,

port speeds)

Although the correspondence of physical layer standards to the real-life scenario is not
clear in Figure 2.2, the physical details of vehicle parts (e.g., size of bolts and nuts) can

be such examples.
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Figure 2.18 Select physical layer standards.

2.10 Layer Implementation

As stated, a host computer performs all five layer functions internally. In this section,
software and/or hardware elements responsible for conducting the layer functions are
explained.

2.10.1 Application Layer
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Figure 2.19 Applications and processes in Windows Task Manager.

Most protocols in this layer are built into “user” applications. There are also
application layer protocols, such as, DNS and DHCP that are not necessarily tied to a
particular user application, but play a critical role in enabling networking. To observe
all active applications in Windows, for example, pressing Ctrl + Alt + Del key
combination will bring up the Windows Task Manager (see Figure 2.19). It shows the



list of applications and processes. Processes are instances of an application program,
and an application can have one or more associated processes.

2.10.2 Transport and Internet Layers

The programs that execute transport and internet layer protocols, such as, TCP, UDP,
and IP are embedded in the operating system. Figure 2.20 demonstrates the TCP/IP
configuration panel of Windows OS.

2.10.3 Data Link and Physical Layers
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Figure 2.20 TCP/IP configuration in Windows.

The data link and physical layer functions of a host are built into the NIC. In other
words, the NIC implements a data link protocol such as Ethernet or WiFi and
interfaces with the transmission medium (e.g., twisted pair, optical fiber) through a
physical port, such as, RJ-45 (WiFi does not need a connecting port). The host OS
communicates with the NIC through device driver software. In summary, exchanging
application layer data (e.g., email) entails connectivity of “user application <
operating system <> NIC” on a host. Table 2.5 summarizes key layer functions, their



implementation places, and the name of PDUs produced in each layer. It is again
highlighted that all five layer functions are performed within a host computer, but only
a subset of five layers are performed on intermediary devices.

Table 2.5 Key Layer Functions and Their Implementation

Implementation
Layers Key Functions of Layer PDU Name
Functions
. .. Application-to-application Applications No designated
Application communication (e.g., browser) PDU name

Host-to-host  (or  end-to-end) Segment (TCP),

Operating system

Transport  handshaking, flow control/error . Datagram
’ e.g., Windows

control e.g. ) (UDP)

Internet Pac.ke.:t cregtlon and .routlng Packet
decision for inter-networking
. Frame creation and switching for Network
Data link . : interface card Frame
intra-networking
(NIC)

: : : : No PDUs

Physical Signal generation and delive
Y shal s Y produced

Computer user Computer user

¢ 1
Application Application

+
Operating system Operating system Operating system

' ¥

Network interface card Network interface card Network interface card

| | |

Host 1 Intermediary device Host 2

Figure 2.2]1 Hardware/software components of network nodes.

Figure 2.21 summarizes the internal processing of application layer data (e.g.,
email) initiated by a user on a host computer. Intermediary devices, such as, switches
and routers have their own operating systems (e.g., Cisco’s Internetwork Operating
System) and NICs for networking. The intermediary device, however, has no
application layer functions because its role is to relay host-generated data through the
network.

Chapter Summary



e The standard network architecture represents a framework (or reference model)
that broadly defines primary necessary network functions in a multilayer
structure. Among the well known are OSI and TCP/IP.

e The protocol, as a standard, specifies rules of communication between software
programs. There are syntactic (i.e., format of a message) and semantic (i.e.,
interpretation of a message) rules for a protocol.

e The PDU is a discrete message unit produced in each layer, except the physical
layer. The PDU of data link, internet, and transport layers is called frame, packet,
and segment/datagram, respectively.

e In the application layer, the client and server programs installed on host
computers exchange data/messages using a built-in protocol.

e The transport layer is in charge of three functions: provision of data integrity,
session management, and port management.

e The internet (or network) layer is responsible for inter-networking. For this, it
creates IP packets and performs their routing across subnetworks conjoined by
one or more routers. The routing of packets presumes that there are multiple
delivery paths between two communicating hosts.

e The data link layer transports IP packets between any two nodes within a
subnetwork, which is also called intra-networking.

e The physical layer is responsible for transporting the data link layer’s frames in
the form of electronic, radio, or light signals through wired (e.g., copper cables)
or wireless (e.g., atmosphere) media.

e Application layer protocols are built into client and server programs. The
transport and internet layer functions are embedded in the operating system. The
data link and physical layer functions are handled by the NIC.
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Chapter Review Questions

1. The standard broadly depicts necessary functions of computer
networking in terms of a layer structure.

A. topology
B. architecture
C. platform
D. reference
E. protocol

2. All layers of a standard architecture have their own PDU, except the
layer.

A. application
B. transport
C. internet
D. data link
E. physical
3. An email message goes through encapsulations in the sequence of
before it is released to the network.
A. segment—packet—frame
B. segment—frame—packet
C. frame—segment—packet
D. packet-segment—packet
E. packet—frame—segment

4. Which two layer functions are generally built into an operating system such as
Windows and Linux?

Physical and transport layers
Transport and internet layers
Internet and data link layers
Physical and internet layers
Transport and data link layers
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10.

11.

The socket 1s/represents
A. a group of applications providing similar services.
B. used to indicate a range of available ports on a server.
C. the combination of an IP address and a port number.
D. the combination of an IP address and an application layer protocol.
E. the combination of an IP address and a session identification.
Which statement is true?
A. TP is a connection-oriented protocol.
B. UDP is a reliable protocol.
C. IP is a reliable protocol.
D. TCP is a reliable protocol.
E. E TCP is a connectionless protocol.
The TCP port 1s used to

A. prioritize a service request.
B. forward a service request/response to a specific application.
C. identify a sender’s IP address.
D. translate a domain name into an IP address.
E. identify a sender’s MAC address.
The bit in the TCP header is used to request handshaking.
A. FIN
B. ACK
C. SYN
D. CON
E. SEQ

Which is NOT accurate in terms of layer functions?
A. Application layer—to establish sessions (or handshaking)
B. Transport layer—to provide message (or data) integrity
C. Internet layer—to execute packet routing
D. Data link layer—to conduct frame switching
E. Physical layer—for actual transportation of frames in signals
Which layer function(s) is/are implemented in the NIC?
Physical layer only
Data link layer only
Physical layer and data link layer
Physical layer, data link layer, and internet layer
Physical layer, data link layer, internet layer, and transport layer
most likely depend(s) on UDP in the transport layer.
Emails
Internet surfing with a web browser
Online credit card authorization for Internet shopping
File transfer using FTP
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12.

13.

14.

15.

16.

17.

E. Three-way video conferencing over the Internet
Port numbers have to be included in the header of

A. packets only

B. datagrams only

C. segments only

D. segments and datagrams

E. packets, segments, and datagrams
TCP and UDP are compared. Which is CORRECT?

Protocol TCP UDP
A. Defined layer Transport Internet
B. Require handshaking Yes Yes
C. Require acknowledgment Yes Yes
D. Burden on communicating hosts Low Low
E. Burden on the network High Low

The TTL value in the IP packet’s header indicates the maximum number of
a packet can go through before reaching the destination:
switches
routers
hosts
networks
circuits
the command prompt, “C:\>netstat-n” can be issued to
check available host stations within a network.
list sockets in TCP sessions.
check the subnetwork address of a host.
find the DNS server address of a host.
. locate the DHCP server address of a host.
Choose the CORRECT statement.
A. A standard protocol should define either semantics or syntax, but not both.
B. The term “standard” is used interchangeably with “architecture.”
C. The semantics of a protocol is about how to interpret PDUs exchanged.
D. A reliable protocol detects transmission errors, but it does not correct them.
E. All standard protocols of the application layer are reliable protocols.
Assume that an email should cross three subnetworks for its delivery to a
destination host. How many different packets are produced along the way?
A. 0
B. 1
C. 2
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18.

19.

20.

21.

22.

23.

D. 3
E. 4

The IP packet is encapsulated within the to travel to the destination
node.

A. application message
B. TCP segment

C. UDP datagram

D. frame

E. ICMP packet

If a host computer develops a TCP segment with 80 as the source port and 54399
as the destination port, the host is most likely a(n)

A. client PC
B. DHCP server
C. web server
D. email server
E. DNS server
Choose the CORRECT statement on port numbers.
A. For a Windows host, 55953 becomes a well-known port number.
B. Port numbers are divided into well-known and unknown ones.

C. If a Linux machine sends a TCP segment with source port 45780 and
destination port 7200, then the host must be an email server.

D. Well-known port numbers are generally assigned to server applications.
E. Well-known port numbers are also called ephemeral port numbers.

21. When the command “C:\ping www.yahoo.com” is issued by a client PC, the
two hosts (the PC and Yahoo web server) communicate based on
protocol in the internet layer:

A. ICMP (Internet Control Message Protocol)
B. UDP (User Datagram Protocol)
C. ARP (Address Resolution Protocol)
D. HTTP (Hypertext Transfer Protocol)
E. SNMP (Simple Network Management Protocol)
The end-to-end error control and flow control are performed in the layer.
A. application
B. internet
C. transport
D. data link
E. session
Choose a mismatch between a standard and its corresponding layer.
A. ICMP = internet layer
B. Ethernet = data link layer
C. Digital signaling = physical layer
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D. DNS = application layer
E. DHCP = internet layer
24. Which PDU type generally has a header and a trailer?
Data
Segment
Packet
Frame
. Bit
25. When the command tracert www.gmail.com 1is issued, at least two protocols are
used to obtain information shown in the screenshot. What are they?
A. DHCP and UDP
B. HTTP and DHCP
C. DNS and ICMP
D. DNS and HTTP
E. ARP and HTTP
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Note: The “-d” in “tracert-d” is to display only the IP address of responding routers,
not their host names.
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3 Intermediary Devices

3.1 Introduction

There are many types of intermediary (or networking) devices that are designed to
facilitate packet exchange between end stations. Among them are the hub, bridge,
switch, router, modem, firewall, multiplexer, channel service unit (CSU)/data service
unit (DSU), and wireless access point (shortly AP). The primary responsibility of the
hub, bridge, switch, router, and AP is packet forwarding in LANs and WANSs. The
others perform more specialized functions including the production and propagation of
electronic and light signals over the WAN connection (e.g., modem, CSU/DSU),
provision of network security (e.g., firewall), and bundling of data arriving from
multiple transmission sources (e.g., multiplexer).

This chapter explains the “general-purpose” intermediary devices including the hub,
bridge, switch, and router with more emphasis on the switch and router, which
dominate today’s network infrastructure. The AP is another ubiquitous device type
briefly mentioned here but covered in depth in Chapter 8. Other specialty devices, such
as, the firewall, modem, CSU/DSU, and multiplexer are covered throughout the book.
The primary objectives of this chapter are to learn the following:

e Intermediary devices and their operational layers
e The operating system of an intermediary device and its primary functions
e General properties of
e Hubs
e Bridges and wireless access points
e Switches
e Routers
e Differences between switching and routing concepts
e Address resolution protocol (ARP)
e Collision domains
e Broadcast domains

3.2 Intermediary Devices

3.2.1 Operational Layers

As shown in Table 3.1, intermediary devices usually implement functions below the
transport layer, which means that they do not understand protocol data units (PDUs)
from the application and transport layers. For example, the router is an internet layer



device, and the ordinary switch runs in the data link layer. Table 3.1 summarizes
popular intermediary devices in terms of the standard layers in which they operate.
Among them, the technical details of layer 3 switches are largely beyond the scope of
this book, but will be briefly introduced in this chapter.

As briefly explained in Chapter 2, intermediary devices also conduct encapsulation
and de-encapsulation to forward application layer data. Figure 3.1 demonstrates a
scenario in which an application PDU from the source host goes through two switches
(as layer 2 devices) and one router (as a layer 3 device) before it reaches the
destination host. It indicates that whenever a message arrives at a switch or a router, its
de-encapsulation and re-encapsulation kick in to perform functions defined in each of
the data link and/or internet layers.

Figure 3.2 gives a closer look of encapsulation/de-encapsulation by a router based
on a scenario in which the router interconnects Ethernet [as a local area network
(LAN) standard] and point-to-point Protocol (PPP) [as a wide area network (WAN)
standard]. The two data link layer technologies are not compatible (e.g., different
frame structures, data transmission methods), and the router provides necessary frame
conversion through de-encapsulation and encapsulation. Remember that the Internet
Protocol (IP) packet stays the same during the end-to-end delivery.

Table 3.1 Intermediary Devices and Their Standard Layers

Layers Intermediary (or Networking) Devices
Application
Transport
Internet Routers, layer 3 switches

Data link  Bridges, wireless access points, switches

Physical Hubs (multiport repeaters)

Application |- - Application
Transport Transport
Internet > Internet — Internet
Data link » DL J DL | DL L » DL Data link
Physical Phy | Phy Phy | Phy Phy | Phy Physical
Host Switch Router Switch Host

Figure 3.1 An illustration of layer processing by intermediary devices.
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Figure 3.2 IP packet de-encapsulation/encapsulation by router.

When an Ethernet frame arrives at a LAN port, the router removes (i.e., de-
encapsulates) the Ethernet frame’s header and trailer, and then moves the remaining IP
packet to the internet layer. The router’s internet layer, then, conducts such functions
as the routing path decision of the packet and decreases the packet header’s time-to-
live (TTL) value by 1 (see Figure 2.11). Then, the packet is handed over to the data
link layer where the IP packet is encapsulated within a PPP frame for transportation
over the WAN connection. As can be seen, routers should support popular LAN (e.g.,
Ethernet) and WAN (e.g., PPP) protocols to bridge the heterogeneity of data links.

Exercise 3.1

1. Assume that a router interconnects two Ethernet LANs and it is forwarding a
hypertext transfer protocol (HTTP) message from one subnetwork to another.
Develop a drawing similar to Figure 3.2 that shows the router’s internal de-
encapsulation/encapsulation process.

2. The switch is a layer 2 device for intranetworking (see Figure 1.4). When a
frame containing an HTTP message arrives at a switch port, is de-
encapsulation/encapsulation necessary for its relay?

3.2.2 Operating System

3.2.2.1 General Attributes

Intermediary devices, except for pure physical layer devices (e.g., hubs), have an
operating system, and a majority of them allow people to access it through command-
line interface (CLI) and/or graphical user interface (GUI). As an example, Cisco’s
proprietary operating system is called Internetwork Operating System (shortly 10S),
and the company uses IOS for both switches and routers.

The operating system of a switch/router has features to support specialized
networking functions. Through CLI or GUI, one can change the system configuration
of a device. This includes manual addition of switch/routing table entries,



interface/port management (e.g., assigning IPs, activating/deactivating ports), and
setting up device and port security (e.g., password protection). Because of its
functional specialization, the operating system is relatively small. For example, the
size of Cisco’s IOS is less than 100 megabytes, whereas the size of Microsoft
Windows 10 is almost 6 gigabytes.

With the compact size, the operating system of an intermediary device can be stored
in the nonvolatile flash memory, which affords much faster access for reading files and
also does not lose its content even if the device is turned off. When a switch or router
is powered on, the operating system in the flash memory is copied into its random
access memory (RAM) during the boot-up process. This process is significantly faster
than that of the traditional computer as its operating system (e.g., Windows, Linux)
stored in the slow hard disk should be copied into the volatile RAM.

3.2.2.2 Access to Operating System

To configure parameters of an intermediary device, its operating system needs to be
accessed through CLI (see, e.g., Figure 3.3) or GUI. For instance, the well-known
router manufacturers Cisco and Juniper Networks have their own GUI tools called
Security Device Manager and J-Web, respectively. GUI is more user-friendly as
interactions with the operating system are primarily through a web browser, and thus,
it allows quick and intuitive configurations, monitoring, and troubleshooting of an
intermediary device. As an example, Figure 8.23 in Chapter 8 demonstrates the GUI-
based OS of a wireless access point. CLI is preferred by many IT professionals in
managing enterprise-class devices because of its flexibility. The operating system can
be accessed through console port or regular LAN/WAN port (see Table 3.2 and Figure
3.3).

Ethernet Console (a) console port access
ports port Terminal program
i ] p — i
Workstation e !

Resuter]jeonia dne Wing ceatsle 0
Rester] jponigine Wegin
Rsuttr | oy e ipn s st d MG T8

WW'WW ?l @ - Console ¢
Router/switch \-.__ ok @

(b) LAN/WAN port access

Ethernet Console

ports port
'
: t Workstation Telnet/SSH
Wy W o-| program
-]
Router/switch @ |
Access over %ﬁ
network

Figure 3.3 Operating system access through CLI.



Table 3.2 Accessing the OS of an Intermediary Device

Port Accessing OS of an Intermediary Device
Console . . .
port e A host station directly connects to the console port using a console

cable. The console port is dedicated for device management.

e With no IP configuration initially, the intermediary device is not
accessible through the network. At this point, the direct cabling from
a host station to the console port is the only way to access its OS.

e The host workstation uses a terminal program (e.g., HyperTerminal
program for Windows) to access the OS.

e Once in the OS, an IP address can be assigned to the intermediary
device. No device is network enabled without an IP address.

e Also, a login name and a password should be set up so that only
authorized people can access the OS.

LAN or
WAN e Once an intermediary device is assigned an IP address through the
port console port, the device is networking ready.

e Then, such remote access program as Telnet, SSH, or web browser
can be used to access the device’s OS over the network to change the
configuration. Telnet wuses plaintext and 1is vulnerable to
eavesdropping. SSH 1is the telnet’s secure version that encrypts all
communications.

¢ In this mode, a host station can access the device’s OS through its
regular LAN or WAN port (not the console port) (see Figure 3.18) by
signing in with the preconfigured login and password.

Note: Although a layer 2 device, a switch can be given an IP address to allow access of
its OS over the network. The IP address assigned is, therefore, purely for device
management, and it has nothing to do with the switching function of layer 2 frames.

Example: Cisco’s IOS and Access Protection

Cisco’s router/switch uses the following commands to set up a password protection
from unauthorized access to its OS.

Commands Used Meaning of Each Command

line console 0 To set up an access privilege of the console port.
login Access to the OS requires login.

password N2%g7B The access password is N2%g7B.
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Router1(config-line)#line console 0
Router1(config-line)#login
Router1(config-line J#password N2%g7B
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Figure 3.4 Protecting OS of an intermediary device.

Figure 3.4 demonstrates the entrance of three commands in succession. Once set up,
a person should know the password to access the router/switch’s OS in order to
manage the device.

3.3 Hub (Multiport Repeater)

The hub is purely a physical layer device that accepts incoming signals that carry
frames, regenerates signal strength and shape, and repeats their propagation through
other connected ports. This device, therefore, does not need an OS. On receiving a
frame, the hub broadcasts it out to all connected ports, except for the entry port (see
Figure 3.5). Then, the end station that has a matching destination MAC address copies
the frame into its network interface card (NIC) memory and processes it, while the
other hosts drop the frame because of MAC address mismatch. Because of its simple
relay function, the hub is also known as a multiport repeater.



Because of the hub’s indiscriminate broadcasting behavior, only a single host can
release a frame at a time no matter how many hosts are connected to a hub. This
shared media environment that allows restricted network access results in ineffective
usage of network capacity. Because of its broadcasting behavior, hub ports operate in
the half-duplex mode in which frames flow in only one direction at a time. That 1s, if a
port’s capacity is 10 Mbps, then its actual speed in each direction (sending and
receiving circuit) reduces to about 5 Mbps due to the waiting time.

Using the hub, the network becomes more vulnerable to collisions when two or
more hosts accidently release frames at the same time. The risk gets higher as the
number of hosts attached to the network increases, and collisions result in lower
throughput and higher latency in data delivery. Naturally, a network’s scalability (or
expandability) is limited when hubs are utilized. When the hub is deployed, host NICs
attached to it activate the carrier sense multiple access (CSMA)/collision detection
(CD) protocol to control network (or media) access and to remedy if collisions occur
(to be explained).

Another major drawback is that host stations are more exposed to security risks
when the hub broadcasts their frames as it is relatively easy to eavesdrop. For example,
when the NIC of a host station is in the promiscuous mode, it copies all arriving frames



and processes them even if there is mismatch between their destination addresses and
the NIC’s MAC address. It is not difficult to see that, though used for a good cause
(e.g., monitoring traffic for network management), the promiscuous mode can be
easily abused by ill-minded aggressors. Due to the drawbacks of weak security and
ineffective use of available network capacity, hubs have been largely replaced by
switches in the corporate network. Hubs have built-in RJ-45 or USB ports to connect
with host stations.

3.4 Bridge and Wireless Access Point

The bridge is a layer 2 device intended to divide the network into smaller segments.
Network segmentation is to resolve growing pains of a network. Bridges, switches, and
routers, all can segment a network into more manageable sizes and control the flow of
unnecessary traffic from one segment to another. The hub, however, is not a
segmentation device because of its inability to filter frames.

The bridge examines the MAC address of every frame arriving at its port, and either
passes or filters it by referring to its bridge table (see Figure 3.6). The bridging process
is highly intuitive, that is, in the unicast mode, if the destination MAC address of an
incoming frame is in the same network segment, then the frame is filtered (blocked).
In Figure 3.6, for instance, if PC1 sends a frame to PC2 of the same network segment,
the bridge also gets the frame as it is broadcasted by the hub. On receiving the frame,
the bridge consults its bridge table and decides that the destination MAC address of
PC2 connects to the same port Fa0/0 (belonging to the same segment) and thus filters
the frame.

Such frame filtering improves network response time by cutting down unnecessary
traffic flows. However, if a frame is broadcasted (instead of being unicasted) by the
source host, the bridge relays the frame through all ports rather than blocking it. As a
result, although the bridge does a good job of isolating unicast traffic, it is unable to
contain the flow of broadcasting to other segment(s). The traditional bridge shown in
Figure 3.6 is less used these days because switches that dominate today’s LANs have
the same filtering capacity.



MAC address Port

PC1 AIBL.I11L.1111 Fa0/0

AIB1.1111.1111 |A1B1.1111.2222 Fa0/0 A1B1.1111.4444
: AlB1.1111.3333  Fa0/0

:_,__lil AlB1.1111.4444 Fa0/1 >
Q S AlB1.1111.5555 Fa0/1 Q
AlB1.1111.6666 Fa0/1
PC2 e
Al1B1.1111.2222 dal- A1B1.1111.5555

Fa0/0 Fa0/1

AlB1.1111.3333 Al1B1.1111.6666

Figure 3.6 An example of bridge table.

Bridges are either transparent or nontransparent (see Figure 3.7). Transparent
bridges interconnect network segments running the same standard (e.g., Ethernet).
Being transparent, thus, means that the bridge simply relays frames as they are. When
network segments running on different standards (e.g., Ethernet, Token Ring) are
bridged, the nontransparent bridge is used. It is also called translational bridge, as it
performs frame conversion from one type to another.

Translational

bridge bridge

Ethernet Ethernet
hub hub

&

T'oken ring

Ethernet network
. network iichiaih e

Figure 3.7 Transparent versus translational bridges.

The AP or hotspot is a translational bridge that is most prevalent these days. In
corporate environment, APs provide connectivity between Ethernet (wired segment)
LAN and 802.11 WiFi (wireless segment) LAN (see Figure 3.8). Ethernet and WiF1
have their own frame structures with different information fields, and thus, APs are
responsible for frame conversion to bridge the LANs. APs are explained in more detail
in Chapter 8.
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Figure 3.8 WiFi access point as translational bridge.

Exercise 3.2

Imagine a hypothetical network in which a wireless bridge with two ports (say Fa0/0
and Fa(0/1) connects to two hubs (Hub A to Fa0/0 and Hub B to Fa0/l1), and the
bridge table is shown in the following. Remember that the MAC addresses are in
hexadecimal.

End Stations MAC Address Port

1100.0000.1111 Fa0/0
1100.0000.2222 Fa0/0
1100.0000.3333 Fa0/0
1100.0000.4444 Fa0/1
1100.0000.5555 Fa0/1

whnm A W N =

Decide what the bridge does to incoming frames by completing the following
table. The description of each column is as follows:

e Filter/forward: Decide if a frame is going to be filtered or forwarded by the
bridge.

e QOutput port: What is the port through which a frame will be forwarded?

e Receiving hosts: Which host(s) gets the frame, although it may not be picked
up and processed?

Hint: When the destination address of a frame is composed of all 1s (in other words,
48 ones) or is not found on the bridge table, the frame is broadcasted.

Source  MAC Destination MAC Filter or Output Hosts Receiving the
Address Address Forward Port Frame



1100.0000.1111 1100.0000.2222
1100.0000.1111 1100.0000.4444
1100.0000.5555 1100.0000.4444
1100.0000.3333 FFFF.FFFF.FFFF
1100.0000.4444 1100.2B22.4A4C
1100.0000.5555 FFFF.FFFF.FFFF

3.5 Switch

3.5.1 General Features

The switch is one of the most popular intermediary devices used to form data links
between host stations for “intra-networking.” Although there are LAN and WAN
switches, the focus here is on the Ethernet switch that dominates wired LANs these
days. An Ethernet LAN switch comes with a number of RJ-45 ports for twisted pair
connectivity, and depending on the product model, it has additional high-speed ports
for fiber links. Each port 1s assigned a permanent MAC address. The switch shown in
Figure 3.9 has 24 RJ-45 ports, each supporting 10/100/1000 Mbps auto-sensing
(adjusting to the host’s NIC speed) and having full-duplex transmission capacity.

10/100/1000 Base-T
18203 4 5 6 ? 8 91{] 11 12 13 1415 16 1'?13192[121222324
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Figure 3.9 Ethernet switch—external view (not an actual product).

Unlike the hub that broadcasts frames to all ports, the switch forwards an incoming
frame only to the port that directly or indirectly (via other switches) leads to its
destination host. This one-to-one correspondence between an input and an output port
(e.g., a frame arriving at port #1 exits through port #16) curtails network congestion
considerably and eliminates frame collisions within a subnetwork. If two frames are
heading to the same host concurrently, the switch places one frame in the waiting
queue until the delivery of the other frame is completed. A switch can have a queue
assigned to each port or alternatively have a common queue shared by all ports.

With one input port—to—one output port connectivity, the switch allows
simultaneous formation of multiple data links, where each link transmits frames in the
full-duplex mode between two host stations. For the full-duplex connectivity, a switch
port keeps two separate circuits, each dedicated for inbound or outbound traffic. In the
“switched LAN” (LAN formed by Ethernet switches), the collision detection function



(CSMA/CD) built in the host’s NIC is not activated, as there are no frame collisions.
Also, neighboring switches can auto-negotiate to decide link speed and duplex mode
(either full duplex or half duplex). Although it relies on unicasting in the regular mode,
the switch performs broadcasting and multicasting as needed.

There are several terms commonly used to indicate switch capacity:

e Port density: The number of ports available on a switch (e.g., 24 ports)

e Wire speed: The maximum data rate (speed) of a switch port (e.g., 100 Mbps, 1
Gbps)

e Forwarding rate: Combined data rate of all switch ports. For instance, a switch
with ten 100 Mbps ports has the forwarding rate of 1000 Mbps.

o Aggregate throughput: This is an actual data rate that can be pushed through a
switch at any moment. A majority of LAN switches have an aggregative
throughput that is considerably lower than its corresponding forwarding rate
because of their internal architecture. For instance, a switch with a forwarding
rate of 1000 Mbps may have an aggregate throughput of 600 Mbps only.

e Nonblocking versus blocking: When the aggregate throughput of a switch can
match its forwarding rate, the switch is called “nonblocking” because all ports
can concurrently achieve their highest transmission speeds without being
constrained by the internal architecture. In reality, most switches are blocking.
For example, a switch with a forwarding rate of 1000 Mbps and an aggregate
throughput of 600 Mbps has 60% (600/1000) nonblocking capacity.

Exercise 3.3

Refer to the switch shown in Figure 3.9.

1. What is the switch’s port density?

2. What is the switch’s wire speed?

3. What is the switch’s forwarding rate?

4. Assume that the switch can attain an aggregate throughput equivalent to 80%
of its forwarding rate. What is its aggregate throughput? Is this switch
nonblocking?

5. Can the aggregate throughput of a switch be higher than its forwarding rate?
Why or why not?

3.5.2 Switch Port

The switched Ethernet is physically wired in a star topology where the switch is used
as a central concentrator to which host stations are attached. The switch port is a part
of the electronic circuit board, LAN card, which is similar to the host station’s NIC.
Each port comes with an identifying name, a MAC address, and wire speed. There is



no universal convention of port naming, and vendors have their own way of doing it.

Table 3.3 Switch Port Naming (An Example)

Port Full Name Abbreviation MAC Address

FastEthernet0/1 Fa0/1 0005.B119.6A01
FastEthernet0/2 Fa0/2 0005.B119.6A02
FastEthernet0/23 Fa0/23 0005.B119.6A03
FastEthernet0/24 Fa0/24 0005.B119.6A04

GigabitEthernet1/1 Gil/1 0005.B119.7C03
GigabitEthernet1/2 Gil/2 0005.B119.7C04

As an example, Table 3.3 shows one naming approach for a switch with 24 Fast
Ethernet ports and 2 Gigabit Ethernet ports. Here, 0/3 means that 0 is the bay number
and 3 is the port number recognized by the operating system. As can be seen, each
switch port is given a unique data link layer MAC address. The switch’s operating
system understands both full and abbreviated port names listed in Table 3.3, and thus,
it can be used interchangeably for configuration.

Switch ports come in several speeds including Ethernet (10 Mbps), Fast Ethernet
(100 Mbps), and Gigabit Ethernet (1000 Mbps). Some switches have ports that support
only a single speed, while others come with mixed port speeds (e.g., 100 Mbps Fast
Ethernet + 1 Gbps Gigabit Ethernet).

Many switches come with ports that can dynamically adjust their transmission
speeds (e.g., 10/100/1000 Mbps) matching those of connecting hosts. For the
matching, the host’s Ethernet NIC and the switch port negotiate the highest speed that
both parties can support by exchanging a set of bits (not an ordinary frame) in
advance. This process is called auto-negotiation and is defined by an Institute of
Electrical and Electronics Engineers (IEEE) standard. As stated, some switches
support only twisted pair connectivity, and others support more than one cabling
option (e.g., twisted pair and optical fiber).

3.5.3 Switch Table

3.5.3.1 Switch Table Entries

The switch forwards incoming frames referring to entries in its switch table. The
switch table stores MAC addresses of directly and indirectly connected /osts (shown

as MAC addresses) and their exit ports (see Table 3.4). Besides MAC addresses and
exit ports, the switch table maintains additional information of the address type and



virtual LAN (VLAN). The address type field indicates whether an entry is static (i.e.,
manually entered) or dynamic (i.e., automatically obtained through its own learning
process).

Table 3.4 Demonstration of a Switch Table

Destination MAC Address Exit Port Address Type VLAN
0002.584B.16E0 FastEthernetO/1 Static 1
00B0.DOF3.47AC FastEthernet0/2 Static 1
00C1.4AC7.23D2 FastEthernet0/3 Dynamic 1
00B0.D045.963A FastEthernet0/3 Dynamic 1

Using the static entry method, a network administrator can maintain more control in
switch management (e.g., security) by deciding which hosts can be attached to the
intermediary device. Static entries stay in the switch table until they are manually
removed. Despite the advantages, the manual addition of entries is a time-consuming
process, and it poses difficulties in network management, especially when the network
gets wider. On the contrary, the automatic addition of entries through the dynamic self-
learning process lacks the benefits of better control and security, but it becomes a more
accurate (i.e., no human errors) and cost-effective (e.g., less human intervention)
solution.

As for the VLAN field, all switch table entries belong to what they call default
VLAN (with VLAN ID = 1) initially. The VLAN concept is explained in Chapter 7.
Among the fields, the MAC address and exit port columns are fundamental in
understanding the concept of frame switching.

3.5.3.2 Switch Learning

As stated, entries exemplified in Table 3.4 can be dynamically added to the table
through switch learning. Here 1s how it works.

1. When an Ethernet frame (let’s say, source: A1B1.1111.1111 and destination:
A1BI1.1111.2222) arrives at a switch port, Fa0/10, the switch searches its switch
table to find an entry that matches A1B1.1111.2222.

2. If the entry is found, then the switch releases the frame through the entry’s exit
port.

3. If the entry is not found, then the switch broadcasts the frame to all ports, except
for the port Fa0/10.

4. In Step 3, the switch learns that the source MAC address, A1B1.1111.1111, is
either directly or indirectly connected to its Fa0/10, and updates the pairing
information (A1B1.1111.1111 and Fa0/10) to its switch table.

5. This learning and updating of table entries takes place continuously until the table



has complete information.

In many subnetworks, several switches are interlinked. In this situation, the switch
table lists only host MAC address and exit port pairs. As a result, depending on
network topology, an exit port can be paired to one or more host MAC addresses. For
instance, in Figure 3.10, the SW1’s switch table has an entry that pairs Fa0/2 with
Al1BI1.1111.1111 (i.e., one port—to—one MAC address).

As for the one port—to—multiple MAC addresses, Fa0/1 1s connected ultimately to
four different hosts (A1B1.1111.3333, A1B1.1111.4444, AI1BI1.1111.5555, and
AlB1.1111.6666) via SW2 and SW3. Observe that the SW1’s switch table does not
contain any information regarding SW2 and SW3. SW1 is only concerned about host
computers ultimately connected through SW2 and SW3.

SW1  paon Fa0/1 . W2 Fao/a Fao/1 W3

Fa0/3 Fa0/2 |

Fa0/2 Fa0/3 Fa0/2
AlB1.1111.1111 3 AlB1.1111.3333 @
AlB1.1111.2222 AlB1.1111.4444
SW1 SW2 SW3
MAC address Port MAC address Port MAC address Port
AlB1.1111.3333 FaO/1 AlB1.1111.1111 FaO/1
AlB1.1111.4444 | Fa0/1 AlB1.1111.2222 Fa(/1
Al1B1.1111.5555 | Fa0/1 Al1B1.1111.3333 | Fa0/2 ?
AlB1.1111.6666 | Fa0/1 AlB1.1111.4444 | Fa0/3
AlB1.1111.1111 | Fa0/2 Al1B1.1111.5555 | Fa(/4
AlB1.1111.2222 Fal/3 AlB1.1111.6666 Fa(/4

Figure 3.10 Switch tables.

Exercise 3.4

Complete the SW 3’s switch table in Figure 3.10.

3.5.3.3 Aging of Entries

The entries dynamically added to a switch table have an aging time (e.g., 300 s) that
they can stay in the switch table without being referenced. When the aging time of an
entry expires, the switch considers that the entry’s MAC address is inactive and
removes the record from the switch table.



Aging time can be manually specified on a switch. In configuring aging time, a
network administrator should consider the following factors. If it is set too short, this
will result in premature removal of MAC addresses (including legitimate ones) from
the switch table. This premature dropping can result in more broadcasting of frames by
the switch, negatively affecting network performance.

With longer aging time, on the other hand, the switch table can retain more inactive
MAC entries (e.g., turned off computers), and this can adversely affect the learning
and updating process of the switch table. As stated, the static entry remains in the
switch table permanently unless manually dropped and is therefore not affected by

aging.

SW1

Figure 3.11 A hypothetical switched LAN.

Exercise 3.5

Refer to the hypothetical network shown in Figure 3.11. Assume that each switch
has six Fast Ethernet (100 Mbps) ports and all entries of the switch table are
dynamically added.

Then,

Assign a MAC address of your choice to each host station.

Assign a MAC address to each LAN port of a switch (refer to Table 3.3).

For each switch, determine switch ports that link hosts or other switches.
Develop a switch table for each of the five switches. The switch table should
list MAC address—exit port pairs.

s

3.5.4 Switch Types



3.5.4.1 Nonmanaged versus Managed Switches

Switches are either nonmanaged or managed. The nonmanaged switch is relatively a
simple and inexpensive device that does not allow any modification of its
configuration and is literally put into production as it is. It, therefore, has only limited
features, such as, auto-negotiation of data transfer speed and transmission mode (e.g.,
half duplex vs. full duplex).

In contrast, the managed switch allows manual configuration of switch functions
through the interface with its operating system. Among the available functions are
login and password setup to control device accessibility, configuration of port security,
activation of built-in supervisory protocols, creation of VLANs, and other
management functions (e.g., backup of system files). Deploying a managed switch on
a switched LAN, therefore, requires knowledge of its initial setup and subsequent
management.

As stated, switches are layer 2 devices that use only MAC addresses to make
forwarding decisions of frames. However, the managed switch is generally assigned an
[P address so that it can be remotely accessed through such programs as web browser,
Telnet (remote access utility), and Secure Shell (SSH; telnet’s secure version) (see
Table 3.2 and Figure 3.3). When a switch is given an IP address, it is only for its
remote management through the network and has nothing to do with the switch’s main
function of frame forwarding that relies on MAC addresses. Recall that switches are
layer 2 devices, not layer 3.

3.5.4.2 Store-and-Forward versus Cut-Through Switches

In terms of the frame-forwarding approach, a switch can take either store-and-forward
switching or cut-through switching.

e Store-and-forward switching: When a frame begins to arrive at a port, the switch
waits until the entire frame becomes available for forwarding (or switching).
During the waiting, the frame is temporarily stored in a queue. Once the entire
frame becomes available, it conducts such routines as error detection using the
frame’s frame check sequence (FCS) and the validation of frame length. If a
transmission error is found, the frame is dropped. Otherwise, the switch forwards
it according to the switch table information.

e Cut-through switching: When a frame begins to arrive at a port, the switch does
not wait until the entire frame becomes available. Instead, the switch begins to
forward the frame as soon as information (e.g., destination MAC address)
necessary for switching decision becomes available. This approach reduces
latency (or delay) in frame delivery; however, the switch is unable to perform
such routine functions as detection of transmission errors and frame length
validation. In this mode, therefore, defective frames are relayed to destination
hosts where host NICs conduct error detection to remove them. When a faulty
frame is dropped by the destination node, the sender’s transmission control



protocol (TCP) detects and corrects the error by retransmitting the dropped
packet.

Some switches are designed to change between the two alternative modes in which
they use cut-through switching when the transmission error rate remains below a
threshold level, but shift to the store-and-forward mode otherwise.

3.5.4.3 Symmetric versus Asymmetric Switches

The switching speeds of available ports on a switch can be either symmetric or
asymmetric. In symmetric switching, all ports of a switch use the same delivery speed
such as 100 Mbps. When traffic is more evenly distributed throughout a network,
symmetric switching makes sense. For instance, a small network may be running on
the peer-to-peer relationship in which the host computer acts as a client and a server
simultaneously. With no dedicated servers, traffic flows are not concentrated on
particular hosts. The peer-to-peer computing, though, is not a popular choice in
enterprises these days.

In asymmetric switching, switch ports take advantage of different transmission
speeds. For example, a switch can have a combination of 100 Mbps Fast Ethernet and
1 Gbps Gigabit Ethernet ports, or it can have 10/100/1000 Mbps auto-sensing ports.
Asymmetric switching is necessary when network traffic is centered on one or more
ports.

For instance, in the client-server computing environment, client computers access
resources available from dedicated servers, such as, email, web, database, and
collaboration servers. Naturally, much network traffic is directed at servers, and the
switch ports that link servers should be able to relay data at a faster rate than those
connecting client computers. Otherwise, the server links can become bottlenecks that
negatively affect overall network performance. A majority of enterprise-class switches
use asymmetric switching because of their flexibility in handling concentrated traffic
(see Figure 3.12).

Besides using the asymmetric switch, link aggregation is another solution to
augment throughput of a particular link. Link aggregation (also known as bonding or
trunking) enables bundling of two or more physical links between switches or between
a switch and a host (primarily server) (see Figure 3.13). Link aggregation is explained
in more detail in Chapter 7.
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Figure 3.12 Demonstration of an asymmetric switch.
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Figure 3.13 A switched network with link aggregation.

3.5.4.4 Layer 2 versus Layer 3 Switches

Traditional switches operate at layer 2 (data link layer) performing frame forwarding
based only on MAC addresses. The layer 3 switch [or multilayer switch (MLS)] can
behave differently from its layer 2 counterpart. The layer 3 switch port (or interface)
can be flexibly configured either as a traditional layer 2 switch port (with only a MAC
address assigned) or as a router port (with a MAC and an IP address paired). With an
IP address assigned to a switch port, the layer 3 switch is capable of forwarding
Ethernet frames based on IP addresses, and it also performs basic IP-based routing,
basically acting just like a router. For instance, multiple subnetworks can be joined by



the layer 3 switch for inter-networking.

As another unique aspect of the layer 3 switch, its layer 3 functions are built into
hardware, and thus, it processes packets faster than traditional routers whose layer 3
functions are implemented in software. Hardware-based processing is simply faster
than that based on software, and this explains the popularity of layer 3 switches for
inter-networking within an enterprise or a campus.

The layer 3 switch, however, is not designed to entirely substitute the router because
it lacks some router functions. Most notably, its support for WAN connections and
advanced routing protocols is considerably weaker than the router. For example, you
can observe that there is no WAN serial port in Figure 3.14. Layer 3 switches are
widely used in place of pure routers within the boundary of an enterprise or a campus
network. Bear in mind that unless the term layer 3 switch 1s used, a switch is a layer 2
device.

Figure 3.14 An Ethernet layer 3 switch.

3.5.4.5 Fixed, Stackable, and Modular Switches

There are several switch types differing in their structural design:

e With the fixed port switch, what you see is what you get, because ports cannot be
added or changed (see, for example, Figure 3.9).

e With the stackable switch, multiple switches can be stacked on top of the other,
and they, as a whole, function as one oversized switch with many ports. The
stacked switches are conjoined by high-speed cables in a daisy chain fashion.



The modular switch comes with one or more slots that can accept a line card (or
module) with multiple ports. Figure 3.15 demonstrates a core switch with several
modules, each with multiple ports.

The decision of which switches to deploy on a network rests on various technical and
nontechnical (e.g., budget) considerations. Among the technical factors are:

Required speed and media to support existing computers

Number of switch ports necessary

Need for connection redundancy

Growth potential of an enterprise network

Switch types already in place

Role of a switch to be deployed (e.g., workgroup, distribution, and core switch)
Other functional features such as security

Power supply Management ports Ethernet LAN ports

Figure 3.15 A modular core switch and multiport switch card.
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3.5.4.6 Power over Ethernet

Some switches offer Power over Ethernet (PoE) capability. With its technology details
standardized by IEEE802.3, PoE enables a switch to use Ethernet LAN cables not only
to transmit data but also to supply electric power to connecting nodes, such as,
wireless access points (APs), VoIP phones, and web cameras (see Figure 3.16). Using
PoE-enabled switches, the planning and deployment of the network nodes becomes
more flexible without being constrained by accessibility to power sources. The PoE-
enabled switches are generally costlier than the ones with no PoE capability.

3.5.5 Security Issues

3.5.5.1 Safeguarding Switch Ports

It 1s essential that only qualified computers are allowed to join intermediary devices to
secure a network. Given the dominance of Ethernet switches for wired LANs, allowing
uncontrolled access to switch ports by any computer can pose a grave security threat to
an enterprise. To neutralize such risks, IT staff should use managed switches to block
unauthorized access to the network.

To improve network security, the operating system of a managed switch can be
instructed to allow only one or more legitimate MAC addresses on a port and to
automatically shut down the port if an unauthorized computer attempts to join. This
will prevent a network from such risks as footprinting and reconnaissance (gathering
data on network environment), stealth access to other computers, and direct attacks



such as MAC address flooding (see Chapter 11 for more details) by an intruder.

As another measure to further network security, it is a good practice to manually
shut down all unused ports of a switch. This can be done by issuing simple commands.
For example, the port Fa0/l of a Cisco switch is manually turned off by issuing
“interface fa0/1” and “shut” consecutively at the command prompt. Such a switch
setup to safeguard a network from potential hostile threats is possible with managed
switches.

3.5.5.2 Port Mirroring

Managed switches come with a mirror port for network management. Frames going
through some or all regular ports of a switch can be copied to its mirror port so that
network traffic can be monitored by the computer attached to the mirror port. Imagine
the situation in which an attacker finds a way to connect to the mirror port of a switch
and observes all frames (and inside packets) passing by. It highlights the importance of
securing physical access to switches and switch ports.

3.6 Routers

3.6.1 Two Primary Functions

The router that conducts routing decision of IP packets for inter-networking is another
key intermediary device. The router’s primary functions are as follows.

3.6.1.1 Routing Table Development and Its Update

The router develops and maintains a routing table as the reference table for packet-
forwarding decisions. Entries in a routing table can be manually created and also
dynamically added by the router itself based on information obtained from other
routers. For dynamic updates of routing table entries, routers periodically advertise
relevant information using protocols, such as, Open Shortest Path First (OSPF). The
details are explained in Chapter 6.




3.6.1.2 Packet Forwarding

The ultimate task of a router is IP packet routing (or forwarding). On receiving an IP
packet, the router examines its routing table entries to determine the optimal delivery
path and forwards the packet to the destination. Routers interconnect subnetworks
when each subnetwork runs a particular LAN (e.g., Ethernet, WiFi) or WAN (e.g.,
PPP, Frame Relay) standard (see Chapters 1 and 2 on intra-networking and inter-
networking). Depending on the size, each subnetwork may include multiple layer 2
switches with a number of workstations and servers attached.

The subnetwork separated from other subnetwork(s) by a router becomes a
broadcast domain, a constraining boundary of packet broadcasting (see Section 3.10.2
for more details). In other words, the router generally does not relay broadcasted IP
packets, and therefore, it becomes a dividing point between broadcast domains.

3.6.2 Router Components

Physically, the router is a computer specialized in IP packet forwarding across
subnetworks. It has all essential hardware and software elements that we see inside a
computer. These include the following:

e Central processing unit (CPU).
e Memory: Read-only memory (ROM), RAM, and nonvolatile flash memory.
e Operating System: A vendor may choose to store OS in the nonvolatile flash
memory for faster access and transfer to RAM.
e System bus that moves data between system elements.
e Various ports (interfaces) including
e LAN ports (e.g., Fa0/1) mainly for Ethernet, including Fast Ethernet and
Gigabit Ethernet.
e WAN ports (e.g., Serial0/0) for serial lines such as T-1 and DSL links.
e Console port for direct access to OS for system configuration and
management (see Figure 3.3).

Fast Ethernet Console
ports port

N7

=t L B E
WAN WAN
serial ports serial port

Figure 3.17 Router ports (not an actual product).



The drawing in Figure 3.17 demonstrates a router with Fast Ethernet LAN ports and
serial WAN ports. The router’s LAN ports generally use the RJ-45 connector that is
also heavily used by Ethernet switches. Although not included in the figure, a router
can have high-speed LAN ports for optical fibers. Different choices are available for
WAN serial ports, and Figure 3.17 demonstrates two of them. The serial WAN ports
are primarily used for enterprise-class routers. Many routers marketed for homes, and
small businesses also adopt RJ-45 (in place of serial ports) for the WAN port that is
wired to a cable or DSL. modem for Internet connectivity.

3.6.3 Router Ports and Naming

Many routers are modular, in which, besides built-in LAN and WAN ports, additional
modules (i.e., LAN or WAN cards with one or more ports) can be installed in the
expansion slot(s). The WAN card is called a WAN interface card (WIC) as opposed to
the network interface card (NIC) for LAN. The router’s WIC comes with various
serial ports as shown in Figure 3.17. Each router port connects to a subnetwork, and
thus, no two ports of a router should be on the same subnetwork. There is no universal
convention in naming router ports (interfaces), and vendors have their own preferences
in the naming.

Example: Cisco Router’s Port Naming

Just as with Cisco switches, Cisco routers use the naming approach of “media type
slot#/port#” in which Ethernet LAN and serial WAN are representative media types.
Assuming that a router comes with built-in (fixed) ports and additional expansion
slots, the built-in ports are considered to be in slot 0 (rather than 1). The LAN or WAN
card installed in an expansion slot has one or more ports, and a particular port of a slot
is identified as a “slot#/port#” combination (see Figure 3.18).

For instance, the first port of slot 0 includes such naming as Serial0/0 or
FastEthernet0/0, and the second port of slot 0 can have naming such as Serial0/1 or
FastEthernetO/1. As another example, FastEthernetl/0 and FastEthernetl/1 indicate the
first and second Fast Ethernet ports in slot 1. Depending on the router model, the port
naming is further extended to represent a combination of “slot#/subslot#/port#” (e.g.,
Serial0/0/0). The Cisco’s operating system, 10S, recognizes the preassigned port
names.
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Figure 3.18 Cisco’s LAN and WAN port naming (not an actual model).

The router’s LAN port such as FastEthernetO/1 or GigabitEthernetl/1 should be
configured with a pair of MAC and IP addresses for it to be operational. It is because
LAN is a point-to-multipoint setup in which a computer can have many possible
destinations within a subnetwork, making it necessary to use unique MAC addresses
for intra-networking.

Meanwhile, the serial WAN port needs an I[P address but not unique
source/destination MAC addresses because of the point-to-point (i.e., there is only a
single possible destination from a source) nature of a WAN connection. For this
reason, the pairing between an IP address and a MAC address applies only to the LAN
port, but not to the WAN port. The WAN frame also has data link address fields, but
they are literally space fillers, containing values (e.g., all ones) of little meaning.

The router port may be in the Up or Down state, and the former is an indication that
the port 1s ready for packet exchanges. For a LAN/WAN port to be in the Up state, it
should be given a unique IP address to be activated. Besides, the router connects to a
WAN link (e.g., T-1 line) through the external device called as CSU/DSU, and unless
the CSU/DSU function is built into the router. In the WAN link, the CSU/DSU does
what the DSL/Cable modem does for the home network (for more details, see Chapter
4).

Exercise 3.6

A command is issued to a router, and it displays summary information of port status
as in Table 3.5 (it is not a routing table). Answer the following questions:

How many LAN ports are there and what is their speed?
How many WAN ports do you see?

How many LAN and WAN ports are ready for networking?
Why does the serial port not have a MAC address?

Can FasEthernet0/1 have an IP address, 192.168.2.1/24?
Can FasEthernet0/2 have an IP address, 192.168.4.1/24?

SNk L=



Table 3.5 A Hypothetical Summary of Router Ports

Interface (Port) Link Status IP Address MAC Address

FastEthernet 0/0 Up 192.168.2.10/24 0001.34AB.1234
FastEthernet 0/1 Down <not set> 0001.3464.A23C
FastEthernet 0/2 Down <not set> 0001.3486.B18A
Serial 0/0 Up 192.168.5.10/24

Serial 0/1 Down <not set>

7. How many different subnetworks are currently interconnected by the router?
8. Up to how many different subnetworks can be interconnected by the router?

3.6.4 Router Configuration

As explained, the router exists to perform IP packet routing (i.e., inter-networking
across multiple subnetworks). To enable this, the router also develops and
continuously maintains a routing table, a reference table for packet routing decisions.
In addition, the router supports a variety of other functions for adequate network
management and protection. They are conveniently divided into basic and advanced
features.

3.6.4.1 Basic Features

¢ Router naming (e.g., R1)

e Setting up a password to allow protected access to operating system
e [P assignment to LAN/WAN ports and their activation

e Manual entry of static routing paths to the routing table

e Activation of a protocol that enables dynamic construction and update of the
routing table (for more details, see Chapter 6)

3.6.4.2 Advanced Features

Depending on the product, a router also supports other advanced tasks primarily
designed to enhance security of the computer network. Among them are the following:

e Access control list (ACL) to control inbound and outbound traffic flows by
filtering packets based on information, such as, IP addresses and TCP/User
Datagram Protocol (UDP) ports (for more details, see Chapter 12)

e Network address translation (NAT) that performs conversion between internally
used private 1P addresses and externally shown public 1P addresses to shield



internal hosts from public views (for more details, see Chapter 5)

e Provision of dynamic (or temporary) IP addresses to requesting stations by
activating the Dynamic Host Configuration Protocol (DHCP) server function (for
more details, see Chapter 10)

e Virtual private network (VPN) to support secure WAN connections between two
remote locations over the Internet (for more details, see Chapter 10)

e [ntrusion prevention system (IPS) to detect possible attacks mainly coming from
outside and prevent (e.g., drop suspicious packets) them from affecting the
internal network

e Security auditing that examines current router setup, detects potential threats to
the router and associated networks, and recommends configuration changes to
neutralize the threats

3.7 Switching versus Routing

In this section, differences between switching (by switches) and routing (by routers)
are revisited (see Chapter 2) in more detail. Again, relating switching to intra-
networking and routing to inter-networking makes their conceptual and technical
differences easier to comprehend. Both switching and routing are intended to move
application data from the source to the destination, possibly through multiple
intermediary devices and trunk links. The fundamental reason for conducting
switching and routing is that creating a full mesh network that directly interconnects
all host stations is neither practical nor cost-effective.

The key differences between switching and routing are summarized in terms of

1. Data link layer versus internet layer
2. Connection-oriented versus connectionless
3. Single delivery path versus multiple delivery paths

Review Sections 2.5 and 2.6 in Chapter 2 to better relate to the following summary.

3.7.1 Data Link Layer versus Internet Layer

While the data link layer is responsible for frame switching within a single subnetwork
(thus intra-networking) based on MAC addresses, the internet layer is responsible for
packet routing decision relying on IP addresses to forward packets across subnetworks
(thus inter-networking) joined by routers. Routing performed in the internet layer is
therefore conceptually distinct from switching that takes place in the data link layer.
Here, the route can be understood as the end-to-end delivery path of an IP packet
formed through multiple subnetworks.

3.7.2 Connection-Oriented versus Connectionless



With switching for intra-networking, the logical delivery path between two nodes is
predetermined no matter how many intermediary devices are involved to form the
path. Once decided, the logical switching path between any two hosts does not change
unless there 1s an inordinate development (e.g., switch failure) that makes it difficult to
use the same path. Keeping the same delivery path between two hosts makes switching
a connection-oriented undertaking.

Meanwhile, the routing path of a packet between two end nodes situated in different
networks 1s not necessarily predetermined, but it can be dynamically decided by each
router. For forwarding decision of a packet, the router refers to its routing table that
periodically updates the network’s changed conditions (e.g., traffic congestion in an
area). This makes the packet routing decision a dynamic and connectionless process
(more to come in Chapter 6).

3.7.3 Single Delivery versus Multiple Delivery Paths

There is only a single active delivery path at a time between any two nodes in
switching. In fact, many organizations maintain redundancy of the physical path
between two nodes for intra-networking. In other words, it is possible to have a partial
mesh topology among intermediary devices within a subnetwork (see Section 1.4.5).
However, switches have a built-in routine called spanning tree protocol, which figures
out the path redundancy and erases it, allowing only a single data link to be active
between any two nodes at a time.

As for routing, it assumes availability of multiple end-to-end active paths between
any two communicating nodes for inter-networking and naturally requires a process to
determine an optimal delivery route of the packet. For this, the router makes a
forwarding decision for each arriving packet by mapping its destination IP address to
the routing table. Relatively speaking, simplicity of switching decision (because there
is only one active delivery path) makes it significantly faster than routing decision.

3.8 Address Resolution Protocol

3.8.1 Background

Transportation of application data across subnetworks requires that switching (based
on MAC addressing) and routing (based on IP addressing) go hand in hand. For this,
the host’s LAN port should have MAC and IP addresses coupled (see Figures 1.23 and
1.24) so that the IP address becomes a vehicle to forward packets between
subnetworks (inter-networking) and the MAC address is used to move frames within a
subnetwork (intra-networking).

The ARP request is issued when the MAC address of a node (e.g., a host station, a
router port) needs to be obtained based on its IP address. For instance, assume that a
source host (192.168.10.1) has to deliver a frame to a target host (192.168.10.2) within
a subnetwork (192.168.10.x). In this situation of intra-networking, the frame should



contain the target host’s MAC address in the frame header for its delivery. If the
source host finds the target host’s IP and corresponding MAC addresses in its own
ARP table (or ARP cache), the mapping between them becomes straightforward.

I 5
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C:N2arp —a |

Interface: 192.168.1.4 —— Bxc |
Internet Address Physical Address '
192 .168.1.1 B8-14-6c—4d—-ab—82 i |
192 .168.1 .255 FE—fF-—ff-—ff-fFf—£¢
224 _A.60.2 B1-88-5e-00-060-602
224.8.8.22 B1-08-5¢-B8-00-16
224.8.8.251 01-80-5e-080-00—-f b
224 _A.8.252 81-80-5e—-080-00—-f ¢
239 .255.255.258 B1-88-5e-"f-ff-fa
255 .255.255.255 £ff—ff—ff—ff—fFff—f£f

4 1 }

| —— —— ra : |
(a)
Internet address Physical address Interface (port)
172.16.10.1 00-23-4C-6A-64-29 FastEthernet0/0
172.16.5.1 00-23-4C-6D-7B-EF FastEthernet(/1
172.16.7.1 00-23-4C-2C-8A-DE FastEthernet0/2
(b)

Figure 3.19 Sample ARP tables of (a) host and (b) router.

Figure 3.19a shows a sample ARP table of a host obtained by the C:\>arp —a
command. From this figure, you can observe that the host computer’s ARP table only
contains [P addresses and corresponding MAC (or physical) addresses. The router’s
ARP table (see Figure 3.19b) has one more column that indicates the exit port
(interface) of a target MAC address. This additional exit port information is required
because, unlike the host station that belongs to only one subnetwork, the router is
designed to connect several subnetworks simultaneously.

When the mapping information between an [P and a MAC address is not available
in the ARP cache, the source node has to broadcast an ARP request. Continuing the
earlier example, the source host (192.168.10.1) can broadcast an ARP request asking
“Hello, what is the MAC address of the IP host 196.168.10.2?”” On receiving it, the
target host (196.168.10.2) returns its MAC address to the requesting node
(192.168.10.1). The source host, 192.168.10.1, then updates the mapping information
on its ARP cache and dispatches the frame with the newly obtained MAC address in
the destination address field.

Exercise 3.7



1. Refer to Figure 3.19. What is a key difference between the host’s and the
router’s ARP tables?

2. Refer to Figure 3.19a. Assuming that the network address is 192.168.1.x,
explain the entries “192.168.1.255 ff-ff-ff-ff-ff-ff and “255.255.255.255 ff-ft-
ff-ff-ff-ff” in their meanings.

3. Refer to Figure 3.19b and answer the following questions:

a. How many different subnetworks the router is interconnecting?
b. Can we tell from the ARP table if the router has a WAN connection? Why
or why not?

4. Does the layer 2 switch need to maintain an ARP table for frame switching?
Why or why not?

3.8.2 ARP Usage Scenarios

There are different situations in which ARP is utilized by a source node (a host station
or router) to learn the MAC address of a target node.

e The source and destination hosts are in the same subnetwork (see Figure 3.20)—
The source host learns from a packet’s destination [P address that the target host
is in the same subnetwork. An ARP inquiry is broadcasted by the source when it
does not know the target’s MAC address, and the source uses the returned MAC
address to create a layer 2 frame.
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Figure 3.20 Scenario 1: Host-to-host ARP inquiry.

e The source and destination hosts are in two different subnetworks joined by a



/gﬂllrﬂe //
17290117

router (see Figure 3.21)—The source host learns from a packet’s destination IP
address that the target host is not in the same subnetwork and the packet has to be
directed to the router R for further forwarding. The source broadcasts an ARP
inquiry to learn the MAC address of the router’s LAN port, Fa0/0, and uses the
returned MAC address to create a layer 2 frame.

A router forwards a packet to another router when the source and destination
hosts are not in neighboring networks (see Figure 3.22)—R1 learns from a
packet’s destination IP address that the target host is not in the same subnetwork
and the packet has to be directed to R2 for further routing. R1 broadcasts an ARP
request to obtain the MAC address of R2’s Fa0/0 and uses the returned MAC
address to create a layer 2 frame.

A router sends a packet to its destination host when they are in the same
subnetwork (see Figure 3.23)—Router R learns from a packet’s destination IP
address that the target host is in the same subnetwork as its port Fa0/1. Router R
broadcasts an ARP request to obtain the MAC address of the destination host and
uses the returned MAC address to create a layer 2 frame.
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Figure 3.21 Scenario 2: Host-to-router ARP inquiry.
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Figure 3.22 Scenario 3: Router-to-router ARP inquiry.
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Figure 3.23 Scenario 4: Router-to-host ARP inquiry.

Exercise 3.8

Process view of packet delivery

How do DNS and ARP work together in delivering a packet? To understand the
procedure, assume that the browser of a PC (192.168.1.1 with 192.168.1.x as the
network ID) is trying to send an HTTP request to the web server,
www.whitehouse.gov (let’s say 123.45.67.89). Then, the following activities take
place in succession for the PC to successfully release the HTTP request. Think
logically and fill out the blank spaces.

1. The PC’s browser produces an HTTP request destined to the web server
(www.whitehouse.gov) on receiving the user input, but the PC does not know
the web server’s IP address initially.

2. The PC sends an inquiry to a designated server to learn the
www.whitehouse.gov’s [P address.
3. The server returns the IP address of the server to the PC.

4. The PC creates a packet with the sender’s IP address ( ) and the receiver’s IP
address () included in its header.

5. From the www.whitehouse.gov’s IP address, the PC realizes that the target
server is not in the PC’s subnetwork, and therefore, the packet should travel
beyond the subnetwork boundary.

6. The PC already knows the router port (called default gateway) that leads to
other networks. Assume that the default gateway is (192.168.1.250). The PC
(192.168.1.1) and the default gateway (192.168.1.250) are in the same
subnetwork, and therefore, the packet delivery between them becomes a

activity.

7. For the delivery of the packet containing the HTTP request, the PC should use
the address of the default gateway (192.168.1.250).


http://www.whitehouse.gov
http://www.whitehouse.gov
http://www.whitehouse.gov
http://www.whitehouse.gov

8. The PC already knows the default gateway’s IP address (provided by a DHCP
server during the boot-up), but the PC does not know the default gateway’s
. This triggers broadcasting of a(n) inquiry by the PC.
9. On receiving the inquiry, the default gateway (192.168.1.250)
responds by sending its address to the PC.
10. The PC updates the default gateway’s IP and MAC addresses pairing to its
table. Then, it creates a data link layer PDU called a by
adding the PC’s and the default gateway’s MAC addresses to the packet and
sends it directly to the default gateway to embark a long journey to the
www.whitehouse.gov server.

3.9 Choice of Intermediary Devices

Given many differences between the switch and the router, which is a better choice in
designing an enterprise network? “Switch when you can, route when you must” has
been the general rule of thumb. However, things have changed because the layer 3
switch with router capacity is also used widely as an alternative to the traditional
router. In deploying layer 3 switches, user stations and servers are attached to
traditional layer 2 switches, and one or more layer 3 switches interconnect layer 2
switches in a hierarchical fashion (see Sections 1.4.6 and 3.5.4).

The router still plays an important role within an enterprise network. For example,
the router (called border router) becomes a gateway to the Internet. Also, when an
enterprise network is formed by several LANs remotely separated, the border router on
each LAN provides connectivity of the LANs over WAN links.

Router and switch technologies are continuously evolving, and many technical and
nontechnical factors should be assessed to choose them for deployment. Among the
consideration factors are cost, manageability, port throughput/speed, LAN/WAN data
link standards (e.g., Ethernet) supported, security features, and future expandability
(e.g., availability of expansion slots).

Table 3.6 Port Addressing of Intermediary Devices

. Port/Interface
Device
MAC Address IP Address
Hub (multiport repeater) No No
Switch (Ethernet) Yes No
Router Yes (for a LAN port) Yes
No (for a WAN port)

Table 3.6 summarizes addressing requirement of three intermediary devices: hubs,
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switches, and routers. It is reemphasized that each LAN port (e.g., FastEthernet0/1) of
the router is given a MAC address, but its WAN port (e.g., Serial0/0/0) does not need a
MAC address. Unlike LAN’s point-to-multipoint link, the WAN connection is a point-
to-point link that makes unique addressing of the WAN port meaningless. The WAN
frame that carries an IP packet still has data link layer address fields in the frame
header, but they are generally filled with a predetermined value such as all 1s (see
Chapter 9).

3.10 Collision versus Broadcast Domains

The concepts of collision domain and broadcast domain are explained in this section.
Understanding their definitions and differences is important because they have
implications on the choice of intermediary devices and architecting an adequately
performing enterprise network.

3.10.1 Collision Domain

The collision domain represents a network segment within which only a single node is
allowed to transmit at a time because multiple outstanding frames from different
sources result in collisions. The collision occurs because all hosts within a collision
domain share the hardwired or wireless medium. Within a subnetwork, the switch
performs the role of dividing collision domains. In other words, the switch is able to
contain frame collisions to a collision domain and prevent them from triggering
collisions in other collision domains. The switch uses buffering to prevent collisions.
As an example of buffering, when the three PCs (PC1, PC2, and PC3) concurrently
release frames destined to the printer in Figure 3.24, the switch allows the flow of a
frame from a PC while buffering the other two PCs’ frames in its memory to avoid
collisions.

3.10.1.1 Collision Domain Types

Now knowing that the switch is a collision domain divider, let me explain how it
forms different types of collision domains. Figure 3.25 demonstrates a scenario in
which there are four collision domains separated by a switch. They are as follows:

e Collision Domain 1, formed by the direct connection between an end node (e.g.,
printer) and a switch port. It is a simple but prevalent collision domain type. In
this domain, only one bit stream (e.g., between PC1 and Printerl) is allowed to
flow at a time, and those from other sources (e.g., from LTI to Printerl) are
buffered by the switch to avoid collisions. The link between Serverl and the
connecting switch port is another collision domain of this type.
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Collision Domain 2, formed by the direct link between two switch ports or
between a switch port and a router port. As is the case with Collision Domain 1,
only one bit stream (e.g., between PC1 and Serverl) is allowed to flow through
the link at a time, and those from other sources (e.g., from LT1 to Serverl) are
buffered to avoid collisions.

Collision Domain 3, in which three computers are connected to a switch port
through the Ethernet hub. As a physical layer repeater device, the hub broadcasts



incoming frames, and therefore, no more than one frame should be outstanding
within the domain to prevent collisions (refer to Section 3.3). To ensure this, data
transmissions to the hub are controlled by the CSMA/CD standard implemented
in each computer’s NIC.

e Collision Domain 4, formed by the wireless access point (AP), its associated
computers, and its connection link to a switch port. The AP is placed so that
computers in the domain can access the network through the wireless link. The
AP allows only a single host to transmit data at a time regardless of how many
host stations are within the domain. This is because wireless communication is
natively broadcasting and concurrent signal propagations by more than one host
result in frame collisions. To prevent collisions, WiFi devices (e.g., AP, wireless
NIC) rely on the media access control protocol called CSMA/CA. 1t is slightly
different from Ethernet’s CSMA/CD. More details of WiFi including CSMA/CA
are explained in Chapter 8.

3.10.1.2 Collision Domain and Network Design

One important principle of network design is to avoid the formation of collision
domains to the extent possible because they negatively affect network performance.
However, in many situations, especially WiFi networks that rely on wireless access
points (APs), collision domains cannot be avoided. In that case, creating smaller
collision domains (e.g., putting more APs) can relieve side effects. Before closing this
section, it is again underscored that each switch port becomes a dividing point of the
collision domain.

3.10.1.3 CSMA/CD

The CSMA/CD standard for Ethernet is explained with regard to the procedural
mechanism it uses to control network access within a collision domain to ensure that
only one host is allowed to release the frame at a time (e.g., Collision Domain 3 in
Figure 3.25). As stated, CSMA/CD i1s implemented in the host computer’s NIC and
only activated when it connects to a hub. The CSMA/CD rule is summarized in the
following:

All host stations attached to an Ethernet hub /isten to network activities.

IF: There is ongoing traffic in the network,
THEN: Other host stations have to wait until the current transmission is over.
ELSE: Any host station can release frames based on first come, first served.
Although only a single host is allowed to access the media, there is
always a possibility that more than one host starts transmitting data
simultaneously, resulting in collisions. The chance of collision grows as
more hosts are attached to the hub.



IF: A collision takes place,

THEN: There is a natural increase in signal amplitude coming from the hub
beyond the normal level, and thus, the CD function of host NICs spots
the collision and sends out a jamming signal to indicate all hosts to stop
transmissions to resolve the situation.

All host stations, from that moment, wait for a random amount of time
before listening to the network activity again. The NIC’s built-in
algorithm gives hosts different random back-off times. When there is no
traffic after the random waiting, any station can release frames based on
first come, first served.

3.10.2 Broadcast Domain

The broadcast domain of a network defines the scope within which a node’s (i.e., a
host or an intermediary device) data broadcasting can reach. Hubs, bridges, and
switches relay broadcasted frames to all nodes attached to them. This means that
whenever a device of this type is added to an existing network, the broadcast domain’s
SCope grows.

The difference between layer 1 (hubs) and layer 2 (bridges and switches) devices is
that while the former does not even know about broadcasting in progress because it
mechanically relays frames, the latter at least can tell broadcasting because they
understand the meaning of a frame carrying all 1s (48 bits) in the destination MAC
address field. Unlike layer 1 and layer 2 devices, routers generally do not relay
broadcasted messages, and therefore, each router port sets the boundary of the
broadcast domain (see Figure 3.26).

There is a catch here in terms of the relationship between the switch and the
broadcast domain. As stated, the layer 2 switch does not divide broadcast domains in
its ordinary usage. In other words, the subnetwork itself becomes a broadcast domain.
However, by configuring so-called virtual LANs (or VLANSs), a switch can segment
the subnetwork into smaller broadcast domains. That is, when VLANSs are created on a
switch, each VLAN itself becomes a broadcast domain. This means that by defining
VLAN:S, several broadcast domains can be formed within Broadcast Domain 1 and
also within Broadcast Domain 2 in Figure 3.26. The details are covered in Chapter 7.

When a node broadcasts a message, the host’s NIC that receives the message
generally does not have the capability to process it, and thus forwards it to the
computer’s CPU for processing in the upper layer. Remember that the NIC only
performs layer 1 (physical layer) and layer 2 (data link layer) functions (see Chapter
2). Protocols that rely on broadcasting to convey their messages are generally defined
above the data link layer, and thus, they are beyond the NIC’s handling.

For example, DHCP at the application layer and ARP at the internet layer take
advantage of broadcasting. Broadcasting, therefore, not only multiplies traffic volume
on the network but also becomes a process burden on the host’s CPU.
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Figure 3.26 Two broadcast domains.

Now it becomes clear that depending on the choice of intermediary devices, the
scope of the collision domain and of the broadcast domain is determined, which
conveys varying implications on network performance. Table 3.7 summarizes the role
of key intermediary devices in defining the collision and broadcast domains.

Table 3.7 Dividers of Collision and Broadcast Domains

Intermediary Laver Collision Domain Broadcast Domain
Devices Divider? Divider?

Hubs 1 No No

Wlireless access No No

points

Bridges 2 Yes No

Switches 2 Yes No (Yes with VLANS5)

Routers 3 Yes Yes

Exercise 3.9

1. Discuss relationships among subnetwork, collision domain, and broadcast
domain (assume that VLANSs are not created on the switch).



a. Can the scope of a subnetwork be equal to that of the collision domain,
why or why not?
b. Can the scope of a subnetwork be equal to that of the broadcast domain,
why or why not?
c. Can the collision domain and the broadcast domain be equivalent in their
scope, why or why not?
2. Imagine the following four hypothetical networks. Identify collision domains
and broadcast domains in each network (Figure 3.27).

Bridge

Figure 3.27 Hypothetical networks.

Chapter Summary

e Intermediary devices relay IP packets and thus generally implement functions
below the transport layer. For example, the router is an internet layer device and
the ordinary switch runs in the data link layer, and thus, they do not understand
application and transport layer PDUs.

e Intermediary devices except those of physical layer (e.g., hubs, repeaters) have an
operating system, and it can be accessed through CLI and/or GUI.

e The hub is a pure physical layer device that accepts incoming messages,
regenerates their signal strengths and shapes, and repeats transmissions. Because
of the hub’s relay function, it is also called a multiport repeater.

e The bridge is a layer 2 device designed to divide a subnetwork into smaller,
manageable segments and control traffic flow between them. A bridge is either
transparent or nontransparent.

e The wireless access point i1s a nontransparent bridge and is equipped with a



WNIC and bridging software to enable packet forwarding between two different
LAN standards, mainly between Ethernet and WiFi.

e The switch is used to form data links between host stations for intra-networking.
It supports concurrent formation of multiple data links, each link moving data in
full-duplex mode. The switch table becomes the reference source for switching
decisions.

e Switches can be categorized from different angles: nonmanaged versus managed,
store-and-forward versus cut-through, symmetric versus asymmetric, layer 2
versus layer 3, and structural design (i.e., fixed, stackable, and modular).

e The router conducts routing of IP packets for inter-networking. For this, it
generally comes with both LAN and WAN ports. Whereas, the LAN port needs a
pair of MAC and IP addresses, the WAN port only needs an IP address. The
router may also support advance functions, especially those necessary to protect
corporate networks.

e The differences between switching by switches and routing by routers can be
understood in terms of data link layer (for intra-networking) versus internet layer
(for inter-networking), connection-oriented versus connectionless, and single
delivery path versus multiple delivery paths.

e ARP is used to obtain the MAC address of a network node based on its IP
address. ARP is an important protocol because moving data across subnetworks
requires both switching (based on MAC addresses) and routing (based on IP
addresses).

e The collision domain is a network segment where only one host is allowed to
transmit data at a time to avoid collisions in data transmissions. The switch
becomes a divider between collision domains.

e The broadcast domain defines the boundary of data/message broadcasting. The
router generally does not relay broadcasted messages, and thus, it becomes a
divider between broadcast domains.

Key Terms

access control list (ACL)

Address resolution protocol (ARP)
aggregate throughput

aging time

asymmetric switch

blocking switch

bonding

bridge

bridge table

broadcast domain

carrier sense multiple access/collision detection (CSMA/CD)



collision

collision domain

command line interface (CLI)
connectionless
connection-oriented
console port

CSU/DSU

cut-through switch

denial of service (DOS)
exit port

fixed switch

flash memory

forwarding rate

frame check sequence (FCS)
graphical user interface (GUI)
hub

HyperTerminal

intrusion prevention system
layer 2 switch

layer 3 switch

line card

link aggregation

MAC address flooding
managed switch

media access control
mirror port

modular switch

multiport repeater
multilayer switch (MLS)
network address translation
networking devices
nonblocking switch
nonmanaged switches

port density

port mirroring

power over Ethernet (PoE)
promiscuous mode

random access memory
RJ-45 port

router

secure shell (SSH)



security auditing
stackable switch
store-and-forward switch
switch learning

switch table

switches

symmetric switch

telnet

terminal mode
translational bridge
transparent bridge
trunking

virtual LAN (VLAN)
virtual private network
WAN interface card (WIC)
wire speed

wireless access point

Chapter Review Questions

1. If the wireless access point connects two different LAN standards, generally
Ethernet and WiFi, then it must be a type of

A. router
B. hub
C. bridge
D. gateway
E. switch
2. When a host station’s NIC is connected to a hub, the link should use
transmission.

A. half duplex

B. full duplex

C. partial duplex

D. simplex

E. partial simplex
3. Which is correctly pairing an intermediary device with its standard layer?
hub: layer 2 device
switch: layer 3 device
bridge: layer 2 device
router: layer 2 device
repeater: layer 2 device
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. What protocol is used to find the MAC address of a computer based on its IP
address?

HTTP (Hypertext Transfer Protocol)

TCP (Transmission Control Protocol)

ARP (Address Resolution Protocol)

IP (Internet Protocol)

. CSMA/CD Protocol

: Wthh may NOT be an advanced router function?

ACL for packet filtering

Network address translation between private and public IPs
Provision of dynamic IPs to requesting stations using DHCP
Intrusion detection and prevention

. Automatic assignment of an IP address to the router port (interface)
: Wthh of these may be an adequate naming of a router’s WAN port?
FastEthernet0/0

Console port

Auxiliary port

Serial0/0

. Fiber(0/1

: Choose a CORRECT statement about the switch.

The switch cannot be assigned an IP address.

The switch is also known as a multiport repeater.

The switch port mostly operates in the full-duplex mode.

The risk of frame collisions gets higher as the number of hosts attached to a
switch increases.

E. CSMA/CD is used to avoid frame collisions when a network is running on
switches.

. Which intermediary device defines the boundary of a broadcast domain?
A. switch

B. repeater

C. hub

D. router

E. modem

. When switching and routing are compared:

A. Both switching and routing are data link layer concepts.

B. Networks relying on switching can be more vulnerable to a single point of
failure than those relying on routing.

C. Both switching and routing are internet layer concepts.

D. Switching is connectionless (no predetermined delivery path between two
hosts), but routing is connection-oriented in forwarding user data.

E. Both switching and routing presume availability of multiple active delivery
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paths between two hosts.

10. The media access protocol, CSMA/CD, is activated by the host station when it is
connected to a

A. switch
B. hub
C. bridge
D. either a switch or a hub
E. router
11. A switch has eight gigabit LAN ports. What aggregate throughput is needed to
give the switch 100% nonblocking capacity?
A. 6.4 Gbps
B. 8.0 Gbps
C. 8.4 Gbps
D. 4.0 Gbps
E. 3.2 Gbps
12. The screen shot below must be a partial view of
a host’s ARP table
a router’s routing table
a DNS table
a host’s routing table
a switch’s switch table
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13. Which protocol uses broadcasting?

Simple mail transfer protocol (SMTP)

Hypertext transfer protocol (HTTP)

Transmission control protocol (TCP)

Address resolution protocol (ARP)

. Internet control message protocol (ICMP)

14. The router uses ARP

to notify its presence when it becomes active

to notify that it will become inactive soon

every time it forwards an IP packet to a host (e.g., web server)
whenever it has to broadcast an IP packet
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15.

16.

17.

18.

19.

E.

when it needs to forward an IP packet to another router whose MAC address
is not available

A switch has eight gigabit LAN ports. What is its wire speed and forwarding
rate? Also, what aggregate throughput is needed to give the switch 80%
nonblocking capacity?

A.
B.
C.
D.
E.

1 Gbps, 8 Gbps, 6.4 Gbps
1 Gbps, 1 Gbps, 8 Gbps

1 Gbps, 16 Gbps, 1.6 Gbps
2 Gbps, 16 Gbps, 6.4 Gbps
2 Gbps, 8 Gbps, 8 Gbps

Cut-through switching is when
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all switch ports use the same wire speed.

switch ports have different wire speeds.

the switch forwards a frame without waiting for its arrival in its entirety.
there is no switch learning or aging.

switch ports have different throughputs.

difference between asymmetric and symmetric switches is judged by

accessibility to the operating system

available port speeds

number of ports

expandability of port density

operational layers (e.g., layer 2 vs. layer 3)
restricts frame delivery between two host stations to a single path?

modem

switch

router

layer 3 switch

CSU/DSU

Imagine a hypothetical network on which a wireless bridge with two ports (say 0
and 1) connects two hubs (Hub A to port 0 and Hub B to port 1). The connectivity
of five host computers to the bridge ports is summarized below. Remember that
the MAC addresses are in hexadecimal.

End Stations MAC Address Port

DN AN W N =

1100.0000.1111 O
1100.0000.2222
1100.0000.3333
1100.0000.4444
1100.0000.5555

_— e O O




20.

21.

22.

Which entry in the Filter or Forward column of the bridge table is CORRECT?

So
1
1
1
1
1

urce MAC Address Destination MAC Address Filter or Forward
100.0000.1111 1100.0000.2222 (A) Forward
100.0000.1111 1100.0000.4444 (B) Filter
100.0000.5555 1100.0000.4444 (C) Forward
100.0000.3333 FFFF.FFFF.FFFF (D) Filter
100.0000.2222 1100.0000.4444 (E) Forward

20-21: A system administrator issued a command to a network node, and it
displayed summary information as shown below.

Interface IP Address MAC Address
Fa 0/0 192.168.2.10/24 0001.34AB.1234
Fa 0/1 <not set> 0001.3464.A23C
Fa 0/2 <not set> 0001.3486.B18A
Serial 0/0 192.168.5.10/24 0001.3412.B23A

Serial 0/1 <not set>

What kind of network node should it be?

A.
B.

C

D.
E.

router
switch
. bridge
hub

server

Which entry must be an INCORRECT one?

A.
B.
C.
D.
E.

FastEthernet 0/0
192.168.2.10/24
0001.3464.A23C
0001.3412.B23A
Serial 0/1

Choose a CORRECT statement about the operating system of an intermediary
device.

A.
B.
C.

Hubs and repeaters need an OS to function.
The switch’s OS does not allow modification of its port security.

The router’s OS is about the same size as Windows or Linux developed for
personal computers.

The router’s OS is generally stored in the nonvolatile flash memory.
When the router is powered on, the OS stored in its hard disk drive is copied



23.

24.

25.

into the RAM.

Imagine a 50% nonblocking Ethernet switch with 24 ports, each port with a speed
of 100 Mbps. What can be the switch’s aggregate throughput?

A.
B.
C.
D.
E.

24 ports
100 Mbps
200 Mbps
1200 Mbps
2400 Mbps

How does the layer 3 switch differ from the layer 2 switch?

A.
B.
C.

D.
E.

The layer 3 switch has more ports than the layer 2 switch.
The layer 3 switch has more throughput than the layer 2 switch.

The layer 3 switch has better network management capability than the layer
2 switch.

The layer 3 switch port can be either a switch port or a router port.
The layer 3 switch port has higher security than the layer 2 switch port.

How many collision domains do you see in the figure?

A. 2
B. 3
C. 4
D. 5
E. 6
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4 Elements of Data Transmissions

4.1 Introduction

This chapter explains technology elements and their standards necessary to physically
propagate data-carrying signals over wired and wireless networks. Technology
concepts introduced in this chapter, therefore, belong to the physical layer of the
TCP/IP and OSI architectures. Despite the concepts being highly hardware-driven,
they still form the fundamental knowledge in understanding computer networking. The
objectives of this chapter are to learn the following:

¢ Digital and analog signaling

e Signaling devices [modems and Channel Service Units (CSU)/Data Service Units
(DSUs)]

e Modulation including frequency and amplitude modulations

e Concepts of bandwidth, baseband, and broadband

e Synchronous transmission versus asynchronous transmission

e Multiplexing technologies including frequency division and time division
multiplexing

¢ International standards in digital signal (DS) hierarchies

e Networking media with focus on twisted pair and optical fiber

e Structured cabling system and its subsystems

4.2 Data Transmission Elements

Data are produced in various formats (e.g., texts, images, audios, videos) by many
different sources including computers, people, video cameras, and smart phones. The
source data are either digital or analog. As an example of the digital format, text data
produced by computer keyboarding are stored as a combination of Os and 1s. As for
the analog format, such source data as human voice, audio, and video take wave
shapes that continuously vary rising and falling in intensity with an infinite number of
states in the wave.

Regardless of whether the original data are digital or analog, they are represented
and processed by the computer or any other digital device (e.g., smart phone) in 1s and
0s. This requires conversion between nonbinary data contents and binary bit streams.
The term data encoding represents the translation process from source data (e.g.,
videos) to their corresponding bit stream, and data decoding is the reverse process.
The data encoding and decoding process is generally the responsibility of application
programs (e.g., Skype for VolIP) running in the application layer.



The focus of this chapter is not on data encoding and decoding that take place in the
application layer, but on technical elements in the physical layer necessary to transport
computer-produced binary bit streams over the wireless (unguided) or wired (guided)
network. The propagation of bit streams over the network can be in digital or analog
signals, and this requires another conversion process, signal encoding (or signaling), in
the physical layer. You can observe that encoding and decoding are generic terms
referring to any kind of transformation or conversion from one format to another (see
Figure 4.1).

Source data Bit stream Signal
Data Signal
encoding encoding m
|:> 0110110.... ——: > (Analog)

Decoding Decoding
Image <:| 10100111.... <: J—I__I_

Digital
Application layer Physical layer (Digital

processes processes

Figure 4.1 Data encoding/decoding versus signal encoding/decoding.

Signals produced in the physical layer should be patterned in a way to embed the
binary computer data according to the standard rules of conversion. Two different
approaches are used to convey a bit stream: digital signaling and analog signaling (see
Figure 4.1). Here, the signals may be electronic pulses, light pulses, or radio waves
that travel over wired (e.g., optical fibers, twisted pairs) or wireless (e.g., earth’s
atmosphere) media. Methods of converting (or encoding) bit streams into signals are
standardized so that hosts and intermediary devices from different manufacturers can
generate, transport, and process signals according to the common encoding/decoding
rules.

4.2.1 Digital Signaling

Widely used in networking (especially with wired media), digital signaling represents
binary bits produced by a computer in two or more discrete signaling states. There are
two different digital signaling approaches: on/off signaling and voltage signaling (see
Figures 4.2 and 4.3).

4.2.1.1 On/Off Signaling

On/off signaling is mainly used for bit transmissions over optical fibers. In on/off
signaling, the light source (e.g., lasers) of the fiber-optic system rapidly switches
between on and off states to transmit bits according to the exact timing of clocked
cycles. A good analogy of the on/off signaling is the practice of turning a flash light on



and off for communications between two sailing ships in the ocean.

4.2.1.2 Voltage Signaling

Clock cycle
-
S on | off | on | on | oOff | off | off | On
Source
1 0 1 1 0 0 0 1

Figure 4.2 On/off digital signaling.
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Figure 4.3 Voltage digital signaling.

Voltage signaling is another digital signaling method primarily used by traditional
copper wires, such as twisted pairs and coaxial cables, to transport digitized source
data. To represent binary bits, different voltage states that sustain the same signal
strength during a clock cycle are used. At the end of each clock cycle, the voltage state
may abruptly change to another state to reflect another bit or bit combination.

Depending on the signaling standard, there may be two voltage states, with each
state indicating either O or 1 (see Figure 4.3a). Or, there may be more than two voltage
states so that each state represents two or more data bits. For example, Figure 4.3b
shows that when there are four voltage states, a state can convey (or encode) 2 bits of
data in one clock cycle because the four states can reflect different combinations of 2
bits: 00, 01, 10, and 11. In other words, each of the four voltage states can uniquely
identify a 2-bit combination. Several digital signaling standards have been introduced
to carry multiple bits with one signal state, making it more effective in transporting bit
streams for high-speed networking.

Exercise 4.1

If a signal state of a certain voltage strength i1s designed to carry 3 bits, how many

different voltage states should be there in the signaling system? How about 4 or 5
bits?
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Figure 4.4 Select standards of digital signaling.

Oftentimes, the local area network (LAN)/wide area network (WAN) technology
such as Ethernet has its own signaling standards in the physical layer. Selected
methods of digital signaling are shown in Figure 4.4 for demonstration. As can be seen
from the figure, the three standards (NRZ—None Return to Zero, Manchester
Encoding, and Differential Manchester Encoding) use different rules in converting the
same bit stream, resulting in discrepant effectiveness of data transmissions (their
conversion rules are not explained here).

Challenge Question: In Figure 4.4, can you figure out data conversion rules of the
three different signaling methods?

4.2.2 Analog Signaling

4.2.2.1 Properties of Analog Signal

In analog signaling, the properties of continuously varying electromagnetic waves are
used to embed bit stream data. As seen in Figure 4.5, an electromagnetic wave has
several key properties: amplitude, frequency, phase, and wavelength.

o Amplitude represented by such metric as voltage is an indication of signal
strength (the highest point of a wave).

e Frequency represents the number of cycles a wave has in every second. When a
wave has one cycle per second, its frequency is 1 Hertz (Hz). Key frequency
metrics are summarized in Table 4.1. As an example, the human voice takes a
continuous (analog) wave form and has frequency typically ranging between 300



and 3400 Hz. The magnitude of frequency decides a signal’s pitch in which
higher frequency results in higher pitch.
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Figure 4.5 Analog signal and parameters.

Table 4.1 Hierarchy of Frequency Metrics

Unit of Frequency Number of Cycles per Second
Hertz (Hz) 1 cycle
Kilohertz (kHz) = 1000 Hz 1000 cycles
Megahertz (MHz) = 1000 kHz 1 million cycles
Gigahertz (GHz) = 1000 MHz 1 billion cycles
Terahertz (THz) = 1000 GHz 1 trillion cycles

e Wavelength represents distance between two adjacent peaks of a wave.
Wavelength is inversely proportional to frequency: the higher the frequency, the
smaller the wavelength. Depending on the frequency of an analog signal, its
wavelength varies significantly (e.g., the size of a football field or of a molecule).

e Phase represents the relative position of a signal point on a waveform cycle, and
it is measured by an angular degree within the cycle. Figure 4.5 demonstrates five
different angular degrees or phases (0°, 90°, 180°, 270°, and 360°) of the first
cycle.

4.2.2.2 Modulation

In analog signaling, the parameter values of frequency, amplitude, and phase are
varied (sometimes alone and other times in combination depending on the standard



signaling method) to encode digital data. The process of altering analog signal
characteristics to codify source bit data is called modulation. When the frequency,
amplitude, or phase attributes of an analog signal are altered to embed bit stream data,
it is called frequency modulation, amplitude modulation, or phase modulation,
respectively.

There are also modulation techniques available when source data are analog (e.g.,
AM radio broadcasting, FM radio music), resulting in analog data—to—analog signal
conversion. But, our main interest is the transportation of digital bit streams produced
by computers and other digital devices, and therefore, the coverage focuses on the
modulation of digital bit streams to analog signals.

As an example, Figure 4.6 demonstrates amplitude modulation and frequency
modulation. For amplitude modulation in Figure 4.6a, different amplitudes of an
analog signal are used to differentiate source values of Os (e.g., low amplitude) and 1s
(e.g., high amplitude). You can observe that the frequency remains the same and only
the amplitude changes reflecting source bits. For frequency modulation, different
signal frequencies are applied to represent Os and 1s. In Figure 4.6b, for example, Os
and 1s can be indicated by a low (e.g., 4000 Hz) and a high (e.g., 8000 Hz) frequency,
respectively. Recall that each bit interval is precisely controlled by the clock cycle of a
network node.
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Figure 4.6 Amplitude modulation and frequency modulation.

4.2.3 Signaling Devices



The main question in this section is which devices conduct such digital and analog
signal encoding and decoding to move application layer data over the network. Wired
LANs, including the dominant Ethernet, primarily take advantage of digital signaling.
The network interface card (NIC; or LAN card) of host stations and intermediary
devices is responsible for the production and transmission of DSs such as those in
Figure 4.4. Meanwhile, WiFi that depends on radio waves uses analog signaling.

Just as with LANs, WAN connections also use both digital (e.g., T-1 lines) and
analog (e.g., satellite links) signaling to transport bit stream data. There are two
different device types that enable WAN signaling: CSU/DSUs for digital signaling and
Modems (Modulator demodulators) for analog signaling.

4.2.3.1 Modem and Analog Signaling

Dial-up, Digital Subscriber Line (DSL), and cable services enable an
individual/business client to access the carrier’s private WAN platform or the Internet
over the local access line (e.g., telephone or cable lines). With relatively higher speeds
than the conventional dial-up connection, DSL and cable links are considered
broadband access service. In the United States, the Federal Communications
Commission (FCC), which regulates interstate and international telecommunications,
officially recognizes 4 Mbps down and 1 Mbps up as broadband speeds. With the
continuous upgrade in network infrastructure, however, FCC may raise the threshold
of a broadband service to 25 Mbps down and 3 Mbps up.

Here, the responsibility of dial-up, DSL, and cable modems is to conduct necessary
translations between digital and analog signals. The modem uses such technology as
amplitude or frequency modulation to convert a computer’s DSs to analog signals
necessary for transmissions.

a. Dial-Up Modem: The dial-up modem takes advantage of the traditional telephone
infrastructure [called public switched telephone network (PSTN)] to transport
computer-produced data. The computer’s NIC port releases DSs, and they are
converted to analog signals by the dial-up modem for transmissions through the
phone line’s voice channel in the frequency range of 0—4000 Hz (see Figure 4.7).
This conversion is necessary because the carrier’s (e.g., AT&T) traditional PSTN
infrastructure processes only analog signals of that frequency range coming from
the local telephone line.

Once computer data transported through the voice frequency channel (0-4000
Hz) of the phone line arrive at a carrier’s switching office, they are directed to the
Internet instead of the PSTN backbone. Using analog signaling through the
limited voice frequency range (0—4000 Hz) restricts the maximum speed of the
dial-up connection to 64 kbps (DSO speed), unless another measure including data
compression is used to boost the transmission speed.

b. DSL and Cable Modems: Unlike the dial-up modem that utilizes a single voice
channel (04000 Hz) to transport both voice and data (thus allowing either voice
or data service at a time), DSL takes advantage of separate voice and data



channels occupying different frequency ranges of the phone line. This approach
eliminates the need of channel sharing by voice and data traffic, and thus affords
simultaneous access to the telephone line and the Internet. Furthermore, there are
two separate data channels for simultaneous flows of upstream and downstream
traffic. DSL modems generally take advantage of analog signaling (see Figure
4.9b) to transport digital source data as well as telephone calls, making the
naming somewhat confusing to readers.
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Figure 4.7 Data transmissions with a dial-up modem.

There are several variants of DSL, and they are largely divided into two
groups: symmetric (SDSL) and asymmetric (ADSL). Unlike SDSL that offers the
same channel speed in both upstream and downstream channels, ADSL has a
downstream channel capacity larger than that of upstream allowing faster
downloading of files from the Internet (see Figure 4.12). Similar technical
approaches apply to cable service in which the cable capacity (or bandwidth) is
divided into several frequency channels to transport voice, Internet traffic (data),
and cable TV concurrently.

4.2.3.2 CSU/DSU and Digital Signaling

Unlike the modem that provides compatibility between digital and analog signals at
the physical layer, the CSU/DSU converts a DS generated by the customer premise
equipment (e.g., routers) to another DS format required by the WAN/Internet access
link. Therefore, unlike dial-up and DSL modems that connect to an analog circuit (i.e.,
traditional telephone line), the CSU/DSU is used when the access link runs a digital
circuit such as T-1 or T-3 line.

Figure 4.8 demonstrates a situation in which the CSU/DSU translates the DS
coming from the border router’s WAN port to another DS format required by the T-1
access line. The CSU/DSU comes with different standard ports such as V.35. Many
routers’ WAN interface card (WIC) has a built-in CSU/DSU, and thus, these routers do
not need a separate external CSU/DSU for WAN connectivity.
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Figure 4.8 External CSU/DSU.

Table 4.2 summarizes this section’s explanation on source data types, signaling
methods, select standard conversion methods, and popular devices that perform the
conversion.

4.2.4 Bandwidth and Related Concepts

4.2.4.1 Bandwidth

Table 4.2 Signaling and Conversion Devices

Select Conversion . .
Input Output Standards Conversion Devices

e Manchester
Digital Digital e Differential
signal signal Manchester

¢ Non-return-to- zero

CSU/DSU

e Amplitude

Digital Analog modulation Dial-up, DSL, and cable
. . e Frequency
signal signal modulation modems

e Phase modulation




In its technical definition, bandwidth represents the frequency range between the
highest and the lowest frequencies supported by a channel or a medium. Wired (or
guided) and wireless (or unguided) media including copper wires, optical fibers, and
radio waves have their frequency ranges. For example, if the frequency of a radio
channel ranges between 30 and 300 kHz, its bandwidth becomes 300 — 30 kHz = 270
kHz. As another example, given that human voice generally ranges from 300 through
3400 Hz, its bandwidth is 3400 — 300 Hz = 3100 Hz.

Bandwidth is therefore an analog concept that directly relates to a channel’s or
medium’s frequency range (see Figure 4.5). It is an important concept in computer
networking because the digital capacity of a medium or a channel is a direct function
of its bandwidth—the larger the bandwidth, the bigger the capacity in bits per second
(bps). For this reason, industry practitioners have been using bandwidth and digital
capacity (or signal) interchangeably. As related, there are significant differences in
bandwidth between communication media (e.g., between optical fibers and copper
wires), and this explains a large discrepancy in their data rates.

4.2.4.2 Baseband and Broadband

Baseband and broadband mean digital signaling and analog signaling, respectively. In
baseband (or digital) transmission, only one DS flows at a time using the full
bandwidth of a medium to transport data (see Figure 4.9a). Today’s wired computer
networks generally take advantage of the baseband technology. For example, the early
generation of Ethernet with 10 Mbps speed relied on Manchester Encoding (see Figure
4.4) to translate a digital bit stream into a DS that uses the entire bandwidth of the
copper cable. When multiple sources of data are to be combined (or multiplexed) and
transported concurrently based on the baseband technology, the so-called time division
multiplexing (TDM) is utilized (see Figure 4.9a). More details of TDM are explained
later.

When the broadband (or analog) transmission is utilized, several frequency channels
can be created within a cable or a channel of the medium to transport multiple analog
signals concurrently through separated frequency ranges (see Figure 4.9b). Frequency
channels can carry different data types such as text, voice, and video. Naturally, the
wider the bandwidth of a medium or a channel, the more channels or subchannels can
be accommodated allowing concurrent flows of multiple data streams.

Cable TV services, for instance, primarily rely on the broadband technology to feed
multiple TV channels along with Internet traffic and telephone calls. Also, DSL that
transports both voice (telephone calls) and data (Internet traffic) concurrently is
another example of the broadband transmission. When multiple sources of data are
pulled together and transported concurrently over the network based on the broadband
technology, frequency division multiplexing (FDM) is utilized. More details of FDM
will be explained later.
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Figure 4.9 Baseband versus broadband transmissions.

To confuse matters further, the term broadband is also used to indicate a high-speed
connection as opposed to narrowband. For instance, DSL, cable, and T-1 are generally
considered broadband technologies, and meanwhile, the dial-up connection with its
maximum speed of 64 kbps (without using compression) is regarded as a narrowband
technology. There is, however, no agreed bandwidth that separates broadband from
narrowband, although 200 kbps generally becomes a threshold for a broadband
service.

4.2.5 Synchronous versus Asynchronous Transmissions

4.2.5.1 Asynchronous Transmission

Digital bits can be moved either asynchronously or synchronously. In asynchronous
transmission, each character [7 or 8 bits in American Standard Code for Information
Interchange (ASCII)] becomes a unit of delivery (see Figure 4.10a). Its focus is on
safely conveying one alphanumeric character at a time. For this, each character is
added by the start (indicating the starting point), stop (indicating the ending point), and
parity (for error detection) bits. If a character uses 7-bit ASCII, the delivery of each
character takes 10 bits after adding the 3 overhead bits. With the large 30% overhead
(3/10 bits), asynchronous transmission is ineffective, and its usage in computer
networking has been largely limited to low-speed circuits such as those connecting a
computer to a terminal, keyboard, and modem.
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Figure 4.10 Asynchronous versus synchronous transmissions.

4.2.5.2 Synchronous Transmission

In synchronous transmission, each message unit is essentially a long string of
characters rather than a single character (see Figure 4.10b). In Chapter 2, for example,
it was explained that there are three different types of the protocol data unit (PDU) (see
Figure 2.1). The data link layer PDU (or frame) generally includes the header, data,
and trailer sections. The maximum size of the data field (also called a payload) and
overhead varies depending on the technology standard. The Ethernet frame, for
instance, can contain up to 1500 bytes in the data field with the maximum overhead
(header and trailer) size of 26 bytes. With synchronous transmission, therefore, a
number of data characters are transported in their entirety within a single PDU.
Computer networking mostly relies on synchronous transmission.

When the PDU with bundled data characters is transported (of course, in the form of
digital or analog signal), its delivery becomes more effective than asynchronous
transmission. For instance, unlike the 30% overhead of asynchronous transmission, the
overhead of synchronous transmission becomes much smaller (generally less than
5%), consuming less bandwidth to move the same amount of data. The start, stop, and
parity bit functions of asynchronous transmission are also built into each PDU for
synchronous transmission. For instance, with the Ethernet frame, these functions are
realized through bits included in such fields as preamble, start frame delimiter, and
frame check sequence (for more details, see Chapter 7).

Exercise 4.2

Using information provided in Figure 4.10, compute the Ethernet frame’s overhead
in terms of percentage, and compare it with that of asynchronous transmission.
Assume that the Ethernet’s data field contains the maximum number of characters
possible.




4.2.6 Multiplexing

Multiplexing is another fundamental and important physical layer technology that is
heavily used in modern networks. Multiplexing represents the process of combining
signals (either analog or digital) from multiple sources to channel them over a single
shared line or circuit. When multiple signals are merged and transported over a single
line or channel, each signal takes up a portion of the available bandwidth. The
multiplexer device performs multiplexing, and the de-multiplexer separates combined
signals.
Main benefits of multiplexing are as follows:

e [t dramatically increases effectiveness in capitalizing network capacity.
¢ [t cuts the number of necessary links or circuits between two points.
e [t lowers the cost of networking without sacrificing performance.

Several advanced multiplexing technologies have been developed, and many of them
are derived from the fundamental technologies of FDM and TDM. Although already
explained in Figure 4.9 without formally introducing them, FDM and TDM are further
elaborated here.

4.2.6.1 Frequency Division Multiplexing

For FDM, the line or channel bandwidth available is divided into several,
nonoverlapping frequency ranges, and a data source (e.g., I[P phone, computer) is
assigned to one of the available frequency ranges so that multiple data sources share
the line or channel capacity for concurrent network access. As the data source takes
advantage of a preassigned frequency range, analog signaling is used (remember that
frequency is an analog concept). Analog signals from different data sources do not
interfere with each other when they occupy different frequency ranges (see Figures
4.9b and 4.11).

Source 2

: - ' _ Point of Point of
Eﬂl.ll'(‘l'_:_l 4 Frequency channels Biesirice vt fcls
; / 1:1000-2000Hz \  (POP) (POP)

‘., / 2: 2001-3000 Hz \

3: 3001-4000 Hz

/
\44{){)1 5000 Hz |

Source 3 &

Source 4 . J

San Diego ‘\Jmu Yurk
office Multiplexer/de-multiplexer office

Figure 4.11 Frequency division multiplexing.

4.2.6.2 FDM Example: ADSL



As an example, Asymmetric DSL (ADSL) as a popular broadband (fast) service
creates three nonoverlapping channels through a telephone line: one (04 kHz) for the
traditional plain old telephone service (POTS) and the other two channels (around 20
kHz—1 MHz) for upstream and downstream data traffic. This multiplexing allows
simultaneous flows of voice and data signals over a twisted-pair cable (see Figure
4.12). The three separate channels, though, consume a small fraction of the twisted
pair’s entire bandwidth. For example, category 6 twisted-pair cable has a bandwidth of
250 MHz (see Table 4.5), and you can observe that the three channels are taking up
less than 1% of the available capacity.

With DSL’s FDM, both voice and data traffic are transported concurrently between
the carrier’s central office (CO) and the customer premise. At the CO, the signals are
decoupled. Then, voice traffic is forwarded to the traditional PSTN, while data traffic
is channeled to the Internet (see Figure 4.13).

As another example of FDM, cable TV service providers divide the bandwidth of a
coaxial cable into at least three different frequency ranges: one for TV channels, one
for voice service, and one for Internet access. Clients may subscribe to all three
services at a discounted rate or a subset of the three available services.
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Figure 4.12 Frequency usage with the ADSL modem.
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Figure 4.13 Internet connection with DSL.

4.2.6.3 Time Division Multiplexing

TDM uses the entire bandwidth of a line for the transmission of a single DS that
aggregates data from multiple sources (e.g., phones, computers). For this, inputs from
data sources are interwoven one after the other within a frame that is transmitted every
certain time interval regulated by the clock speed (see Figures 4.9a, 4.14, and 4.16).
The frame, therefore, contains multiple time slots with each slot containing data from a
transmitting source.

Here, the term “frame” is used to indicate a physical transmission unit produced
when digital data from multiple data sources are combined (or multiplexed). This
assemblage process is literally a mechanical procedure. For this reason, the frame
produced by a multiplexer (a layer 1 device) is fundamentally different from the frame
constructed in the data link layer by a LAN/WAN standard such as Ethernet. Once the
physical layer frame is assembled, it is directly injected into the network for
transmission, making multiplexing a physical layer technology.
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Figure 4.14 Synchronous time division multiplexing.

Two different approaches are used in utilizing available time slots of a frame:
synchronous TDM and statistical TDM. In synchronous TDM, each data source is
assigned a dedicated time slot of the frame. If there is no incoming data assigned to a
particular time slot, the frame is released leaving the time slot empty. The number of
data sources, therefore, equals the number of time slots in the frame. Figure 4.14
demonstrates synchronous TDM in which each frame carries data from four different
sources in every clock cycle of the multiplexer. Because of the dedication of a time
slot (therefore, network bandwidth) to a data source, synchronous TDM does not result
in transmission delays.

Statistical TDM (see Figure 4.15) is designed for more effective utilization of frame
capacity. To that end, available time slots of the frame are dynamically allocated to
incoming traffic on a first-come-first-serve basis. Without committing a particular time
slot to a particular source, statistical TDM can serve more data sources than the
number of available time slots because chances are that not all sources release data
simultaneously. That way, statistical TDM increases occupancy of available time slots.



However, you can also observe that if more sources than available time slots transmit
data at the same time, delay becomes inevitable.

4.2.6.4 TDM Example: T-1 Line
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Figure 4.15 Statistical time division multiplexing.

T-1 offered on the twisted pair or optical fiber is a popular service that connects a local
network to the Internet or to other remote locations (e.g., branch offices)
geographically dispersed. Using digital signaling, it achieves the data rate of 1.54
Mbps and can convey both voice and data traffic. T-1 uses the physical layer frame, a
discrete unit of bit stream produced in every clock cycle by bundling bits from several
data sources.

Let’s look into the details of how TDM is performed by the T-1 multiplexer. Each
T-1 physical layer frame has 24 time slots (for 24 different voice and/or data sources)
in which each slot can carry 8 bits (or 1 byte). As there are 24 slots in each frame, the
size of a frame becomes 193 bits (24 x 8 bits/slot = 192 bits + 1 bit overhead = 193
bits). The T-1 multiplexer quickly scans data sources in every clock cycle to fill up the
time slots, and the completed frame is dispatched. If a particular data source does not
produce bits, its assigned time slot remains empty. With T-1, 8000 frames are
produced per second, effectively reaching the speed of 193 x 8000 = 1.54 Mbps.
Alternatively, the T-1 capacity may be used for data transmission only using its entire
bandwidth of 1.54 Mbps as a single channel without having time slots.

Exercise 4.3

1. What is the data rate of each source (e.g., computer, I[P phone) assigned to a
time slot in Figure 4.16?

2. Given that 8000 frames are produced per second, what is the time interval of
each frame produced in Figure 4.16?

4.2.6.5 Spread Spectrum
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Figure 4.16 Time division multiplexing with T-1.

A more advanced and complex form of multiplexing, called spread spectrum, is
heavily used for today’s wireless networking including WiFi and cellular phone
networks. There are several spread spectrum standards including Orthogonal
Frequency Division Multiplexing (OFDM), a type of FDM. Although their technical
details are beyond the scope of this book, spread spectrum offers faster data rates than
traditional TDM or FDM techniques. Popular WiFi standards including 802.11g and
802.11n rely on OFDM.

4.2.7 Digital Speed Hierarchies

Multiplexing by multiplexers (e.g., T-1 multiplexer) is conducted according to a
standard hierarchy of DSs. DS and Optical Carrier (OC)/Synchronous Transport
Module (STM) provide two different digital speed hierarchies. DS was introduced
when cabling options for the computer network were mainly copper wires, such as,
twisted pairs and coaxial cables. The OC/STM hierarchy specifies a set of channel
speeds on fiber-optic networks.

4.2.7.1 Digital Signal

DSO0 at 64 kbps is the base speed of the Digital Signal (DS) hierarchy. The 64 Kbps
represents the digital data rate produced when a single voice call (that is analog) is
digitized by the standard conversion method called pulse code modulation (PCM).
Then, the capacity of higher-level digital channels is, therefore, decided by the
multiples of DSO (64 kbps). For example, DS1 combines (or multiplexes) 24 DSO
channels achieving the data rate of 1.54 Mbps. You should be able to relate why the T-
1 line 1s designed to provide DS1 data rate and supports up to 24 channels of 64 kbps.
DS speeds, therefore, represent the number of digitized phone calls (equivalent to
DSO0) that can be transported simultaneously. Table 4.3 summarizes the hierarchy
levels, their corresponding speeds, and the number of voice channels supported.



Table 4.3 Digital Signal (DS) Hierarchy

Digital Signal (DS) Hierarchy Digital Data Rate Number of Voice Channels

DSO0 64 kbps 1
DS1 1.54 Mbps 24
DS1C 3.15 Mbps 48
DS2 6.31 Mbps 96
DS3 44.74 Mbps 672
DS4 274.17 Mbps 4032

Table 4.4 OC/STM Hierarchy—Select Speeds

Select OC/STM Levels Digital Signal Note (OC vs. DS)

OCl1 51.84 Mbps 28 DS1(1.54 Mbps)
OC3/STM1 155.52 Mbps 3 OCl1s/84 DS1s
OC12/STM4 622.08 Mbps 4 OC3s/336 DS1s
OC48/STM16 2.48 Gbps 16 OC3s/1344 DS1s
OC192/STM64 9.95 Gbps 64 OC3s/5376 DS1s

4.2.7.2 Optical Carrier/Synchronous Transport Module

The digital speed hierarchies of OC (as the North America standard) and STM (as the
ITU-T international standard) define various channel speeds on the fiber-optic
network. With the huge bandwidth of an optical fiber, the base speed of the OC
hierarchy starts at 51.84 Mbps (OC1), and higher OC levels are multiples of OC1. For
example, OC12 is about 622 Mbps (12 channels of 51.8 Mbps). For STM, the base
(STM1) speed is equivalent to 3 OCls (about 156 Mbps), and higher-level STMs are
multiples of STM1.

You can observe that although OC and STM are two different standards, there is
correspondence between their hierarchy levels (see Table 4.4). Also, there is contiguity
from the DS hierarchy to the OC/STM hierarchies. For instance, the OC1 data rate is
the result of multiplexing 28 DS1 channels.

4.3 Networking Media

Copper wires (twisted pairs and coaxial cables), optical fibers, and the earth’s
atmosphere (for wireless networking) are currently the dominant media types. This
section covers the two most important media for wired (or guided) networking: twisted
pairs and optical fibers. As explained, all details about networking media such as their



physical properties, signal and transmission characteristics, and interfaces/ports and
connectors are standardized at the physical layer.
These networking media differ in many ways including,

e Transmission characteristics including,
e Susceptibility to noise and interference
e Signal propagation effects including signal attenuation and distortion
e Bandwidth supported
e Physical properties (e.g., size, flexibility, number of wires, ease of installation)
e Cost of purchase, setup, maintenance, and operation
e Security of data in transition

With their varying characteristics, each medium has its right place when it comes to
the design and deployment of a network.

4.3.1 Propagation Effects

All media have propagation effects especially in the form of signal attenuation and
distortion.

4.3.1.1 Attenuation

Attenuation means that the strength or intensity of a signal (e.g., electronic currents,
lights, radios) traveling through the media gets weaker as it progresses, and the rate of
attenuation differs depending on the medium type. The light signal propagating
through the optical fiber has the lowest attenuation rate. It can propagate a few miles
without restoring its shape and strength. The electrical signal moving through the
copper wire has much faster attenuation than the optical fiber’s light signal. As a
result, the effective distance of twisted-pair cabling between two network nodes,
generally up to 100 m, is considerably shorter than that of the optical fiber. Wireless
communication, meanwhile, has the steepest signal attenuation compared to guided or
wired media.

4.3.1.2 Distortion

Distortion refers to the fact that a signal’s original shape cannot be maintained when it
propagates because of several reasons, including signal attenuation, added noise, and
transmission interferences. The longer a signal travels, the more distortion takes place.
If there is too much distortion, the receiving node may not recognize the signal pattern
or it might misinterpret the meaning embedded, resulting in a transmission error.

In digital signaling where there is only a limited number of signal states (e.g., Figure
4.17 has four states), the network node can better recognize and reproduce the original
signal even if there is a certain degree of distortion and attenuation. In contrast, the
reproduction of an analog signal is much more challenging because of difficulties in



separating the original signal pattern from any noise added during its propagation. The
relative ease of restoring DSs makes digital transmission a better choice for retaining
the integrity and quality of data (e.g., music) being transported.
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Figure 4.17 Attenuation and distortion effects of digital signaling.

4.3.2 Twisted Pairs

4.3.2.1 UTP versus STP

Color-coded

insulation
+ STP Conductor
e — Insulation
T Ty Pai r
-
Pair shield
? _--f ” Plastic encasement
Plastic Shielding Copper wire
encasement conductor
Color-coded
insulation
‘ UTP Conductor
r/- -— Insulation
T T Pair
i_H—- ===
B, S T N
T f Plastic encasement
Plastic Copper wire
conductor

encasement

Figure 4.18 STP versus UTP.

The twisted pair is an ordinary copper wire that uses electrical currents to encode data.
Because of its low cost, high durability, and easy installation, it has become a popular



choice for network cabling. Twisted pairs are either unshielded or shielded (see Figure
4.18). The shielded twisted pair (STP) has an extra metal shield over each pair of two
twisted copper wires to further protect signals inside from external noise and, thus, can
support higher data rates. The STP, however, has not been successful in the
marketplace because its advantages over the unshielded twisted pair (UTP) generally
do not compensate higher costs. The UTP simply satisfies performance requirements
of most local networks. Naturally, usage of STP has been limited to atypical situations
such as very high speed connectivity (e.g., 10 Gbps) and presence of significant noise
sources in the installation area.

4.3.2.2 Cable Structure and Categories

The twisted pair is composed of eight copper wires with two copper wires twisted
around one another to become a pair. Thus, each UTP/STP cable has four twisted pairs
inside. The twisting has an effect of canceling out external noise known as
electromagnetic interference (EMI). For example, each pair of the category 5 (CATS)
UTP cable is twisted three times per inch. More twisting results in reduced
interference and noise (better protection from EMI), and thus improved signal quality.

Twisted pairs come in different categories including CATS, CAT5e (CATS
enhanced), CAT6, CAT6a, CAT7, and CAT7a. Though all are copper wires, they
differ in such technical properties as the number of twists per foot, copper purity,
electrical resistance, bandwidth, and type of insulation. Some categories use UTP,
while others rely on STP to be able to handle very high data rate in a reliable manner.
Given that there are four twisted pairs inside, some categories utilize one pair for
sending and another pair for receiving, but other categories take advantage of all four
pairs (two pairs for each direction) to support faster transmission speeds.

Twisted pairs in higher categories offer better quality and support higher bandwidth,
and thus are adequate for faster connections (see Tables 4.5 and 4.7). For instance,
although the same twisted pairs, CAT7a has bandwidth 10 times higher than CATS,
making the former ideal for high-speed digital transmissions. Twisted-pair cabling is
prevalent in Ethernet LANs and in the traditional telephone system, especially local
access lines (Table 4.5).

4.3.2.3 Twisted-Pair Patch Cable

Twisted-pair patch cables (or patch cords) (see Figure 4.19) are used to link network
nodes located within a few meters from each other and can be in the straight-through
or crossover mode.

Table 4.5 Twisted Pair Categories and Supported Bandwidth

Categories Bandwidth (MHz) (Approx.)
CATS 100
CAT5e 100



CAT6 250

CATé6a 500
CAT7 600
CAT7a 1000

Figure 4.19 UTP patch cable with RJ-45 connectors.

On both ends of the patch cable, eight wires are connected to eight pins of the RJ-45
plug in which pins 1 and 2 are for transmitting and pins 3 and 6 are for receiving (see
Figure 4.20). With the straight-through cable, pins 1 and 2 of both ends are directly
connected and so are the receiving pins 3 and 6. With the direct link of the same pins,
the straight-through cable is designed to relay signals from one node to another node.
On the other hand, the crossover cable directly connects transmitting pins (1 and 2) of
one end to the receiving pins (3 and 6) of the other end and vice versa. Oftentimes, the
crossover cable has a red sheath to differentiate it from the straight-through cable that
comes in several colors including yellow, blue, and gray.
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Figure 4.20 RJ-45 connector and pin pairing of a patch cable (10/100 Mbps cable).
Straight-through cables are used to interconnect different node types such as

e Switch—router

e Hosts (clients/servers)—switch

e Wireless access points—router

e Connecting two similar devices requires the crossover cable. For example, two
computers can exchange data (without intermediary nodes) by directly linking
their NICs with the crossover cable. Also, crossover cables are necessary to join:

e Switch—switch

e Router—router

e Host (server)—router (yes!)

It may sound somewhat odd that the crossover cable is used for “host—router”
connectivity. As a matter of fact, they are considered similar devices in the networking
field. Although linking a host (mostly server) directly to a router is not a prevalent
practice, it certainly is an option. Why are hosts and routers regarded as similar
devices? Unlike the switch port that has only a MAC address, both the host’s NIC port
and the router’s LAN port require the pairing (or binding) of IP and MAC addresses to
function (see Figure 1.23 and Section 3.6.3).

Presently, manufacturers offer intermediary devices whose ports can auto-sense the
attached node and the type of cabling, and internally adjust its configuration
automatically. This function, called Medium Dependent Interface Crossover (MDIX),
makes the choice between crossover and straight-through cables irrelevant and thus
reduces the risk of disconnection between network nodes due to cabling mismatch.

Exercise 4.4

Imagine a hypothetical LAN with various network nodes and UTP connections as
shown in Figure 4.21. Decide the patch cord type (either straight-through or
crossover) that should be used for each link. Assume that the nodes do not come
with MDIX capability.



4.3.3 Optical Fibers

The fiber-optic cable has emerged as a medium of choice for high-speed networking.
Over the past two decades, optical fibers have replaced most of the copper lines for
WAN and Internet backbone links, dramatically lowering communication costs. Also,
fibers are increasingly replacing copper cables for the trunk links of LANs and campus
networks.

Unlike twisted pairs and coaxial cables made of copper that transport data in
electronic currents, optical fibers take advantage of light pulses to transmit data
through the core made of extremely pure glass. The light transmitter device, primarily
laser, switches on and off rapidly according to a clocked cycle to send digital bits (see
Figure 4.2). The signaling method is analogous to turning a flashlight on and off to
exchange Morse codes that convey a message, but the laser can do the altering of on
and off at an amazing speed, several billions of times per second.

Wireless
access point

100 Mbps

Cat 5 100 Mbps

Cat 5

100 Mbps

100 Mbps Cat 5

Cat 5 100 Mbps

Cat 5

10 Mhp
Cat5s
' Web
@ @ server
S File
server

Figure 4.21 A hypothetical LAN.

4.3.3.1 Advantages

The optical fiber enjoys several advantages over the copper wire, and some of them are
summarized here:

e Bandwidth: 1t has huge bandwidth. A single fiber strand can transmit billions of
bits per second. If the advanced multiplexing technology called Dense Wave



Division Multiplexing 1s applied to inject a number of light signals concurrently
into one fiber strand, this can boost its data rate to terabits per second.

Security: Light signals are more difficult to tap without disrupting them than
electrical currents and therefore are ideal for the link that needs heightened
security.

Lower interference: Electrical currents in neighboring copper wires can interfere
with each other, and wire twisting is used to reduce the interference. But light
signals traveling through multiple fibers do not interfere with each other even
when they are bundled, resulting in better quality of data delivered.

Low attenuation: The fiber-optic cable can carry signals much longer than the
copper wire before their reproduction becomes necessary due to the propagation
effects (e.g., attenuation). According to IEEE’s recommendation, the maximum
segment length of the twisted pair between two nodes is generally limited to 100
m to maintain signal integrity. Meanwhile, the effective segment length of fiber
stretches  several miles. Telecom service providers place signal
repeating/reproduction equipment in every 40—60 miles on long haul fiber lines.
Cost-effectiveness: Several miles of fiber can be manufactured more economically
than the copper wire of equivalent length. Also, unlike copper wires that rely on
high-voltage electrical transmitters, optical fibers can use low-power transmitters
because signals degrade much more slowly.

4.3.3.2 Physical Structure

Physically, the optical fiber has a cylindrical structure composed of three elements:
core, cladding, and protective jacket (see Figure 4.22). Core and cladding are mostly
made of glass. The core, especially, uses glass with extreme purity to preserve the
integrity of the light signals. Cladding is designed to keep light signals from escaping
the glass core, creating the effect of a mirrored tube that reflects lights back into the
tube. As a result of the mirroring, lights traveling through the core bounce at shallow
angles, staying within the core.

Core (glass)

Cladding (glass)

'

Cladding

‘._" !
Jacket (plastic) Sheath
A single fiber: side view A sheath with 3 fibers: end view

Figure 4.22 General structure of optical fiber (simplified views).

4.3.3.3 Single Mode versus Multimode



The fiber-optic cable is either single mode or multimode (see Figure 4.23). The single-
mode fiber is very thin in its core with a diameter typically less than 10 pm (1 pm is
one millionth of a meter). With the narrow core, light signals in the single-mode fiber
travel in a straight line (therefore only one mode of propagation). The multimode fiber
has a larger core diameter at around 50/62.5 um, making it considerably cheaper to
produce than the single-mode fiber.

Light ray Cladding

Multimode fiber
Light source - < R e ;;,. Core
Cladding
Single-mode fiber 1]
Light source :| - =+  Core
Light ray

Figure 4.23 Optical fibers: single mode versus multimode.

With the relatively large diameter, the multimode fiber allows light signals to travel
through the core in different angles (thus multimodes in propagation). But this does
not mean that the multimode fiber has a larger transmission capacity than its single-
mode counterpart. Multimode and single mode have nothing to do with data rates,
especially in a short range.

When light pulses from a source travel in different modes through the multimode
fiber, their arrivals at a destination may not be in sync. This problem of arrival gaps,
called modal dispersion, gets worse as the travel distance extends further, increasing
the chance of transmission errors or miscommunications between communicating
nodes. Modal dispersion, thus, restricts the effective segment length of multimode
fibers substantially shorter than that of single-mode fibers, making the former adequate
for LANSs but not for WANs. Modal dispersion is not a significant issue for the single-
mode fiber as there is only one mode in signal propagation. Carriers (e.g., AT&T)
deploy WAN and Internet backbone links using the single-mode fiber.

Table 4.6 compares the single-mode and multimode fibers.

4.3.3.4 Fiber Patch Cable

To link closely placed network nodes, the full-duplex patch cord with two fiber strands
can be used. Different optical fiber connectors have been introduced, and Figure 4.24



demonstrates a fiber patch code with a particular connector at each end.

Table 4.6 Multimode versus Single-Mode Fibers

Comparative Dimensions Multimode Fiber Single-Mode Fiber
Popular for carrier WAN
Usage for networking Popular for LAN (LAN standards also
available)
Max segment length 200-300 m Several kilometers or miles

Significantly lower ;. 5oontly  higher  than

Cable cost than single-mode multimode fibers
fibers

Core diameter in micron

(one millionth of a meter) 50-62.5 yum 8-10 um

Propagation effect H.1gher. modal Less modal dispersion
dispersion

Select standards for LAN 1000BASE-

cabling SX10GBASE-SR 1000BASE-LX10GBASE-LR

Figure 4.24 Optical fiber patch cord and connectors. (From tecratools.com.)

4.3.4 LAN Cabling Standards

Ethernet is a dominant wired LAN standard, and this section explains its standard
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cabling options defined at the physical layer. Ethernet’s three most popular speed
standards are Fast Ethernet (100 Mbps), Gigabit Ethernet (1 Gbps), and 10-Gigabit
Ethernet (10 Gbps). 100-Gibabit Ethernet has been announced as well. In each of the
speed categories, several cabling standards are available for both twisted pairs and
optical fibers.

The cabling standards are expressed by combining rated speed, signaling method
(baseband for digital signaling and broadband for analog signaling), and cable type
(twisted pair or optical fiber). For example, as one of the most popular Fast Ethernet
options, the 100BASE-TX cabling standard has the following specs:

e means the transmission speed of 100 Mbps.
e BASE means baseband (or digital) signaling.
e TX means the UTP that is CATS5 or higher.

As explained, the twisted-pair cable such as CATS5 has four pairs inside but uses only
two pairs for Fast Ethernet (100 Mbps): one pair for sending and the other for
receiving data. This results in the other two pairs remaining unused. Gigabit Ethernet,
however, uses all four pairs; each pair operates in the full-duplex mode transmitting at
250 Mbps in each direction to achieve the aggregate rate of 1 Gbps.

Table 4.7 Ethernet’s Physical Layer Standards

Ethernet Speed Select Physical Layer Speed and Minimum UTP Categories

Standards Standards Cabling Recommended

100

Fast Ethernet 100BASE-TX Mbps/UTP CATS

Fast Ethernet 100BASE-FX 100
Mbps/fiber

Gigabit Ethernet  1000Base-T 1000 CATS¢/CAT6
Mbps/UTP

L 1000

Gigabit Ethernet 1000BASE-SX Mbps/fiber

10-Gigabit 10

Ethernet 10GBASE-T Gbps/UTP CAT6a/CAT7

10-Gigabit 10

Ethernet I0GBASE-SR Gbps/fiber

100-Gigabit 100

Ethernet 100GBASE-SR10 Gbps/fiber

In LANs, UTP cabling continues to dominate access links between host stations and
access (or workgroup) switches. However, the optical fiber is popular for trunk links
that interconnect core (backbone) and access switches. Several physical layer



standards based on the optical fiber have been introduced to support different data
rates (e.g., 100 Mbps, 1 Gbps, 10 Gbps, 100 Gbps). Table 4.7 summarizes select
Ethernet standards available. You can observe that both UTP and fiber cabling options
are available to support various speed options. However, the fiber has become a
preferred medium for high-speed links.

4.4 Structured Cabling

4.4.1 Background

With its importance in practice, the structured cabling concept is explained in this
section. In a nutshell, network cabling undertaken in accordance with published
standards is called structured cabling. The published standards specify recommended
practices on all aspects of network cabling including cabling types available, effective
segment distance of a cable type, connectors, installation requirements, and testing
methods of installed cables. For structured cabling, it is important to use nationally and
internationally standardized media, connection interfaces, and layout.

As widely adopted, EIA/TIA568 defines a set of standards for planning and
implementing structured cabling. EIA/TIA568 standards include the following:

e 568-B.1: Commercial cabling standards—general requirements
e 568-B.2: Components of the twisted-pair cable system
e 568-B.3: Components of the optical fiber cable system

EIA/TTAS568 has been superseded by the international standard, ISO/IEC 11801.

By complying with the structured cabling principle, an organization can enjoy
several benefits:

e It reduces initial costs of network implementation.

e [T staff can respond quickly and cost-effectively to the changing needs of
network infrastructure because they face fewer problems in hardware
compatibility.

e Network reliability and performance are ensured.

e The network can better support broadband applications in the future.

4.4.2 Structured Cabling System

The structured cabling system of a building includes cabling, voice and data network
components, and other building system components (e.g., safety alarms, lights,
security access, energy systems), implemented according to the standard principles of
high-performance structured cabling. The structured cabling system divides the
cabling infrastructure of a building into six segments called subsystems:
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Work area
Horizontal cabling
Wiring closet [or intermediate distribution facility (IDF)]
Backbone cabling
Main equipment room [or main distribution facility (MDF)]
Building entrance facility

Figure 4.25 demonstrates a general layout of the six subsystems within a building of
three floors. For demonstration, the figure focuses on the data networking side.
However, remember that the telephone system including telephones and telephone
switches [called private branch exchange (PBX)] is also an integral part of the
structured cabling system.
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Figure 4.25 Structured cabling system and subsystems.

1. Work area: The work area subsystem covers structured cabling between wall
plates of a room and various end devices attached to them including computers,
wireless access points, telephones, and network printers.

2. Horizontal cabling: The horizontal cabling subsystem connects wall plates of a
room to the wiring closet. The subsystem is, therefore, preinstalled in the building
structure, and it enables physical connectivity of end devices in the work area to
intermediary devices (generally switches) placed in the wiring closet. The popular



cabling choice is 100 Mbps UTP or optical fiber.

Through horizontal cabling, each room on a floor is cabled to a patch panel
installed in the wiring closet. The patch panel (see Figure 4.26) comes with many
network ports (primarily RJ-45 ports) and enables easy connectivity between a
switch of a wiring closet and end stations distributed throughout the floor. Each
occupied port of a patch panel is labeled for easy identification of its assigned
room. For example, Figure 4.27 demonstrates that the host stations in three rooms
(i.e., Rooms 1, 2, and 3) are joined by the workgroup switch via the 12-port patch
panel. You can observe that patch cords are used to link the patch panel’s ports
and the switch ports.

Figure 4.26 A Cat 6 patch panel. (From excel-networking.com.)
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Figure 4.27 Work area, horizontal cabling, and wiring closet subsystems on a
floor.

. Wiring closet: The wiring closet located on a floor is the cross-connection point
of horizontal cabling and backbone cabling that leads to the main equipment
room. The wiring closet houses one or more intermediary devices (e.g.,
workgroup switches) available for host stations in the adjacent work area. There
is no limit to the number of wiring closets installed on a building floor, and the
decision largely rests on the floor plan. The wiring closet houses a rack that
mounts intermediary devices, such as, patch panels, switches, and routers (see
Figure 4.29). The rack mounting and concentration of intermediary nodes reduce
the length of patch cables that interconnect them, and simplify cable management.
For a simple demonstration of the structured cabling concept, let’s use an
EIA/TIA recommendation in coupling the horizontal, work area, and wiring
closet subsystems with UTP cabling. The standard suggests that,
e The maximum horizontal distance between a patch panel and wall plates is
90 m (297 ft).
e Patch cables used in the wiring closet and work area can be up to 6 m (20 ft)
each, but the combined length may not exceed 10 m (33 ft).
e The overall length between an end node (e.g., computer) in the work area
and a switch in the nearby wiring closet may not exceed 100 m (330 ft),
which represents the combined length of 90 and 10 m above. This structured



cabling guidance thus reflects the UTP’s maximum segment length of 100
m.

4. Backbone cabling: Backbone cabling (or vertical cabling) ties wiring closets, the
main equipment room, and the building entrance facility (see Figure 4.25)
together. Backbone cabling runs through floors to cross-connect them. As trunk
links (not access links), backbone cables require a larger capacity than horizontal
cables do, because the former transports much data traffic that enters or leaves a
building. Also, end stations of a work area depend on the backbone cabling to
access servers located outside the work area (e.g., another floor, main equipment
room). To accommodate the large bandwidth consumption, backbone cabling is
known to primarily rely on optical fibers running Gigabit or 10-Gigabit Ethernet.

Although unclear in Figure 4.25 as it shows the general layout of subsystems,
backbone cabling takes advantage of the hierarchical topology (see Figure 4.28)
to interconnect wiring closets and the main equipment room.

Main equipment

room
Backbone cabling
Wiring Wiring Wiring
closet closet closet

Figure 4.28 Connectivity between wiring closets and main equipment room.

Figure 4.29 A wiring closet (L) and main equipment room (R). (From



tennexcom.com, web.engr.oregonstate.edu.)

5. Main equipment room: The main equipment room houses routers, telecom
devices (e.g., PBXs), and core switches that interconnect workgroup switches in
wiring closets (see Figure 4.29). The main equipment room is generally located
on the first floor of a building (see Figure 4.25) and is the termination point of
backbone cabling to which wiring closets are attached. Some firms may choose to
place the room on a higher floor out of such concern as flooding. The router in the
equipment room becomes a gateway to the WAN or Internet connection outside
of the building. If the building belongs to a campus network, the router may
connect to other campus facilities. Many organizations also choose to house
enterprise-level servers in the main equipment room to directly link them to core
switches.

6. Building entrance facility: The building entrance facility is a dividing point
between external and internal cabling of a building. It becomes a junction point to
the campus backbone or a demarcation point that couples the building’s internal
network with a WAN carrier’s or ISP’s local link(s). The building entrance
facility connects to the equipment room (see Figure 4.25). As a concept similar to
the building entrance subsystem, the demarcation point of a house is
demonstrated in Figure 9.2.

Chapter Summary

e To transmit data over the network, both digital and analog signals are used. The
signals may be electronic pulses, light pulses, or radio waves that travel over
wired (e.g., twisted pairs) or wireless (e.g., atmosphere) media.

e Digital signaling techniques include on/off signaling and voltage signaling.

e For analog signaling, the properties (i.e., amplitude, frequency, phase, and
wavelength) of continuously varying electromagnetic waves are changed to
encode digital data.

e Modulation is the process of altering properties of analog signals to encode data.
For this, the properties of frequency, amplitude, and phase are varied (or
modulated).

e As an analog signaling device, the modem converts the computer’s digital bit
streams into analog signals for transmissions and also reverses the process to
restore the original bit streams.

e CSU/DSU is a physical layer device that converts digital data/signal into another
DS format for transmissions.

e Bandwidth represents the frequency range (i.e., difference between the highest
and lowest frequencies) supported by a communication channel or a medium
(e.g., cable).

e Baseband transmissions use the full bandwidth of a medium to transport data
using digital signaling. In broadband transmissions, meanwhile, frequency
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channels are created within a medium to transport multiple analog signals
concurrently.

e In asynchronous transmissions, a character (7 or 8 bits in ASCII), added by the
start, stop, and parity bits, is transported one by one. In synchronous
transmissions, a long string of characters (e.g., frame) containing a data field and
a header/trailer is moved at once as a discrete unit.

e Multiplexing is the process of combining either analog or DSs from multiple
sources to channel them over a single shared physical line or circuit. Among the
technologies are FDM, TDM, and spread spectrum.

e Copper wires, optical fibers, and the earth’s atmosphere (for wireless networking)
are currently the dominant media types. All media have propagation effects, such
as, signal attenuation and distortion.

e Network cabling practice executed in accordance with published standards is
called structured cabling. The standards define recommended practices on all
aspects of cabling including cabling types, effective transmission distances,
installation requirements, and testing methods of installed cables.

e The structured cabling system of a building includes cabling, voice and data
network components, and other building system components (e.g., safety alarms)
implemented according to published standards. It is composed of six segments
called subsystems.
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Chapter Review Questions

1. Choose a FALSE statement regarding the wiring (or telecommunications) closet.
A. It is a connecting point between horizontal cabling and backbone cabling.
B. It houses intermediary devices to connect end stations in the adjacent area.
C. It has one or more patch panels that are normally rack-mounted.
D. It is generally located on the bottom floor of a building.
E. It simplifies cable management within a building.

2. The fiber-optic cable uses signaling. (Choose the most specific one.)

multiple-level voltage

two-level voltage

on and off

analog

. electronic

3. Wthh represents key properties of the analog wave?

bandwidth, amplitude, frequency

frequency, wavelength, bandwidth

wavelength, frequency, amplitude

attenuation, amplitude, wavelength

attenuation, amplitude, frequency

4 Wthh signal conversion device is placed between the border router and the T-1
WAN line, if any?

codec

CSU/DSU

switch

digital converter

. modem

5. Wthh link needs crossover cabling (assume that MDIX is not available)?
switch—router

user PC—switch

server—switch

wireless access point—router

switch—switch

6. DSO represents the unit speed of a voice-grade channel. Then, its speed must be
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10.

11.

12.

MmO 0w

64 kbps
128 kbps
32 kbps
45 kbps
10 kbps

Structured cabling is achieved in a building when

A. voice and data communications depend on digital signaling.

B. network nodes are interconnected in the “star” topology.

C. the trunk links utilize optical fibers.

D. the cabling is designed to integrate voice and data traffic.

E. the cabling is conducted according to published standard practices.
. The advantage of optical fibers over twisted pairs is NOT

A. higher bandwidth

B. better security

C. lower interference

D. higher attenuation

E. longer signal propagation

The number of twists per foot, copper purity, electrical resistance, and insulation
type are properties that determine

A.
B.
C.
D.
E.

the category of a twisted pair

the mode of an optical fiber (single mode vs. multimode)
the type of a patch cable

the category of an optical fiber

the type of a twisted pair (crossover vs. straight-through)

Which 1s INCORRECT about DS hierarchies?

MU AW

DS (digital signal) is an international standard.

STM is the international standard of DS hierarchy for optical fibers.

The base speed of DS is 1.54 Mbps, and higher speeds are its multiples.
OC is the North American standard for optical fibers.

. The base speed of OC is 51.84 Mbps, and higher speeds are its multiples.

When the number of possible voltage states doubles in digital signaling,

Si

.UO.UUPx mO 0w

one more bit can be additionally sent per clock cycle.

two more bits can be additionally sent per clock cycle.

the effective data rate is increased by 50%.

the effective data rate is reduced by 50%.

the number of bits sent per clock cycle remains the same.

components (or subsystems) of the structured cabling system do NOT include
main equipment room

backbone (vertical) cabling

telecommunications (or wiring) closet

horizontal cabling



13.

14.

15.

16.

17.

18.

E. cross-connect cabling
The straight-through cable should be used to connect two nodes, EXCEPT
A. switch—-router
B. PC—switch
C. wireless access points—router
D. server—switch
E. server—router

The T-1 line combines multiple signals using for their concurrent
deliveries.

A. frequency division multiplexing
B. time division multiplexing

C. wavelength division multiplexing
D. dense wave division multiplexing
E. code division multiple access

Patch panels are used widely in the to intermediate connections
between end stations and switches.

A. building entrance
B. wiring closet
C. backbone cabling area
D. work area
E. switch room area
The access (or workgroup) switch is generally placed in the
wiring closet subsystem
work area subsystem
horizontal cabling subsystem
backbone cabling subsystem
. equipment room subsystem
When multimode and single-mode fibers are compared,
multimode supports full-duplex transmissions, but single-mode does not.
multimode is more reliable than single mode in maintaining signal integrity.
single mode is easier to multiplex than multimode.
multimode is adequate for LANs and campus network, but not for WAN:Ss.
. multimode has higher capacity than single mode.

Choose a CORRECT statement in comparing baseband and broadband
transmissions.

A. Baseband allows the flow of only a single data type (e.g., texts) at a time.
B. Baseband is slower than broadband.

C. Wired computer networks (e.g., Ethernet) primarily rely on broadband
transmissions.

D. With baseband, several frequency channels can be created within a cable.
E. Using broadband, analog signals can travel through a cable concurrently.

mo 0w
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19. The is used to make a physical connection between two closely placed
network nodes.

parallel cord
patch cord
conversion cord
horizontal cord
. vertical cord

20. When light signals travel in different modes (angles) through the fiber-optic
cable, they may not reach the destination in exact time interval, this is

multimode transmission
propagation conversion
modal bandwidth
modal dispersion
. optical interference
21. Modulatlon 1s used when
A. a node produces text data/signal and the delivery channel relies on analog
signaling.
B. a node produces sound data/signal and the delivery channel relies on digital
signaling.
C. anode produces digital data/signal and the delivery channel relies on analog
signaling.
D. a node produces digital data/signal and the delivery channel relies on digital
signaling.
E. a node produces digital or analog data/signal and the delivery channel relies
on digital signaling.
22. The main equipment room subsystem
A. 1s a demarcation point between the internal network and an ISP network.
B. is typically located on the top floor of a building.
C. houses workgroup switches that directly connect user stations.
D. is the termination point of backbone cabling.
E. is the ending point of horizontal cabling.
23. The transmission power of a signal weakens as it progresses. This is called

mo0w>
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attenuation
distortion
interference
withdrawal
. dispersion
24, Wthh is CORRECT regarding the fiber-optic cable?
A. The cable’s properties are defined at the data link layer.
B. The cable does not require repeaters to boost signal strength.
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C. Carriers normally use multimode fibers to develop their backbone
infrastructure.

D. It uses light signals to move data.

E. It is the most popular medium for the access link that connects a host to a
switch.

25. The following figure shows the process of in data transmissions?
frequency division multiplexing

amplitude modulation

frequency modulation

statistical time division multiplexing

time division multiplexing
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S5 IP Address Planning and Management

5.1 Introduction

This chapter 1s designed to cover the fundamentals of IP addressing based on the IPv4
standard. Understanding IP addressing is crucial for the IT specialist to manage a
network. The task of allocating IP addresses to network segments and nodes can be
done relatively easily by depending on a software tool these days. Having relevant
knowledge, however, is very important for effective planning, management, and
upgrade of network infrastructure at an organization.

It was previously stated that the IPv4 standard uses a 32-bit address (e.g.,
10000000.00000010.00000111.00001001) to uniquely identify a network node. Due to
the lengthy nature of binary bits, we use the dotted decimal format (e.g.,
129.131.12.10) in which one decimal value reflects an 8-bit combination. In the 32-bit
structure, the entire address space of IPv4 ranges between 0.0.0.0 (all Os in binary) and
255.255.255.255 (all 1s in binary).

With only 32 bits, however, IPv4 is unable to create enough address space to
accommodate growing global demands, especially due to the rapid addition of mobile
devices to the Internet. The Internet Assigned Numbers Authority (IANA) that
oversees the global allocation of the IP address space made an announcement in 2011
that its own IPv4 space was fully consumed. Nonetheless, IPv4 addressing still
dominates corporate networks and the Internet, and it will continue to do so for a
while. IPv4 is the focus of this chapter, and IPv6 as the next-generation IP standard is
explained in Chapter 10.

The objectives of this chapter are to learn the following:

e [P governance: who allocates IP space by what mechanism?
e The general structure of the 32-bit IP address

e (Classful IP allocation scheme

e (Classless IP allocation scheme

e [P address ranges assigned for special purposes

e [P subnetting

e Subnet mask

e [P supernetting

e Management of IP address space at an organization

5.2 Governance of IP Address Space

The IP address is composed of network identification (or network address) and host



identification (or host address) parts. The network identification indicates a particular
organization (e.g., firm, college, ISP). The host identification is assigned to a network
node. Network addresses are allocated in a delegated manner by Internet Assigned
Numbers Authority (IANA) (http://www.iana.org/). Being responsible for global
coordination of IP space, IANA delegates available network address space to Regional
Internet Registries (RIRs). There are currently five RIRs in the world:

AfriNIC for the Africa region (http://www.afrinic.net/)

ARIN for North America (https://www.arin.net/)

APNIC for the Asia Pacific Region (http://www.apnic.net/)

LACNIC for Latin America (http://www.lacnic.net/en/)

RIPE NCC for Europe, the Middle East, and Central Asia (http://www.ripe.net/)

In the past, the request for an IP address block was directly submitted to a registry by a
client organization. Once obtained, the organization retained the ownership of the
granted IP block pretty much permanently. All that has changed, and now Internet
Service Providers (ISPs) play a central role in the management of IP address space and
its allocation to requesting organizations. For this, large ISPs (e.g., AT&T) obtain IP
blocks from RIRs and divide them into smaller chunks for allocation to clients (e.g.,
small ISPs, business firms, schools). Individuals and small businesses, meanwhile,
obtain a network address from their ISPs. Figure 5.1 demonstrates the top-down
delegation of IP space. In the RIR websites such as http://ws.arin.net/, you can find the
ownership of a particular network address.
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Figure 5.1 Delegation of IP address space.

5.3 Structure of the IP Address

5.3.1 Binary versus Decimal Value Conversion

IP addressing is a challenging concept, and above all, one should be comfortable with
the relationship between binary and decimal values. So, let’s start with a brief review
of the binary—decimal value conversion covered in Chapter 1. Table 5.1 enables quick
mapping between them and thus becomes handy when you delve into the task of IP
address planning and allocation.

Table 5.1 Binary versus Decimal Value Conversion Table

Binary Position (8 Bits) 8th 7th 6th 5th 4th 3rd 2nd 1st
Decimal place values 128 64 32 16 8 4 2 1
Cumulative decimal values (cumulate

from left to right) 128 192 224 240 248 252 254 255

Review Exercise 5.1



Make necessary translations between binary and decimal IP addresses.

IP Address Binary or Decimal Correspondence
101.150.11.51
156.230.15.251
22.131.49.31
223.100.31.76
11001010.10001010.00110110.11110000
10010010.11001101.10111110.0000001 1
11001000.00011000.11101011.10101010
10100000.01111000.11000001.00110011

5.3.2 Structure of the IP Address

As stated, an IP address is composed of at least two parts: network ID (or network
address) and host ID (or host address) parts (see Figure 5.2). In this chapter, the term
network is used as an identifier of an organization (e.g., company, university). For
instance, if an organization’s network ID is 195.112.36.x, with x being any value for a
host ID, the network address can also be expressed as 195.112.36.0. It becomes
obvious that as more bits are allocated for the network ID, fewer bits are available for
the host ID.

Generally, an enterprise network is broken into smaller segments of subnetworks (or
shortly subnets) as explained in previous chapters. Subnets can be created according to
physical (e.g., locations, buildings, floors) and/or logical (e.g., departments or
workgroups of a business, colleges of a university) boundaries of an organization. The
segmentation of a network into subnets requires that each subnet be uniquely
identified. The network ID cannot be changed as it represents an organization’s official
public address. Then, the only available option to create subnets is to split the host ID
field into two parts: one for the host ID and the other for the subnet ID. Oftentimes,
this division is considered borrowing bits from the host ID field to create subnet IDs
(see Figure 5.2). The creation of subnets adds further hierarchy to the structure of an IP
address. More details of subnet creation are explained later.
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Figure 5.2 1Pv4 address (without and with subnet ID).

5.4 Classful IP: Legacy

The network ID can be assigned under the classful or classless scheme. The classful
allocation of IP space was adopted in the early days of the Internet, but is defunct now
due to its inefficiency. However, having a general idea is useful because classful
network IDs are still owned by many organizations and sometimes traded between
firms for financial gains. Also, protocols (e.g., routing protocol) designed for the
classful IP scheme are still out there. Therefore, the classful IP scheme is briefly
explained in this section.

Under the classful scheme, the network ID allocated to an organization (e.g.,
business, university) belongs to one of class A (8-bit network ID), class B (16-bit
network ID), and class C (24-bit network ID) types.

5.4.1 Class A Network

In the early days, very large firms were given a class A network status in which the
first octet (8 bits) out of the 32 bits becomes a network ID and the remaining 3 octets
(24 bits) constitute a host ID. The network ID cannot be changed as it becomes a
unique identification of an organization in the Internet. When a company is given a
class A network status, it can create about 16.7 million unique host IDs using the
remaining 24 bits (22* = 16.7 million). No company or nonprofit organization in the
world would need 16.7 million IP addresses to run its network, which subsequently
resulted in much waste of IP space. This fact alone highlights how ineffective the
classful IP system was.

In the class A network, the first bit of 8-bit network ID is fixed at 0 and the next 7
bits uniquely determine a particular organization. It means that the first 8 bits of a class
A network fall anywhere between 00000001 and 01111110 (00000000 and 01111111



are reserved for special occasions).

When the 24 host ID bits are added to the first 8 bits, this results in 32-bit address
space ranging from 00000001.00000000.00000000.00000000 to
Olrtitrro.1111111. 111111111111,

The binary range is equivalent to the decimal range of 1.0.0.0-126.255.255.255.

According to this allocation system, only 126 firms (1 through 126) in the world can
belong to the class A network. If an organization owns the class A network ID of 125,

for instance, the 32-bit IP addresses available for its network range from 125.0.0.0
through 125.255.255.255.

5.4.2 Class B Network

The class B network was assigned to large public/private organizations, such as,
business firms and universities. It uses the first 16 bits for the network ID and the
remaining 16 bits for the host ID. With a 16-bit host ID, the class B network can create
up to 2% (about 65,500) host addresses. The first two bits of a class B network ID start
with 70, and therefore, the next 14 bits represent the unique network ID of an
organization. In binary, therefore, the first 16 bits of a class B network fall anywhere
between 10000000.00000000 and 10111111.11111111 (or 128.0 and 191.255 in
decimal).

When 16 host ID bits are added to the first 16 network ID bits, this results in the 32-
bit address range of class B networks: 10000000.00000000.00000000.00000000—
10111111, 11111111, 1111111111111,

This translates into the decimal range of 128.0.0.0-191. 255.255.255.

If an organization belongs to a class B network ID of 130.191, for instance, the 32-
bit IP addresses that can be assigned within the network range from 130.191.0.0
through 130.191.255.255.

5.4.3 Class C Network

Class C network IDs were intended for small or mid-sized public/private
organizations. The class C network uses the first 24 bits for a network ID and the
remaining 8 bits for a host ID. The class C network starts with 770 bits, followed by 21
bits (total 24 bits) as a unique identifier of an organization. The 8-bit host ID limits the
total number of hosts within a network to 28 = 256 (strictly speaking, 256 — 2 =254
hosts to exclude all Os and 1s for special usage). The first 24 bits of a class C network,
therefore, should fall anywhere between 11000000.00000000.00000000 and
1101111 1111111 11111111,

When 8 host ID bits are added to the first 24 network ID bits, this results in 32-bit
address  space ranging from 11000000.00000000.00000000.00000000 to
1101111 1ttt a1t atenanl.

The binary range is equivalent to the decimal value range of 192.0.0.0—
223.255.255.255.



If an organization has a class C network ID of 192.10.10.x, for instance, IP
addresses that can be assigned within the network range from 192.10.10.0 through
192.10.10.255.

There are also class D and class E TP ranges that were introduced for special
occasions such as multicasting. Table 5.2 summarizes classful IP ranges. You can
observe that the possible number of nodes with an IP address at an organization is 2" —
2, where n 1s the number of host bits. The two (all 1s and all Os) are excluded from
counting as they are for special occasions such as packet broadcasting.

Many businesses and universities still own the IP space allocated according to the
classful scheme. As an example, San Diego State University owns two network IDs
belonging to this class (use www.arin.net for IP address search): 130.191.0.0 and
146.244.0.0.

Table 5.2 Classful Allocation of IP Space

Initial Network Host Possible Number of

Class Bit(s) D D Nodes IP Address Range
A O 8 bits ﬁis rzllzflli_or? - bout 167 (1)20?%(5);.255.255
B 10...... 16bits 0 216-2-65534 o000
C 110....... 24 bits 8 bits 28 —2 =254 éggig'sos'.oz_s 5955
gnulticast) H10.... N/A N/A -~ N/A %3350502_5 5.255
Freserved) HIT... N/A N/A - N/A 345‘2350502_5525 5

The classful IP system was designed when nobody expected such a spectacular
growth of the Internet, and it turned out to be a wastage of the available IP space. For
example, there was a report stating that <5% of the allocated classful IP space had
actually been used. Facing the looming depletion of IPv4 space, the classful
assignment has been replaced by the classless IP scheme.

5.5 Classless IP: Today

In the classless IP, the network ID is not necessarily multiples of an octet (i.e., 8 bits,
16 bits, or 24 bits) as is the case in the classful scheme. For example, the first 13 bits
can represent a network ID and the remaining 19 bits a host ID. The identification of a
network address gets more complicated when it is not divided by an 8-bit block. In this
case, it is better to work with binary digits to figure out the network address. Let’s take


http://www.arin.net

123.45.56.89 with the first 13 bits network ID as an example. From Table 5.1, the 32-
bit binary combination of 123.45.56.89 becomes
01111011.00101101.00111000.01011001.

Here, the first 13 bits (01111011.00101) is the network ID. Therefore, the 32-bit
network address becomes 01111011.00101000.00000000.00000000 (thirteen bits
network ID + nineteen 0 bits for host ID).

Now, converting it back to corresponding decimal values results in the network
address of 123.40.0.0. Recall that although the classless IP does not assign the network
ID in one or more 8-bit units, the conversion between binary and decimal values
always has to be made in the 8-bit block that results in 4 decimal values separated by
dots.

The network ID bits under the classless IP system ranges anywhere between 13 and
27 bits. Depending on its size, a network can have as small as 30 (= 2° — 2) host IP
addresses with the 27-bit network ID or over 500,000 (= 2!° — 2) host IPs with the 13-
bit network ID.

Exercise 5.2

1. You are given IP addresses of four computers. What are the network addresses
the four computers belong to? Show them in the decimal format.

e 123.45.56.89 (with 14-bit network ID)
e 123.45.56.89 (with 18-bit network ID)
e 123.45.56.89 (with 19-bit network ID)
e 123.45.56.89 (with 21-bit network ID)

2. Compute the maximum number of host IP addresses available for each network
above. Keep in mind that two IPs (all 1s and all Os in the host ID field) are
excluded from the counting as they are set aside for designated functions such
as packet broadcasting.

3. Visit www.arin.com (Internet registry for North America) and search IP space
allocated to well-known enterprises (e.g., Google, Microsoft, IBM, AT&T)
using its search function.

5.6 Special IP Address Ranges

Within the entire IP space of 0.0.0.0 through 255.255.255.255, certain address ranges
are designated for special functions including loopback, broadcasting & multicasting,
and private IP. They are explained in this section.

5.6.1 Loopback
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The loopback IP (127.0.0.0-127.255.255.255) 1s a special function a network node can
use to send packets addressed to itself. The packet with a loopback address as the
destination is, therefore, directed back to the source station before it is released to a
connected network. Loopback is a very useful function in two different ways: (1)
internal testing of the TCP /IP stack and (2) off-line testing of an application.

5.6.1.1 Internal Testing of TCP/IP Stack

Loopback can be used to check if a host’s own TCP/IP protocol stack is working
properly and if its [P address is adequately tied to its network interface card (NIC) and
MAC address. For instance, you can issue a ping request such as C:\>ping 127.0.0.1
(or C:\>ping localhost). In this case, the ping packet does not physically leave your
computer, but is re-routed to the computer’s receiving end of the TCP/IP stack by the
NIC. Although the IP range of 127.0.0.0-127.255.255.255 is reserved for the loopback
function, 127.0.0.1 is primarily used. Localhost is the domain name of the loopback IP
address and therefore has the same effect as 127.0.0.1. More details of domain names
are explained in Chapter 10. In Windows OS, the pairing information between a
loopback address (e.g., 127.0.0.1) and its corresponding domain name, localhost, is
stored in the Aosts file (refer to Figure 10.19).

Exercise 5.3

1. Ping 127.0.0.1 or localhost at the command prompt of your computer. If
C:>ping 127.0.0.1 or localhost returns responses this means that the TCP/IP
protocol stack (transport and internet layer standards) and NIC (data link and
physical layer standards) are adequately coupled and ready for networking (see
Figure 5.3). If there is an error message, it is an indication that the TCP/IP
stack is not properly installed.

2. Ping 127.123.123.123. Does it have the same effect as 127.0.0.1? Why or why
not?

5.6.1.2 Off-Line Testing of an Application

Loopback is also useful in testing a network application in off-line mode. For example,
you can install a web server program (e.g., Apache) in your local machine and then
test-drive web server pages you created using the loopback function. With both the
client (web browser) and server programs on the same local machine, http://127.0.0.1
or http://localhost is issued at the browser’s (client) URL. Then, the browser generates
a Hypertext Transfer Protocol (HTTP) request message intended for the web server
and dispatches it (see Section 1.2.6 for a sample HTTP syntax).
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Figure 5.3 Successful pinging of localhost.

With the loopback address, the browser’s request will be directed back to the web
server after going through the lower layers. Remember that because HTTP is designed
for correspondence between the web browser and the web server programs,
http://127.0.0.1 from a browser is delivered to the web server in the same machine.
This request triggers a server response (i.e., web page provision) to the browser,
subsequently enabling browser request and server response cycles within the same
machine, a convenient way to test server pages before putting them into production

(see Figure 5.4).
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Figure 5.4 Internal client—server communications with a loopback IP.

5.6.2 Broadcasting

Broadcasting results in the flooding of a packet from a node to all the other nodes of a
subnetwork. There are protocols such as Dynamic Host Configuration Protocol
(DHCP; to request a dynamic IP address) and Address Resolution Protocol (ARP; to



obtain a station’s MAC address from its [P address; see Section 3.8) that rely on
broadcasting to perform intended functions. The router is generally configured not to
relay broadcasted packets for such reasons as network security and the prevention of
triggering broadcast storms. In other words, the effect of broadcasting is confined to
the broadcast domain separated by a router port (revisit Section 3.10.2). There are two
different types of packet broadcasting: [limited broadcasting and directed
broadcasting.

5.6.2.1 Limited Broadcasting

Limited broadcasting is when a node sends a packet to all other nodes within the same
subnetwork. For example, when a computer broadcasts an IP packet with the
destination address of 255.255.255.255 (all 32 1s in binary), it is flooded to all nodes
within the local network. However, the connecting router does not relay the
broadcasting to other subnetworks. A packet’s broadcasting I[P address
255.255.255.255 is translated into the frame’s MAC address of 48 Is
(FFFF.FFFF.FFFF) at the data link layer (see Figure 5.5).

192.168.1.4 Subnet: 192.168.1.0/24
=

192.168.1.3

]

Router
Flteung Switch

@ S

Destination addresses
of limited broadcasting:
IP: 255.255.255.255
MAC: FFFF.FFFF.FFFF

Figure 5.5 Limited broadcasting.

Exercise 5.4

1. Think logically on what will happen if the PC (192.168.1.1) in Figure 5.5
issues C:\>ping 255.255.255.2557

2. What will be the effect if the PC (192.168.1.1) in Figure 5.5 sends a packet
with the destination IP address of 192.168.1.255 instead of 255.255.255.255?

3. The “broadcast domain” concept was introduced in Chapter 3. Discuss the
relationship between broadcast domain and limited broadcasting.




5.6.2.2 Directed Broadcasting

In directed broadcasting, a packet is disseminated to all hosts of a subnetwork away
from the sender’s local subnetwork. For directed broadcasting, all 1s are used for the
host ID part to flood a packet to a target subnetwork. When directed broadcasting is
programmed in a router, it relays broadcasting packets to a target network just like
unicasting packets. The directed broadcasting works in various conditions such as
within a local area network (LAN) or over the Internet. Directed broadcasting can be
enabled on a router through a relatively simple command (e.g., “ip directed-broadcast”
for Cisco routers).
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Figure 5.6 Directed broadcasting.

Figure 5.6 demonstrates directed broadcasting in which a host from the
192.168.100.0 subnet broadcasts an IP packet to 192.168.200.0 (a server farm
subnetwork) for its concurrent delivery to all three servers. To that end, the sending
host creates an IP packet with the destination address of 192.168.200.255/24 in which
255 (= 11111111) means packet broadcasting to the target subnetwork of
192.168.200.0 (/24 represents a subnet identifier in prefix).

5.6.2.3 Security Risk of Directed Broadcasting

Directed broadcasting can pose security risks to networks. Using the earlier
192.168.200.255/24 example, let’s think of a scenario how the function can be abused.
Assume that there is a database server 192.168.200.10 on the 192.168.200.0/24 subnet.
A hacker sends a crafted IP packet with the destination address of 192.168.200.255
and the “forged” source address of 192.168.200.10. The forgery of an IP packet is
relatively easy as there are hacking tools. Remember that the hacker can send the
packet from a remote location as routers forward packets purely based on the
destination address. When the packet is delivered to all hosts of the target subnet, they
will respond back to 192.168.200.10, the victim server, which will have to deal with a
heavy traffic! Depending on the message type (e.g., ping request), this could badly
affect the victim server’s performance, resulting in denial of service (for more details,



see Chapter 11). Due to such security risks, the router’s default setup turns off the
directed broadcasting.

5.6.3 Multicasting

Multicasting results in packet delivery to a selected group of target nodes located
locally or remotely (see Figure 5.7). For multicasting, the IP range of 224.0.0.0-
239.255.255.255 has been reserved. There are many existing and future applications
for which multicasting makes much sense. The technology is effective in supporting
communications through video-on-demand (VOD), audio streaming, and multiparty-
distributed videoconferencing or conference calls. It is also used widely for other
applications, such as, stock trading, security surveillance, and online video gaming. It
is not difficult to see the growing importance of the multicasting function.

One major benefit of multicasting is that it can significantly reduce network traffic
in providing such business applications and communication services. For instance, for
the VOD service, the video streaming server sends just one packet to a number of
clients. Without the multicasting technology, the server has to generate a unicast
packet to each client and send it to possibly thousands of client computers one by one.

Multicast
client
224.1.2.3

Internet
Multicast
client
224123

Figure 5.7 1P multicasting.

To become a multicast client, the host uses software such as Windows Media Player
or Real Player. To listen to the MP3 music or watch videos online, for instance, the
client host dynamically associates or disassociates with a so-called multicast group.
When client hosts join a multicast group to subscribe an online service, they are
assigned the same multicast IP address (e.g., 224.1.2.3) for connectivity with the
multicast server. At this point, the client hosts retain both the multicast IP and a regular
unicast IP, and accept packets destined to the two different IP addresses. IP
multicasting primarily relies on the User Datagram Protocol (UDP) rather than the
TCP at the transport layer as UDP is faster (refer to Section 2.6.1). The Internet Group
Management Protocol (IGMP) is a well-known internet layer protocol designed to
manage multicasting of packets. Multicasting over the Internet is possible when
routers are multicasting enabled.



5.6.4 Private IP and NAT

Private IP addresses are intended for usage only within the boundary of a
public/private organization or home network, and thus border routers do not route
packets with private IPs to the Internet. Three private IP address ranges (one for each
class under the classful scheme) are in use:

e 10.0.0.0-10.255.255.255
e 172.16.0.0-172.31.255.255
e 192.168.0.0-192.168.255.255

These days, companies take advantage of private IPs for internal hosts, and they are
translated to one or more public IP addresses by the border router or firewall when
packets are routed beyond the firm boundaries. The address conversion is called
network address translation (NAT), network masquerading, or IP masquerading.
There are two different approaches for NAT: one-to-one IP mapping and many-to-one
IP mapping. NAT shields internal computers and intermediary devices from casual
snooping by outsiders. NAT is applied to the sender’s address (source) but not to the
receiver’s address (destination) of an outgoing packet.

5.6.4.1 NAT: One-to-One IP Mapping

In the one-to-one mapping, one private IP address is converted to one public IP
address either statically or dynamically. In the static approach, one public IP is
preassigned to a particular private IP, and the pairing is pre-programmed in a node
(e.g., border router) that does the translation. In the dynamic approach, a range of
public IP is retained for NAT. On receiving a packet with a private source IP, the NAT
node (e.g., border router) chooses a public IP from the address pool and pairs it with
the private IP. Then, the private IP is replaced by the public IP before the packet is
dispatched toward the destination, and the mapping record is updated to the address
conversion table. This dynamic choice of a public IP is more effective when there are
many internal hosts. Figure 5.8 demonstrates the flow of packets through a corporate
boundary when the one-to-one mapping (either static or dynamic) is in use.
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Figure 5.8 Router’s one-to-one IP mapping and address conversion table.

5.6.4.2 NAT: Many-to-One IP Mapping

In the many-to-one mapping, several internal hosts with different private IPs share a
single public IP. To make this possible, the NAT node identifies each host computer
by its socket, the combination of a private IP and a source port found in the transport
layer’s PDU (either segment or datagram) (see Section 2.6.3). By including the port
number in the mapping process, multiple private IPs can share one public IP. As a
result, the source socket before and after the conversion becomes:

Source socket before conversion Source socket after conversion

Source private IP + source port  Source public IP + source port

Generally, the mapping uses the same source port number for the conversion (e.g.,
from 192.168.1.1:4000 to 123.45.67.89:4000). When two source hosts are transmitting
IP packets with the same source port, the NAT node (e.g., router, firewall) assigns two
different port numbers from the available port pool to differentiate packets. The NAT
approach that relies on sockets is known as network address port translation (NAPT)
or port address translation (PAT). Figure 5.9 demonstrates a scenario in which three

packets are sharing one public IP address (137.42.61.33) for NAPT.

Exercise 5.5

Based on the scenario shown in Figure 5.9, describe the reverse NAT process the
router performs on receiving response packets issued by the three different external
Servers.
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Figure 5.9 Router’s many-to-one IP mapping and address conversion table. SMTP,
simple mail transfer protocol.

5.6.4.3 Pros and Cons of NAT

Besides the improved security, NAT provides other benefits:

o Flexibility in internal IP allocation: By utilizing private IP addresses for internal
nodes, more address space becomes available than when relying on public IPs.
Recall that an organization can freely use any of the three private IP ranges to
accommodate its needs. This makes network design, management, and expansion
quite flexible at least in IP addressing. As a very simple example, several hosts
with private IPs at a home network can share one public IP (instead of having
three different public IPs) to access the Internet concurrently.

o Consistency in internal IP allocation: 1f internal network nodes rely on public
[Ps, an organization may face situations that require renumbering of node
addresses (this is not a trivial task!). If the internal network is on private IPs,
existing IP assignment is less affected by such circumstantial changes. For
example, the change of an ISP by a business client does not affect the IP
configuration of its internal nodes. Also, with the large address space available, [P
allocation to each subnetwork can be more generous expecting future business
growth and other changes.

NAT has its share of drawbacks:

e Potential performance degradation: The border router or firewall has to conduct
address translation for each inbound and outbound packet, and this can affect



packet forwarding performance. As a result, deploying such time-sensitive
applications as IP telephony and video streaming could be affected when they are
implemented along with NAT. To better serve these packets, the NAT node can
implement such measure as priority-based routing.

e Possible conflicts with some network applications: Some network functions that
rely on public IP address information, such as, packet filtering, tunneling for
virtual private network (VPN) (for more details, see Chapter 10), TCP
connections originated from outside, and communications based on the
connectionless protocol (e.g., UDP) may be affected, if NAT is not adequately set

up.

5.7 Subnetting

This section explains assignment of subnet addresses within an organization. An
enterprise network may contain one or more subnets, reflecting unique needs and
structures of the enterprise.

5.7.1 Defining Subnet Boundary (Review)

By definition, the segment of an enterprise network connected to a router port becomes
a subnetwork (or subnet). As explained in previous chapters (i.e., Chapters 1 through
3), a subnetwork generally contains layer 1 or 2 devices (e.g., switches, wireless access
points) and client/server hosts. As an example, the enterprise network shown in Figure
5.10 is composed of five subnetworks separated by two routers, R1 and R2. You can
assume that R1 is a border router of the branch LAN in New York and R2 is a border
router of the main office LAN in London. The main office LAN is composed of three
subnetworks (subnets 3, 4, and 5) that connect to R2’s Fast Ethernet ports (i.e., Fa0/0,
Fa0/1, and Fa0/2). Subnetwork 2 is a leased wide area network (WAN) link that
interconnects the serial ports (S0/0) of R1 and R2.
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Figure 5.10 Subnets defined by router ports.

There are good reasons to divide a LAN into smaller subnets. Some of the main
benefits are as follows:

1. Security management:. Subnets allow customized planning and implementation of
network security at different levels. For example, at a university’s campus
network, core academic systems, such as, student records, human resources, and
financials should be securely protected with additional layers of defense. By
placing them in a tightly protected subnet, it is separated from the remaining
campus network including WiFi sections that are more vulnerable to security
attacks.

2. Customization of network segments: Each subnet can be better customized in its
design (e.g., choice of layer 2 devices and their physical connectivity) to serve the
needs of information systems and systems users. For example, the subnetwork
with a firm’s server farm is highly service-oriented and should enable fast and
stable access. This performance requires that design and implementation of the
segment emphasize enhanced network accessibility, reliability, redundancy, and
security.

3. Limit broadcasting effect. The negative effects of broadcasted messages (e.g.,
those of DHCP and ARP) are contained at the subnet level. Unlike switches that
relay broadcasted packets, routers block them by default and prevent a network
from becoming a victim of excessive traffic.
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Figure 5.11 A hypothetical enterprise network.

Exercise 5.6

How many subnets do you see in the hypothetical enterprise network shown in
Figure 5.11? Do not count the Internet connection. Assume that the WAN links are
leased lines.

5.7.2 Subnetwork Addressing

Creating subnetworks in an enterprise results in IP addresses that contain three
identifiers of network, subnet, and host (see Figure 5.2). For instance, the network
shown in Figure 5.10 has one network ID that represents the enterprise and five subnet
IDs. Zooming in on one subnet, Figure 5.12 demonstrates that the network ID can be
192.168.0.0 and the subnet ID is 192.168.1.0. Recall that a router’s LAN port, with its
own MAC and IP addresses, shares the same subnet ID as other host stations directly
or indirectly attached to it.

As another example, Figure 5.13 demonstrates a LAN with the network address of
192.168.0.0. The network is divided into three subnets (i.e., 192.168.1.0, 192.168.2.0,
and 192.168.3.0), the third octet uniquely identifying a subnet within the LAN. You



can observe that each LAN port of the router is also configured with an IP of a
particular subnet.
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Figure 5.12 A subnet attached to a router’s LAN port (Fa0/1).
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Figure 5.13 A firm’s LAN with three subnetworks.

An enterprise network comprised of multiple subnets may be just a LAN with one
or more routers that join the subnets (see Figure 5.13). Or, an enterprise network may
be a combination of LANs and WAN links as shown in Figures 5.10 and 5.11. As
explained, each WAN link between two border routers is a subnet and is given a
unique subnet ID. There are several WAN link options including leased lines and
packet switched data network (PSDN) from common carriers such as AT&T and
British Telecom (details of PSDN are in Chapter 9). Figure 5.14 illustrates assignment



of subnet IDs when two LANs and a WAN connection form an enterprise network.
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Figure 5.14 An organization’s network with three subnets.

5.8 Subnet Mask

5.8.1 Subnet Mask

The subnet mask is a 32-bit number used by a network node (e.g., computer, router) to
determine the subnet address of a particular IP address. More specifically, the subnet
mask indicates the subnet address bits (network ID + subnet ID) of an IP address by
“masking” the host ID. Many industry practitioners use two terms network mask and
subnet mask interchangeably. This can cause much confusion to students, although, it
becomes less of an issue with practical experience.

The subnet mask uses either a prefix or a combination of continuous Is and 0s to
indicate the network and subnet combined portion of an IP address. Continuous 1s
represent the “network ID + subnet ID” part, and continuous Os indicate the host ID
part of an IP address.

As a simple example, for the host address: 172.16.10.101,

With network address: 172.0.0.0 (10101100.00000000.00000000.00000000)
With subnet address: 172.16.0.0 (10101100.00010000.00000000.00000000)

The subnet mask becomes 255.255.0.0 (11111111.11111111.00000000.00000000) or
/16. The prefix value (/16) represents the number of continuous 1s in the subnet mask.

The subnet mask is a critical piece of information because it is constantly referenced
by routers and computers to determine the forwarding path of IP packets. For example,
Figure 5.15 demonstrates a subnet mask included in a host computer’s IP
configuration. The computer can determine its own subnet address based on the IP and
subnet mask. The usage of subnet masks by routers is explained in Chapter 6.
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Let’s take a look at more examples. It is always a good idea to work with binary
first and then translate the outcome into decimal to figure out the subnet mask and
subnet address.

Example 1: Host address: 176.20.38.4

Network ID: 176.20
Subnet ID: 38

Host ID: 4

Items Decimal Binary
Host address 176.20.38.4 10110000.00010100.00100110.00000100
Network address  176.20.0.0 10110000.00010100.00000000.00000000
Subnet address 176.20.38.0 10110000.00010100.00100110.00000000
Subnet mask
(network ID + 2/525425(%;;0 O 1111111.11111111.11111111.00000000
subnet ID) P
Host address with 176.20.38.4/24

subnet mask

Subnet address

with subnet mask 176.20.38.0/24

Example 2: Host address: 192.168.1.51

Network ID: 192
Subnet ID: 168
Host ID: 1.51

Items Decimal Binary
Host address 192.168.1.51 11000000.10101000.00000001.00110011



Network address
Subnet address

Subnet mask
(network ID +
subnet ID part)

Host address with
subnet mask

Subnet address
with subnet mask

192.0.0.0 11000000.00000000.00000000.00000000
192.168.0.0 11000000.10101000.00000000.00000000

255.255.0.0 or

“/16” (prefix) 11111111.11111111.00000000.00000000

192.168.1.51/16

192.168.0.0/16

Example 3 (Challenge)

In this example, the subnet bits are not divided into the 8-bit block.

Host address: 192.168.1.51

Network ID: 192

Subnet ID: 160
Host ID: 8.1.51

Items Decimal Binary

Host address 192.168.1.51 11000000.10101000.00000001.0011001 1
Network address ~ 192.0.0.0 11000000.00000000.00000000.00000000
Subnet address  192.160.0.0 11000000.10100000.00000000.00000000
Subnet mask

(network ID + 2>>2240.0 o 0r 4 1011111.11100000.00000000.00000000

subnet ID)

Host address with
subnet mask

Subnet address
with subnet mask

“/117 (prefix)
192.168.1.51/11

192.160.0.0/11

Exercise 5.7

1. For the host address, 195.112.36.59, where Network ID: 195; Subnet ID:
112.36; Host ID: 59 Decide the subnet address and subnet mask in both
decimal and binary.

2. For the host address, 207.34.15.187, where Network 1D: 207.34; Subnet ID:
15; Host ID: 187 Decide the subnet address and subnet mask in both decimal



and binary.
3. For the following IP addresses, determine their subnet addresses and subnet
masks in both decimal and binary.
e 195.205.36.5/13
e 192.168.36.5/21
e 10.11.46.51/15

4. For the following IP addresses, determine their subnet addresses and subnet
masks in decimal.

IP Address of g, ot Address Subnet Masks
a Host

10.15.123.50/8 17.100.222.15/13 128.100.54.11/24 141.131.75.162/13 115.125.

5.8.2 Subnetting Address Space

An organization can create as many subnets as needed internally by borrowing bits
from the host ID part (see Figure 5.2). For instance, let’s think of a scenario in which
an enterprise’s network address is 130.191.0.0 and subnets are created by borrowing 2
bits from the host ID part. If 2 bits are borrowed, the subnet mask becomes
11111111.11111111.11000000.00000000 that is equivalent to 255.255.192.0 (or /18 in
prefix). With 2 bits, four different subnets can be created within the enterprise
network. They are listed next (2 bits in the 17th and 18th positions uniquely identify a
subnet. Yes, all Os and all 1s are available to represent two different subnets).

# Subnet Address (Binary) (S]l)l:;;f;al) Address Subnet Mask
1 10000010.10111111.00000000.00000000 130.191.0.0 255.255.192.0
2 10000010.10111111.01000000.00000000 130.191.64.0 255.255.192.0
3 10000010.10111111.10000000.00000000 130.191.128.0 255.255.192.0
4 10000010.10111111.11000000.00000000 130.191.192.0 255.255.192.0

Then, 14 bits become available to create host IDs. The number of hosts that can own
an IP address within each subnet becomes 2! — 2 = 16,382. Two (all 0s =
000000.00000000 and all 1s = 111111.11111111) are excluded from the counting
because they are reserved for special functions (i.e., broadcasting and default route—
for more details, see Chapter 6). So, the counting of possible subnets (2”) and that of
possible hosts (2" — 2) based on available bits slightly differ. In earlier example, the
first subnet (130.191.0.0) has a usable host address range as follows:

10000010.10111111.00000000.00000001 ~ 10000010.10111111.00111111.11111110



= 130.191.0.1 ~ 130.191.63.254. (Remember to exclude all Os and 1s in the host
range.)

Exercise 5.8

Determine usable host address ranges of subnets 2, 3, and 4 above.

Each of the four subnets created above by borrowing 2 bits from the host ID portion
may be assigned to a well-defined functional (e.g., business department, workgroup) or
geographical location (e.g., branch office).

Exercise 5.9

1. For the network address, 130.190.0.0, 4 bits are borrowed from the host bits.
a. How many total subnets can be created?
b. What is the subnet mask?
c. List available subnet addresses.

2. Given the network address of 172.191.183.0 (first 24 bits), the firm decided to
use 4 bits to create subnets.
a. What is the subnet mask?
b. List all possible subnet addresses.
c. List usable host IPs of the first subnet (remember to exclude all Os and all
1s).
3. Given the network address of 230.195.10.0 (first 24 bits), the firm’s network
administrator figures that six subnets are necessary.
a. What is the minimum number of bits to be borrowed from the host ID
part?
b. Assuming that the minimum number of bits has been borrowed, what is
the resulting subnet mask?
c. List all possible subnet addresses.
d. List usable host IPs of the last subnet.

5.8.3 Broadcasting within a Subnet

Previously, the broadcasting concept was explained in terms of limited and directed
broadcasting (see Section 5.6.2). This section is an extension of the coverage. It was
stated that with all 1s for the host ID field of a packet, the packet is broadcasted to all
nodes of a subnetwork.

Example 1



The host IP 172.16.100.141 with the subnet mask 255.255.0.0 (/16 in prefix) is
translated into

Host IP address: 10101100.00010000.01100100.10001101 (= 172.16.100.141)

Subnet mask: 11111111.11111111.00000000.00000000 (= 255.255.0.0)
Subnet address: 10101100.00010000.00000000.00000000 (= 172.16.0.0)

As the subnet is identified by the first 16 bits, broadcasting of a packet within a
subnet uses all 1s for the remaining 16 host bits. The broadcast address, therefore,
becomes

Broadcast address: 10101100.00010000.11111111.11111111 (=
172.16.255.255)

Example 2

The host IP 192.168.10.141 with the subnet mask 255.255.255.192 (/26 in prefix) is
translated into

Host IP address: 11000000.10101000.00001010.10001101 (= 192.168.10.141)

Subnet mask: 11111111.11111111.11111111.11000000 (= 255.255.255.192)
Subnet address: 11000000.10101000.00001010.10000000 (= 192.168.10.128)

With 26 bits of the subnet address, broadcasting of a packet within a subnet uses all 1s
for the remaining 6 host bits. The broadcast address, therefore, becomes

Broadcast address: 11000000.10101000.00001010.10111111 (=
192.168.10.191).

Exercise 5.10

1. Determine the broadcast address of each subnet. Remember that working with
binary is always easier. Assume directed (not limited) broadcasting.

Subnet Address Subnet Mask Broadcast Address
130.191.0.0 255.255.192.0 (or /18)
130.191.64.0  255.255.192.0
130.191.128.0  255.255.192.0
130.191.192.0  255.255.192.0

2. Determine the broadcast address of each host assuming directed (not limited)
broadcasting.




Host Address Subnet Mask Broadcast Address
192.168.150.121 255.255.128.0 (or /17)
172.57.237.200 525.248.0.0 (or /13)

3. Given the following information:
e Host IP address: 130.191.31.21
e Network address: 130.191.31.0 (first 24 bits)
e Subnet mask: 255.255.255.240 (/28)

4. Determine the following:

Total number of subnets possible

Number of host bits in each subnet

Number of host addresses possible in each subnet
Subnet address of the host, 130.191.31.21
Broadcast address of the host, 130.191.31.21

The first host address of the subnet, 130.191.31.16
. The last host address of the subnet, 130.191.31.16

5. A company has 192.10.10.0 (first 24 bits) as its network address. It needs to
have 14 subnets. Then, find out the following.

Minimum number of bits to borrow from the host ID part
Subnet mask

Total number of subnets possible

List all subnet addresses

Number of usable host addresses per subnet

List the host IP range of the subnet, 192.10.10.16

. Broadcast address of the subnet, 192.10.10.16

6. A company has 192.168.3.0 (first 24 bits) as its network address. It needs to
have 6 subnets. Then, find out the following.

Minimum number of bits to borrow from the host ID part
Subnet mask

Total number of subnets possible

List all subnet addresses

Number of usable host addresses per subnet

List the host IP range of the subnet, 192.168.3.32
Broadcast address of the subnet, 192.168.3.32
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5.9 Supernetting

Supernetting, also known as classless inter-domain routing (CIDR), is an opposite



concept of subnetting that divides a network into smaller subnetworks. In supernetting,
multiple subnetworks are combined (or summarized) into a larger subnetwork.
Summarizing multiple subnets into a larger subnet is an effective way of maintaining a
network (e.g., router configuration) and boosting network performance (e.g., faster
routing decision).

As an example, imagine a hypothetical situation (see Figure 5.16) in which two
routers R1 and R2 exchange packets and R1 is connected to three subnets each with a
subnet address and subnet mask. Assume that 192.168.0.0/16 is the supernet address
and mask that summarizes three subnets. The supernet is a higher abstraction that
embraces the three subnets. One main benefit of the summarization is that the R2’s
router table adds only one entry instead of three subnet entries, making the overall list
of the R2’s routing table smaller and subsequently enabling faster routing decisions by
R2.

Replacing three entries with one summarized entry in R2’s routing table may not be
that significant. However, if one supernet can substitute 200 subnets, then R2’s routing
table becomes substantially smaller as it will have only one entry in place of 200
entries. With the smaller routing table, R2 takes less time in determining the optimal
routing path of a packet and improves packet forwarding performance (more on this
are explained in Chapter 6).

Now, let’s take a look at how to do IP supernetting (or IP summarization) using the
same example shown in Figure 5.16. Router 1 is connected to three subnets:

Subnet Address and Mask (Decimal) Subnet Address (Binary)

192.168.64.0/24 11000000. 10101000.01000000.00000000
192.168.128.0/24 11000000. 10101000.10000000.00000000
192.168.192.0/24 11000000. 10101000.11000000.00000000

192.168.64.0/24

192.168.0.0/16
R1 - i
192.168.128.0/24

192.168.192.0/24

Figure 5.16 A supernet that summarizes three subnets.

For the supernetting of three subnets above, we need to come up with the longest
common denominator of the subnet addresses. You can observe that the first 16 digits
11000000. 10101000 are shared by all three subnets, making them the longest
common denominator. As a result, 11000000.10101000 becomes the supernet address
that embraces all three subnets. The new subnet address and subnet mask of the



supernet becomes

Supernet address: 11000000. 10101000.00000000. 00000000 = 192.168.0.0
Supernet’s subnet mask: 11111111. 11111111.00000000. 00000000 =
255.255.0.0 (= /16)

Exercise 5.11

A network administrator configured R2 in Figure 5.16 to summarize the following
subnets connected to R1. Determine the supernet address and its subnet mask that
are entered into the R2’s routing table.

1 192.168.1.0/24  192.168.2.0/24  192.168.4.0/24
2 192.168.129.0/24 192.168.130.0/24 192.168.132.0/24 192.168.145.0/24

The example shown in Figure 5.16 is a relatively simple one because each
subnetwork has a subnet mask that is a multiple of an 8-bit block. In fact, even when
subnet masks are not a multiple of 8 bits, the same mechanism applies to the
summarization of subnets into a supernet. The key in figuring out the supernet is to
work on binary, not decimal. Let’s use the following example in which three subnets
need to be summarized.

i/}l;)slll(et Address and Subnet Address in Binary ls)l;[c)::lel;lM asks in
172.16.35.0/24 10101100.00010000.00100011.00000000 255.255.255.0
172.16.39.0/24 10101100.00010000.00100111.00000000 255.255.255.0
172.16.31.0/24 10101100.00010000.00011111.00000000 255.255.255.0

To come up with the summarization, we need to decide the longest bit stream
common to all three subnet addresses. It can be seen that the first 18 bits
10101100.00010000.00 become the longest common denominator. Therefore, the new
summarized network in binary will be

00010000.00000000.00000000 (or 172.16.0.0/18)

The subnet mask of the supernet “/18” (or 11111111.11111111.11000000.00000000)
1s equivalent to 255.255.192.0 in decimal.

Exercise 5.12



1. Summarize the following three subnet addresses into a supernet. Also, show its
new subnet mask.

172.16.163.0/20 172.16.167.0/22 172.16.159.0/23

2. Summarize the following four subnet addresses into a supernet. Also, show its
new subnet mask.

10.20.30.41/17 10.20.65.52/18 10.20.95.34/20 10.20.160.78/21

5.10 Managing IP Address SPACE

Allocating IP addresses to network nodes should be the result of a well-planned
process. IP planning could be a complicated process, especially at a large enterprise
with multiple functional departments/business units and distributed geographical
locations, because it has implications on network performance, access control of
network resources, and security. Once IP addresses are allocated and configured on
intermediary devices and host computers and devices, reconfiguring them due to
circumstantial changes such as organizational growth and restructuring can be painful.
Accordingly, the assignment of IPs requires well-thought-out planning anticipating
such changes, and also the details of IP deployment should be thoroughly documented
for future network planning, management, and updates.

There are several key elements in planning IP allocation at an organization.

1. Determining the number of nodes that need an IP address.
2. Determining subnetworks including the de-militarized zone (DMZ) subnet.
3. Having an IP assignment policy.

They are explained next.

5.10.1 Determining Number of Nodes

Given that there are many different node types that need an IP to be network-enabled
(see Table 5.3), the total number of nodes that need an IP address on a temporary (or
dynamic) or a permanent (or static) basis should be determined. Also necessary is to
project the future growth of network nodes. Depending on the nature of intermediary
devices and hosts, decisions can be made on the usage of static versus dynamic IP
addresses. Categorically, user stations including desktop and laptop computers, and
other personal productivity tools such as mobile devices are assigned temporary IPs as
they don’t have to be up and running all the time.

Configuring user stations with permanent IPs pose the following problems:



1. This can waste available IP space because an IP address permanently assigned to
a user station cannot be reclaimed for reuse unless the computer is retired from
production.

2. The management (e.g., configuration/reconfiguration of each user station and
necessary documentation) of IPs becomes an administrative burden, especially
when the network gets larger. Dynamic IP assignment by DHCP (see Chapters 2
and 10) curtails the management overhead considerably and also eliminates the
chance of mistakes (e.g., repeat assignment of an IP) during manual
configuration.

Network nodes other than end-user stations are generally given permanent IPs to
perform intended functions, such as, providing various types of resources (e.g., web
pages, storing files, printing, executing database transactions), enabling
communications (e.g., emails, fax), and handling packet deliveries. Table 5.3
categorizes major devices with permanent IPs into (1) those offering various resources
and services to user stations and (2) those enabling link connectivity as intermediary
devices. Recall that unlike the managed switch that needs an IP address only for its
remote setup and management over the network, the router needs a permanent IP for
each port (or interface) to perform packet routing.

Table 5.3 Classification of Network Nodes

Node Nodes “Preferred”
Categorization IP Addressing
Resource End-user stations (e.g., workstations, smartphones, Temporary'

.. (or dynamic)
consumers personal productivity tools) IPs
Resource  or _ Permanent (or
service * Dedicated servers Static) IPs
providers e Peripherals including printers, fax, and backup
devices

e Specialty devices including surveillance
cameras, AC sensors, and alarms

Intermediary Permanent (or
devices e Router LAN and WAN ports (interfaces) Static) IPs

e Firewall

e Managed switch (an IP address is assigned to
remotely access its OS over the network)

e Managed wireless access point (an [P address

is assigned to remotely access it over the
network)




Assigning a static IP to a host computer requires the input of four information items
(see Figure 5.17 for the case of Microsoft Windows):

1. IP address

2. Subnet mask

3. Default gateway: The router port address that forwards IP packets beyond the
subnet boundary (refer to Exercise 3.8 and also in Chapter 6)

4. DNS server(s) that maps a domain name (e.g., www.facebook.com) to its
corresponding IP address
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Dhitain an [P address sutomaticaly @ Dbtan an [P address automaboaly]
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Figure 5.17 Static (left) versus dynamic (right) IP assignment in MS Windows.

When a host obtains a dynamic IP from a DHCP server, it provides subnet mask,
default gateway, and DNS server information as well because they are fundamental for
networking.

5.10.2 Determining Subnets

A decision should be made on the number of subnetworks within a corporate network.
The decision can be based on several technical and nontechnical factors such as

e Physical layout including building locations, occupied floors of a building, and
geographical distribution of offices.

e Importance of limiting the scope of a broadcast domain so that possible broadcast
storms do not impede network performance.

e Importance of defining functional boundaries of the corporate network to better
serve business requirements. The logical boundaries of business functions include
academic units (e.g., departments, colleges), business departments and units (e.g.,
marketing, accounting), and project workgroups.
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e Importance of having different levels of security control for subnetworks.

]

Production network |
Corporate network boundary

Workstations

Border router/
firewall

Protected

internal servers

(ex) Directory server

DNS server

Database server SMTP HTTP
server server
(email) (web)

Figure 5.18 General setup of DMZ as a subnet. DMZ, de-militarized zone; SMTP,
Simple Mail Transfer Protocol; HTTP, Hypertext Transfer Protocol; DNS,
Domain Name System.
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5.10.2.1 Managing Security with DMZ Subnet

As explained, many organizations rely on private IPs for internal nodes because they
can better protect internal resources from probing and attack attempts, and also offer
more flexibility in address management (e.g., more room for future growth). Some
server hosts, especially web and email servers, are more exposed to the Internet by
nature because they provide communication and information access service. To better
safeguard an enterprise from external threats, these servers are generally separated
from the main production network by placing them in the DMZ subnet. Servers in a
DMZ can be configured with private or public IP addresses. When DMZ servers are
equipped with private IPs, NAT is performed by the border router or firewall for
necessary address translations (see Figure 5.18).

5.10.2.2 Developing IP Assignment Policy

An organization maintains an inventory of many network nodes whose subnets and IP
addresses should be planned, assigned, and maintained systematically. In particular, if
the assignment of IP addresses to network nodes is not performed in a structured
manner according to a formal policy, IT staff can face much confusion and



inefficiency in managing them later on. Moreover, the lack of consistency in IP
assignment driven by the advanced planning can have negative consequences on the
integrity of network security and access control.

Because of unique functions performed by various network nodes, it is a good idea
to group them into categories to define a consistent policy on IP allocation. This
consistency in I[P assignment makes the management (e.g., initial IP setup,
troubleshooting, configuration changes) of network nodes much less troublesome. For
example, imagine that an IT specialist needs to troubleshoot the source of network
malfunctioning and should quickly locate the IP of a particular router port on a subnet.
If the IP assignment policy requires that the router port be given the last available IP
address of a subnet, the person can easily guess the router port’s IP without resorting
to the IP database.

For demonstration purpose, a hypothetical IP policy developed for a university
network comprised of various functional units and network nodes is provided in Table
5.4. The policy becomes a high-level guideline in planning subnets and node
addressing in a consistent manner. Table 5.4 is rather a simplified view, and the real IP
management policy can be more complicated for reasonably sized organizations.
Besides, although most business firms rely on private IPs for internal nodes, public
institutes especially colleges and universities whose infrastructures operate in a more
open environment may depend more on public IPs for network nodes.

Exercise 5.13

Based on the information provided in Table 5.4, describe the nature of the following
[P addresses.

192.168.44.16
192.168.54.50
192.168.4.4 4
192.168.53.11

D=

The focus of this chapter has been on IPv4. Because of the prevalent usage of 32-
bit-based IPs, the IPv4 address space available from IANA has been drained. Several
approaches have been taken to utilize the available IPv4 space more effectively and to
extend its life. These include the following:

Table 5.4 A Hypothetical Policy for IP Allocation

IP Range Assignment

* Network address: 192.168.0.0
* Subnet mask: 255.255.255.0 (/24)




* Subnet range (third octet)
192.168.1.0
192.168.2.0-192.168.7.0
192.168.8.0-192.168.40.0
192.168.41.0-192.168.43.0
192.168.44.0-192.168.50.0
192.168.51.0

192.168.52.0

192.168.53.0
192.168.54.0-192.168.55.0
192.168.56.0-192.168.60.0
192.168.61.0-192.168.62.0

DMZ (accessible from the Internet)
University administration

Academics (colleges and departments)
Library

Student labs

Campus storage area network
Campus operation and maintenance
Campus safety and security

Athletics

WAN links

Internet links

Host range within a subnet (fourth
octet)

x.x.Xx.1—=x.x.x.2:

X.X.X.3—x.x.x.10:

x.x.x.11—=x.x.x.15:
X.X.X.16—x.x.x.25:
X.X.X.26—x.x.x.40:

X.X.X.41-x.x.x.250:
X.X.X.251—x.x.x.254:

Router (gateway) and firewall interface(s)

Managed switches (core and workgroup
switches)

Managed wireless devices (e.g., access
points)
Servers
Peripherals (e.g., printers, fax, backup
devices)

General user stations

Network technician/administrator stations

e Dynamic provision of temporary IPs (rather than permanent IPs) to client hosts

using such protocol as DHCP

e Reliance on private IPs (rather than public IPs) for internal nodes and the
deployment of NAT for conversion between private and public IPs

e Adoption of the classless (instead of classful) IP addressing scheme

Despite these measures, the shortage of IPv4 address space only gets worse, as more
devices, especially mobile devices including smart phones, are joining the Internet.
The shortage will undoubtedly expedite migration from I[Pv4 to IPv6 that relies on
lengthy 128 bits (or 32 hexadecimal numbers). Ultimately, we will witness a world
where the Internet will interconnect computers, mobile devices, sensors, electronic
appliances (e.g., refrigerators), electronics (e.g., HDTVs), and other gadgets running



on [Pv6 addresses.

Chapter Summary

[ANA delegates the available network address space to Regional Internet
Registries (RIPs). Large ISPs obtain IP blocks from RIPs and divide them into
smaller chunks for allocation to clients. Individuals and small businesses obtain a
network address from their ISPs.

Provisioning of network IPs can be either classful- or classless-based. With the
now-defunct classful IP scheme, the network ID part is 8 bits (class A), 16 bits
(class B), or 24 bits (class C). In the classless IP scheme, the network ID is not a
multiple of an octet.

Certain I[P ranges are designated for special functions including loopback,
broadcasting, multicasting, and private addresses.

Loopback is a special IP address a host can use to send a message addressed to
itself. Packets with a loopback addressed destination are, therefore, directed back
to the sender before leaving its network card.

The private IP address is intended for internal (e.g., within an organization) use
only since border routers on the Internet do not route packets with a private IP.
The border router, therefore, should translate any private IP of a packet to a
public IP through NAT.

NAT is also called network masquerading or IP masquerading. There are two
different approaches to implement NAT: one-to-one IP mapping and many-to-one
IP mapping.

The subnet mask is a 32-bit number used by a network node (e.g., computer,
router) to determine the subnet part of a particular IP address. Through a prefix or
a combination of continuous 1s and 0s, it indicates the subnet address bits of an
I[P address.

Supernetting is an opposite concept of subnetting. In supernetting, multiple
subnets are combined (or summarized) into a larger subnet. It is oftentimes an
effective way of maintaining a network and boosting network performance (e.g.,
faster routing decision).

Some essential elements of planning IP allocation at an organization include
deciding the number of nodes that need a dynamic or static IP address,
determining subnetworks, and having a consistent IP assignment policy.

Key Terms

one-to-one I[P address mapping
broadcast storm

broadcasting IP address

class A network



class B network

class C network

classful IP address

classless inter-domain routing (CIDR)
classless IP address

default gateway

default route

de-militarized zone (DMZ)

denial of service

directed broadcasting

host identification

Internet Assigned Numbers Authority (IANA)
Internet Group Management Protocol (IGMP)
IP assignment policy

[P masquerading

limited broadcasting

localhost

loopback

many-to-one I[P address mapping
multicast group

multicasting [P address

network address port translation (NAPT)
network address translation (NAT)
network identification

network masquerading

port address translation (PAT)

private IP address

Regional Internet Registry (RIR)
Subnet mask

subnetting

supernetting

Chapter Review Questions

1. Which organization allocates IP address blocks to large ISPs?

Internet Assigned Numbers Authority
Regional Internet Registry
International Standard Organization
Internet Engineering Task Force
VeriSign
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. What is the largest decimal value of the 8-bit octet?
100

32

255

128

256

. The IP address should have AT LEAST part(s).
network 1D

host ID

network ID and subnet ID

network ID and host ID

. network ID, subnet ID, and host ID

. A class C network that uses 4 bits for the subnet ID can have up to
hosts in each subnet.

A. 14
B. 12
C. 16
D. 65,000
E. 4

. When a packet is broadcasted to a target subnet that is different from the source
host’s subnet, it becomes broadcasting.

focused

subset

targeted

directed

. limited

: Wthh term represents IPs used only internally at an organization?
private IPs

campus IPs

internal IPs

encoded IPs

. reserved IPs

: When the destination address of a packet is 255.255.255.255:
A. The packet is delivered to all hosts on the Internet.

B. The packet is delivered to all hosts of an enterprise network to which the
source host belongs.

C. The packet is delivered to all hosts of a multicasting network on the Internet.
D. The packet is self-addressed and thus does not leave the source host.
E

. The packet is delivered to all hosts that are in the same subnet as the source
host.

. For a packet outgoing to the Internet, NAPT generally changes its

mo0w>
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10.

11.

12.

source port number only.
destination IP address only.
destination and source IP addresses.
source [P address and maybe source port number.
destination IP address and maybe source port number.
Imagine a network (175.140.x.x) that uses 8 bits for the subnet ID. If a computer
releases a packet with 175.140.115.255 as the destination IP, what should
happen?
A. The packet is delivered to the host, 175.140.115.255.
B. The packet is delivered to the host, 175.140.115.0.
C. The packet is delivered to all hosts within the subnet, 175.140.115.0.
D. The packet is delivered to all hosts within the network, 175.140.0.0.
E. The packet is delivered to the host, 175.140.0.255.

The network ID of an IP address, 10.7.12.6, is 10.7.0.0. The network plus subnet
parts are

A. 10

B. 10.7

C. 10.7.12
D. 10.7.12.6
E. Cannot say

When a firm uses 8 bits for its network identification (or ID), what does the
subnet mask 255.255.255.0 tell you?

A. Eight bits are assigned to the subnet identification.
B. Sixteen bits are available to uniquely identify a host station.
C. Four bits are assigned to the subnet identification.
D. Eight bits are used to indicate the host identification.
E. No bits are available to create subnets.
A firm has the network ID of 65.10.0.0 and the subnet mask of 255.255.0.0. What
is the destination address of a packet to be broadcasted to all nodes in a subnet?
65.10.255.255
65.0.255.255
65.0.0.255
65.10.255.0
65.255.0.0

MmO 0w
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Questions 13—-17

Think of a network, 192.168.125.x, with the following requirements:
Number of necessary subnets: 14
Number of usable hosts per subnet: 14

Assuming that the minimum number of bits is borrowed from the host ID
part.



13.

14.

15.

16.

17.

18.

19.

What is the subnet mask of all subnets?
255.255.255.255
255.255.255.64
255.255.255.240
255.255.255.192
. 255.255.255.224
For the subnet 192.168.125.16, what is the first usable host IP?
192.168.125.16
192.168.125.17
192.168.125.32
192.168.125.20
. 192.168.125.64
For the subnet 192.168.125.32, what is the last usable host IP?
A. 192.168.125.33
B. 192.168.125.46
C. 192.168.125.32
D. 192.168.125.47
E. 192.168.125.64
For the subnet 192.168.125.128, what is the broadcast IP?
A. 192.168.125.129
B. 192.168.125.240
C. 192.168.125.255
D. 192.168.125.15
E. 192.168.125.143
How many (usable) IP addresses are available for a subnet?
A. 6
10
14
15
. 16
Which is the host IP that needs NAT to access the Internet?
A. 123.7.86.215
B. 127.0.0.1
C. 192.168.0.1
D. 255.255.255.255
E. 127.127.127.1
In the screenshot below, I just
A. temporarily assigned an IP to a host.
B. contacted a server with the IP address of 127.0.0.1.
C. broadcasted a packet to the subnet of 127.0.0.x.
D. obtained the MAC address of 127.0.0.1.

MU AW
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20.

21.

22.

23.

24.

E.

Which statement is INCORRECT regarding NAT?

MmO 0w
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tested my computer’s TCP/IP protocol stack.

r ™
B C\Windows\system32\cmd.exe & = - Z=20080
Czx>ping 127.08.8.1

Pinging 127.8.8.1 with 32 bytes of
Reply from 127.8.8.1: hyt 2 i

Reply from 127.8.8.1: hyt
Reply from 127V.H.8.1: hyt
Reply from 127.8.8.1: hyt

It 1s implemented in layer 2 switches.

It converts a private IP to a public IP.

Routers or firewalls are used for its implementation.
It can better protect the enterprise network.

The PAT allows several hosts to share a public IP.

IPv4 address with the first octet of 127 can be used for

classless IP assignment to a host.
private IP assignment to a host.
multicasting to a subnet.

testing connectivity to a router.
off-line testing of web server pages.

Under the classful IP allocation scheme, class B networks can use maximum

MmO 0w

bits to indicate the host identification.
4

16
24
32

The subnet mask of a class B network is 255.255.255.0 at a firm. How many
subnets can be created in that firm?

A.
B.
C.
D.

E

128
256
64

255
254

The following measures help in extending [Pv4’s life expectancy, EXCEPT

mo 0w

Use of dynamic IPs assigned by the DHCP server
Utilization of private IP addresses

Reliance on switches than routers for corporate networking
Use of NAT

Switching from classful IPs to classless IPs



25. Which is the general delegation process of IP space to ISPs?
IEEE — Regional Registry — ISPs

InterNIC — Regional Registry — ISPs

IANA — Regional Registry — ISPs

Regional Registry — ICANN — ISPs

Regional Registry — InterNIC — ISP

mo0w>

Hands-On Exercise: Enterprise IP Management at Atlas Co.

Figure 5.19 represents a planned enterprise network of Atlas Co. that is headquartered
in Houston, TX and has two branch offices in Los Angeles and New York. The
enterprise network will be composed of multiple LANs and leased line-based WAN
connections for which three routers (R1-R3) and five switches (SW1-SW5) are used.
Atlas Co. will be using AT&T’s WAN service to interconnect the three distributed
locations. The company already has a T-1 Internet connection from R1 whose subnet
is 160.96.4.0/24. You are the company’s chief network administrator and responsible
for planning subnet IDs and assigning permanent IPs to all network nodes (servers,
printers, copiers, backup devices, managed switches, wireless access points, and
selected workstations).

The company decided to use private address 192.168.20.x for its internal network
ID. This means that all packets going out to the Internet have to rely on NAT
configured on R1. As the result of network planning, it was decided that

e The HQ LAN’s switch 1 will connect 20 hosts with permanent IPs.

e The HQ LAN’s switch 2 will connect 10 hosts (3 of them are servers) with
permanent IPs.

e The LA Branch LAN requires 15 permanent IPs.

e The NY Branch LAN’s switch 4 will connect 15 hosts with permanent IPs.

e The NY Branch LAN’s switch 5 will connect 10 hosts with permanent IPs.

e The WAN link between R1 and R2 requires a permanent IP for each router
interface.

e The WAN link between R1 and R3 requires a permanent IP for each router
interface (Figure 5.19).
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Figure 5.19 Planned enterprise network of Atlas Co.

Answer the following questions:

l.
2.

NSk

How many subnets are shown in the network?

At the least, how many bits should be borrowed from the host ID to create the
subnets?

How many different subnets can be created after borrowing the bits (remember to
include all Os and all 1s as legitimate subnet IDs)?

Up to how many hosts can have a permanent IP within each subnet?

What is the subnet mask in decimal?

What is the subnet mask in binary (or bit mask)?

Complete the following table regarding all available subnets and host IP ranges
within a subnet. Begin with the lowest valued subnet address.

Subnet First Available Host Last Available Host Broadcast IP
Address IP Address IP Address Address

DN kW N =



8. Assign the above subnet addresses to hosts based on the following directions and
complete the given table.

a. Subnet #1 is assigned to the HQ LAN.
Assign the first available host IP to the Fa0/0 router port (interface).

Assign the next three available host IPs to servers 1, 2, and 3 connected
to switch 2.

Assign the last two available host IPs to PC1 and PC2 connected to
switch 1.

b. Subnet 2 is assigned to the LA Branch LAN.
Assign the first available host IP to the Fa0/0 router port.

Assign the last two available host IPs to PC3 and PC4 connected to
switch 3.

c. Subnet 3 is assigned to the NY Branch LAN.
Assign the first available host IP to the Fa0/0 router port.

Assign the last two available host IPs to PC5 and PC6 connected to
switch 4.

d. Subnet 4 is assigned to the NY Branch LAN.
Assign the first available host IP to the Fa0/1 router port.

Assign the last two available host IPs to stations PC7 and PCS8
connected to switch 5.

e. Subnet 5 is assigned to the WAN link between R1 and R2.
Assign the first available host IP to the R1’s S0/0 port.
Assign the last available host IP to the R2’s S0/0 port.

f. Subnet 6 is assigned to the WAN link between R1 and R3.
Assign the first available host IP to the R1’s S0/1 port.
Assign the last available host IP to the R3’s S0/0 port.

Nodes Port Subnet IP Subnet Default
(Interface)  Address Address Mask Gateway
R1 Fa0/0 N/A
S0/0 N/A
S0/1 N/A
R2 Fa0/0 N/A
S0/0 N/A

R3 Fa0/0 N/A



Fa0/1 N/A

S0/0 N/A

?erver NIC
Server NIC
2

Server NIC
3

PCl1 NIC
PC2 NIC
PC3 NIC
PC4 NIC
PC5 NIC
PC6 NIC
PC7 NIC

PC8 NIC




6 Fundamentals of Packet Routing

6.1 Introduction

This chapter explains issues relevant to the routing decision process of IP packets.
Forwarding IP packets requires that the router develops and periodically updates its
routing table as a reference table. The table is placed in the router’s main memory to
allow a quick lookup whenever an IP packet arrives. The router searches the routing
table entries when it receives an IP packet and determines the packet’s best forwarding
path. Thus, there is a resemblance in the roles of the switch table and the routing table
as two different reference sources: the one for frame switching decisions for intra-
networking (layer 2) and the other for packet routing decisions for inter-networking
(layer 3). The summary of their procedural equivalence is provided in the following
table:

A frame arrives at a switch port A packet arrives at a router port
— The switch refers to its switch table — The router refers to its routing table

— Decide the frame’s exit port — Decide the packet’s exit port

A router maintains a routing table, a reference table used by the router to decide the
delivery path of IP packets. To update the routing table, routers periodically advertise
and exchange information regarding network “conditions” using the so-called dynamic
routing protocol. The dynamic routing protocol performs functions necessary to
maintain and update the routing table and, thus, fundamentally differs from the IP
protocol whose responsibility is packet development and delivery. This chapter
explains structural details of the routing table and demonstrates how the dynamic
routing protocol updates the routing table.

An enterprise such as a business firm or Internet service provider (ISP) can have
multiple internal routers to couple its subnetworks, and this makes the enterprise
network an internet as a whole. Routers are divided into two types: internal and border
routers. Internal routers provide connectivity of network segments within an enterprise
(i.e., internal or intra-domain routing), and border routers are responsible for
dispatching packets to destinations beyond the enterprise network boundary (i.e.,
external or inter-domain routing).

Internal and border routers rely on different types of dynamic routing protocols to
exchange (or advertise) information necessary to update their routing tables. The focus
of this chapter is on the internal (or intra-domain) routing decision. The external (or
inter-domain) routing is briefly covered at the end of this chapter, but much of its
technical detail is beyond the scope of this textbook.

The key learning objectives of this chapter are to understand the following:



e Fundamentals of the routing mechanism
¢ Internal structure of the routing table
e The process of IP packet forwarding decision
e Types of routing table entries: directly connected, static, and dynamic routes
e The dynamic routing protocol
e Protocol types: interior versus exterior gateway protocols
e General understanding of its working mechanism
e Basics of external (or inter-domain) routing

6.2 Routing Mechanism

In Chapter 2, it was explained that routing moves packets across multiple subnetworks
based on their destination IP addresses. Then, Section 3.7 further explained the
differences between switching and routing, and how they work together to transport an
I[P packet between two hosts across subnetworks. On a related note, the important role
of address resolution protocol (ARP) was explained as well. In this section, the focus
is on explaining how the router uses its routing table entries to make forwarding (or
routing) decisions of IP packets.

Let me begin with a hypothetical corporate network where two subnets are joined by
the router R1 (see Figure 6.1). Imagine a situation in which PCl (172.20.1.1)
exchanges IP packets with Server (172.20.2.1) via the router. The packet delivery
between the two hosts needs routing, and to make it possible, R1 should maintain a
routing table as the reference source. R1’°s two ports (interfaces) are configured with
an IP address pertaining to each attached subnetwork (recall that the IPs are manually
set up). They are,

Subnetwork Subnetwork
172.20.1.0/24 172.20.2.0/24

—— —_——
— — -— —

S ar 3 Server
- "\ 172.20.2.1
/ 3 ;

Fa0/1

/' 172.20.2.254 /
/ f b y £
i - A
Destination Exit Port/ &
Subnetwork/Mask Interface Next hop IP AL
172.20.1.0/24 FastEthernet0/0 N/A 0
172.20.2.0/24 FastEthernet0/1 N/A 0

Figure 6.1 A case of two subnets and a router. Nofe: Hosts including PCs and Servers



are generally connected to the router through one or more switches, which
are not shown in the diagram for visual brevity.

20.1.254 (Fa0/0) attached to the 172.20.1.0/24 subnet,
20.2.254 (Fa0/1) attached to the 172.20.2.0/24 subnet.

On sending a packet to the Server, PC1 learns from the Server’s IP address
(172.20.2.1) that the destination is in a different subnet and therefore dispatches the
packet (encapsulated within a frame) directly to Fa0/0 of R1 for routing. Once the
packet arrives at Fa0/0, R1 refers to its routing table as in Figure 6.1, finds that the
routing table’s entry 172.20.2.0/24 matches the Server IP’s first three numbers
(172.20.2.1) and uses the corresponding Fa0/1 as the exit port of the packet.

To enable the packet routing, you can observe that subnet addresses (not host IP
addresses) and their subnet masks are listed in the routing table. Among the columns
of the routing table, you don’t have to worry about Next hop IP and Metric at the
moment. Given that there are only two subnets in Figure 6.1, the R1’s routing table
only needs two entries to enable packet routing.

Building on the very simple demonstration provided in Figure 6.1, let us take a look
at a little more expanded internet shown in Figure 6.2. It illustrates a small enterprise
network made up of three subnets (172.20.1.0/24, 172.20.2.0/24, and 172.20.3.0/24)
conjoined by two routers, R1 and R2. The table shown in Figure 6.2 illustrates the
R1’s routing table. For all host stations to be able to exchange IP packets, the routing
tables of both R1 and R2 have to contain entries of all three subnets.

Subnetwork Subnetwork Subnetwork
172.20.1.0/24 172.20.2.0/24 172.20.3.0/24
b 2 - e . . / s - b s N " = -
V' ™ r —- A" ry
i p F " F
! @7 172.20.1.241" / @ ) F172.20.3.241
i Fa0/0g R [ Fa0/1
| =P Fao/1 Fa0/0
f.-' \ 172.20.2.241 172.20.2.242 j.'r \
Fa \\ / 4 \\
vl X - N
5 T oy
Destination Exit Port/ i
Subnetwork/Mask Interface Next hop [P Metric
172.20.1.0/24 FastEthernet0/0 N/A 0
172.20.2.0/24 FastEthernet0/1 N/A 0
172.20.3.0/24 FastEthernet0/1 172.20.2.242 1

Figure 6.2 A case of three subnets and R1’s routing table. Nofe: Presume that in the
subnet 172.20.2.0/24, R1 and R2 are indirectly connected through one or
more switches. The other subnets also have switches for intra-networking.



Exercise 6.1

1. Construct R2’s routing table shown in Figure 6.2. The routing table should
include columns of destination subnet addresses, subnet masks, and exit ports.
(Do not worry about additional details including next-hop IP and metric.)

2. Imagine a corporate LAN composed of six subnetworks interconnected by
three routers.

a. Draw a network topology in which three routers interconnect six
subnetworks (there can be several solutions).

b. Choose a network address of the company.

c. Create six subnet addresses and subnet masks, and assign them to the
network. Clearly indicate which router port (e.g., Fa0/0) connects to
which subnet.

d. Construct routing tables of the three routers to enable inter-networking
among host stations. The routing table should include columns of
destination subnets, subnet masks, and exit ports only.

6.3 Routing Table

6.3.1 Background

One key function performed by the router is to develop its own routing table as shown
in Figure 6.2, a reference table necessary to decide forwarding paths of IP packets. The
routing table, stored in the router’s memory, can have entries that are manually added
or automatically created. When there are a small number of routers within a network
and/or when there is little need for updating the routing table, the manual addition of
its entries makes sense. However, when a network has a number of routers in it, the
manual construction and maintenance of each routing table become costly and also
prone to mistakes. For these reasons, a majority of routing table entries are
dynamically created by the router itself based on information obtained from other
routers.

To enable the automated creation of the routing table and dynamic updates of its
entries, routers advertise information based on a (or sometimes more) standard
protocol, termed dynamic routing protocol. Several dynamic routing protocols [e.g.,
Routing Information Protocol (RIP), Open Shortest Path First (OSPF), Intermediate
System to Intermediate System (IS—IS), and Border Gateway Protocol (BGP)] have
been introduced to specify what information is shared and how to do the sharing
between routers. By now, you should be able see the difference between the routing
protocol (e.g., RIP, OSPF, IS-IS, and BGP) and the IP protocol (oftentimes called a
routed protocol) in their functional orientations:



e The routing protocol is intended to advertise information necessary to construct
and update the routing table.

e [P as a routed protocol is responsible for packet transportation for which the
routing table becomes a reference source.

The internet layer’s essential and fundamental responsibility is the forwarding of IP
packets according to the routing table information. As for routing protocols such as
RIP, OSPF, IS-IS, and BGP, they are not necessarily defined at the internet layer. In
fact, confusing enough to readers, several of them belong to the application layer, yes,
application layer! This means that constructing the routing table by a router is not
necessarily the work of the internet layer. Even if it conducts non-internet layer
functions, the router becomes a layer 3 device because its primary function is moving
packets based on the IP protocol and other functions are rather supplementary to it.

6.3.2 Routing Table Elements

In this section, information elements stored in the routing table are explained. As
explained, its entries can be manually inserted (i.e., static entries that stay unchanged)
or dynamically added/updated based on information regularly advertised by other
routers. The frequent routing table updates reflect changes in network conditions and
topology. In Figure 6.2, the routing table is shown to contain information fields, such
as, destination network, subnet masks, exit ports, next-hop IPs, and metric values.
Among them, destination network, subnet masks, and exit ports are most fundamental
to enable packet routing. The role of the remaining columns (i.e., next-hop IPs and
metric) is supplementary or informational. They are explained in the following.

1. Destination subnetwork addresses and their subnet masks: Remember that the
column contains subnet addresses, not host addresses.

2. Exit ports (interfaces): The router port used to forward an IP packet to ultimately
reach the destination subnetwork or less frequently the destination host (e.g.,
server).

3. Next-hop IP: The port address of the next router to which a packet is forwarded to
reach the destination host eventually. The next-hop may be cabled directly [e.g.,
router-to-router over a wide area network (WAN) link] or indirectly via one or
more switches. The switches between two routers are not included in the hop
count. (Remember that switches are layer 2 devices that do not understand IP.)

Figure 6.3 demonstrates the exit port and the next-hop IP addresses. According
to the figure, two routers R1 and R2 interconnect two LANSs (i.e., 10.10.1.0/24
and 172.16.1.0/24) via the WAN link (192.168.10.0/24). If the PC (10.10.1.1)
sends an IP packet to the server (172.16.1.20), R1 will route the packet to R2 after
referring to its routing table entries. In this situation, 192.168.10.2 of R2 becomes
the next-hop IP address for R1, and R1’s S0/0/1 becomes the exit port. You can
observe that the exit port and next-hop are two ends of a subnetwork. In the case
of Figure 6.1, there are no other routers except for R1, and thus R1’s routing table



has exit ports but not next-hops.

10.10.1.1

@7 10.10.1.254 Subnet: 172.16.1.254
\“- S0/0/1 .

$0/0/1
- ALl 192.168.10.2 —

i

Subnet: Subnet:
10.10.1.0/24 172.16.1.0/24

Figure 6.3 Exit port (interface) and next-hop IP addresses.

4. Metric: The metric represents a value obtained from such cost factors as /op
count, bandwidth, network load, and delay. Some of the cost items such as
bandwidth can be manually configured on the router (e.g., S0/0/1 is linked to T-1
at 1.54 Mbps), and others such as network load are dynamically computed by the
router based on sampled data (e.g., the amount of data arrived at S0/0/1 during a
measured time period). The metric value is used to break a tie when a router finds
more than one optimal routing path to a particular destination in its routing
table. The metric value is a measure of transmission “cost,” and thus the routing
path with a low cost is always better. For consistency, some metric values (e.g.,
bandwidth, reliability) are inversely (e.g., 3 — 1/3) entered into the routing table
so that a high original value translates into a low-cost value. The process of the
packet forwarding decision is explained in the next section.

A dynamic routing protocol can use one or more factors to compute overall
“cost” of a particular route. For example, RIP relies on hop count, OSPF’s choice
is bandwidth, and Enhanced Interior Gateway Routing Protocol (EIGRP; Cisco’s
proprietary protocol) uses bandwidth and delay as the default cost factors. Among
the cost variables frequently used to compute the metric value are

e Hop count: The number of routers an IP packet has to pass through before
reaching the destination network. The lower the hop count, the better (i.e.,
lower cost) the route path becomes. For instance, in Figure 6.3, if a packet is
in R1, delivering it to the server (172.16.1.20) via R2 takes one hop.

e Bandwidth: 1t represents the connection speed of a route and generally a
static value that i1s preassigned. For this, the lowest speed of all links of a
delivery path can become the path’s bandwidth value. For instance, if a
particular end-to-end route takes four LAN and WAN links of 100 Mbps
(Fast Ethernet), 1.5 Mbps (T-1), 155 Mbps (OC-3), and 2.0 Mbps (DSL), its
bandwidth 1s 1.5 Mbps. Alternatively, the combined bandwidth of all links
of a delivery path can be used to decide the metric value. In both approaches,
the higher the bandwidth value, the better (i.e., lower cost) the route path
becomes. In the previous example, the combined bandwidth of four links is
258.5 Mbps.



e Delay: The estimated delay of a particular path is decided by the type of link

to a router port. The estimated delay is therefore primarily static rather than
dynamic. For example, the delay of 100 Mbps Fast Ethernet is 100 ps and
that of 1.5 Mbps T-1 line is 20,000 pus. With this metric, the lower the delay
value, the better a route path becomes.

Reliability: This metric is an indication of a network link’s dependability in
which the lower the probability of link failure, the higher the link reliability.
It can be computed dynamically by a router based on average network
performance during a certain time duration (e.g., 5 min) and presented as a
percentage out of 100 (e.g., 80% reliable out of 100%). The higher the
reliability, the better a route path becomes.

Load: This metric reflects the rate of link utilization as a percentage out of
100 (completely utilized). It can be examined dynamically during a certain
time interval (e.g., 5 min). For instance, the load value of 80% of a link
means that 80% of the link capacity was used during the measurement
period. The lower the load, the better a route path becomes.

Exercise 6.2

1. Answer questions based on Figure 6.2.

a.

O &0 o

g.

On the R2’s routing table constructed in the previous exercise, add
columns of next-hop IP and hop count as the metric.

If R1 routes a packet from PCI1 to Server, what is R1’s next-hop address?
If R2 routes a packet from PC2 to Server, what is R2’s next-hop address?
If R1 routes a packet from PCI1 to Server, what is R1’s exit port?

If R2 routes a packet from Server to PC1, what is R2’s exit port?

If R2 routes a packet from Server to PC2, what is R2’s next-hop address?
If R2 routes a packet from Server to PC1, what is R2’s next-hop address?

2. Based on Figure 6.3, construct a routing table of R1 and R2. The routing table
should include columns of destination network, subnet mask, exit port, next-
hop IP, and hop count as the metric.

3. Figure 6.4 is a hypothetical enterprise network in which three routers are
interconnected by a high-speed switch. Answer the following questions.

a.

b.

How many subnetworks do you see in the enterprise network and what are
the subnet addresses?

If R1 routes a packet from PC1 to Server 1, what is R1’s next-hop
address?
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Figure 6.4 A hypothetical enterprise network.

If R2 routes a packet from PC2 to Server 1, what is R2’s next-hop
address?
If R1 routes a packet from PC1 to PC2, what is R1’s exit port? e. If R3
routes a packet from Server 1 to PC2, what is R3’s exit port?
Construct routing tables of R1, R2, and R3. The routing tables should
include columns of destination network, subnet mask, exit port, next-hop
IP, and hop count as the metric.

Hint: The routing table has to list all subnets of the enterprise network

to enable packet routing between hosts. The following is a sample routing
table of R1.

Destination Network/Subnet Exit Next hop IP Metric

Mask Port/Interface
192.168.10.0/24 FastEthernet0/1 ....... 0
172.20.1.0/24 FastEthernet0/0 ...... 0
10.10.1.0/24 FastEthernet0/1 192.168.10.252 1
192.168.1.0/24 FastEthernet0/1 192.168.10.253 1

4. The Green Tech Co.’s enterprise network in Figure 6.5 interconnects LANs in
four business locations through several leased line WAN links.

a.
b. How many subnets do you see in the enterprise network?

C.

d. Assuming that there are 100 hosts that need an IP address in each business

What topology is used to interconnect the four routers?

Assign adequate names to all router ports in use.

location, assign a subnet address and subnet mask to all subnetworks.
Then allocate an IP address to each router port being connected (using the



drawing of Figure 6.5 will be helpful). Use a private IP range for the
subnetworks.

e. Once all subnetworks have their own subnet addresses, then each router
should have a router table to route IP packets. Develop the routing table of
each router that contains columns of destination network, subnet mask,
exit port, next-hop IP, and hop count as the metric.

Figure 6.5 Enterprise network of Green Tech Co.

6.4 Packet Forwarding Decision

This section explains the general mechanism used by routers to determine the
forwarding paths of IP packets. Before doing so, the default route concept is briefly
introduced. A routing table can include the default route indicated by 0.0.0.0/0 (subnet
IP address: 0.0.0.0, subnet mask 0.0.0.0). When the router cannot find the destination
network of an incoming IP packet among the entries of its routing table, it releases the
packet through the port assigned to the default route. The default route of a router is
generally tied to the port that eventually leads to the border router for a WAN or
Internet connection.

When a packet arrives at a router port, the router searches its routing table going
through all entries from top to bottom to locate all subnetwork addresses that match
the packet’s destination address. Here, a match is found when the destination address
of the IP packet contains a bit stream identical to a particular subnet address of the
routing table. The router performs this matching process for every IP packet it



receives.

The router table search can result in a single match, multiple matches, or no match.
Given the three different scenarios in matching, the following rules are applied for
packet forwarding decisions:

1. When there is a single match between routing table entries and a packet’s
destination address, the packet is dispatched through the corresponding exit
interface. For example, if the routing table includes ANY one of the following
entries, the packet with the destination address of 100.50.30.10 has a match (pay
close attention to the subnet mask):

100.50.30.0/24
100.50.0.0/16
100.0.0.0/8

2. When multiple matches are found in the routing table, the router chooses the
network path that has the most EXPLICIT or the LONGEST match with the
destination IP address. If there is more than one best path, the metric value is used
to break the tie.

For example, assume that an [P packet with the destination address of
100.50.30.10 arrives at a router port and the router table contains the following
subnet address/mask entries:

[1] 100.50.30.0/24

[2] 100.50.0.0/16

[3] 100.0.0.0/8

[4] 0.0.0.0/0 (default route)
Of course, the router only understands binary values of Os and 1s, and finding the
longest match is always based on the string of Os and 1s. The destination address
100.50.30.10 is equivalent to

01100100.00110010.00011110.00001010
Meanwhile, the above routing table entries in binary are

[1]01100100.00110010.00011110.00000000

[2] 01100100.00110010.00000000.00000000

[31 01100100.00000000.00000000.00000000

[4] 00000000.00000000.00000000.00000000
Among the four entries, the subnet address of [1] has the longest (thus most
explicit) match with the destination address, followed by [2] and then [3].
Therefore, the IP packet is dispatched to the 100.50.30.0 network. It is important
to remember that the longest match does not have to be a multiple of 8 bits.

3. If there 1s no matching entry in the table, the router forwards the packet through
the exit port assigned to the default route (0.0.0.0/0). When there is neither a
matching entry nor a default route in the routing table, the router has no choice
but to abandon the IP packet. As said, if any of the subnet ID bits differs from the
arriving packet’s destination address, there i1s no match. For instance, there is no
match between the destination address of 100.50.30.10



(01100100.00110010.00011110.00001010) and the following routing table
entries:

01100100.00100000.00000000.00000000/16

01100100.00110010.00010101.00000000/24
Let us extend the example further. If the routing table only includes the entries
below, the packet with the destination address of 100.50.30.10 has no match
because of a discrepancy between their subnet ID bits and the packet’s destination
address. Then, the router releases the packet through the exit port of 0.0.0.0.0/0:

100.50.20.0/24

100.40.40.0/24

100.40.0.0/16

90.0.0.0/8

0.0.0.0/0

Exercise 6.3

1. 1. Decide matching between the destination address, 100.50.30.10, of a packet
and the following routing table entries.

100.50.30.0/16 100.40.30.0/16 100.50.30.0/8 100.50.30.0/25
100.50.15.0/16 100.50.30.0/24 100.50.10.0/24 100.50.0.0/24
100.0.0.0/16 ~ 100.50.0.0/18 100.48.30.0/21 100.27.0.0/15

2. A router receives packets. What should be the exit port (interface) of each

packet?
a. Packet destination: 172.164.32.25

Subnet/Mask  Exit Port
172.164.30.0/21 S0/0/0
172.154.24.0/20 S0/0/1
173.140.21.0/7 Fa0/0
173.120.21.0/15 Fa0/1
0.0.0.0/0 S0/0/1

b. Packet destination: 142.66.39.125

Subnet/Mask  Exit Port
142.64.130.0/16 S0/0/0
142.62.39.0/24 S0/0/1



142.140.21.0/7  Fa0/0
142.66.39.64/25 Fa0/1
0.0.0.0/0 S0/0/1

c. Packet destination: 11.87.234.111

Subnet/Mask Exit Port
11.87.234.60/27  S0/0/0
11.87.200.60/22  S0/0/1
11.85.234.60/15 Fa0/0
11.87.234.160/25 Fa0/1
0.0.0.0/0 S0/0/1

6.5 Entry Types of Routing Table

The routing table entry can be one of three types: directly connected routes, static
routes, and dynamic routes. Under-standing their differences helps you to better
comprehend what mechanisms are utilized to develop and update the routing table.

6.5.1 Directly Connected Routes

In the directly connected route, the destination subnetwork of an IP packet is directly
linked to a router port. In other words, all subnets physically connected to the ports of
a router are entered into its routing table as directly connected routes. For example, in
Figure 6.1, two subnets 172.20.1.0/24 and 172.20.2.0/24 are routes directly connected
to R1 through Fa0/0 and FaO/1. A directly connected route is added to the routing
table whenever an IP address and a subnet mask are manually assigned to a router
port. This means that a router has as many directly connected routes in its routing table
as the number of ports that are physically cabled and activated.

Example: Adding a Directly Connected Route to the Cisco Router

This example demonstrates how the directly connected route is added to the routing
table of Cisco routers by issuing several relatively simple commands. Using Figure
6.1 as an example, three commands assign an IP address/subnet mask to
Fastethernet(/0 and activate the port. On their completion in succession, the router
enters the directly connected subnet (172.20.1.0/24) into its routing table.



1. Rl(config)# interface Fastethernet0/0 E

Comment: This command points to a particular port of R1 to be
configured.

2. Rl(config-if)# ip address 172.20.1.254 255.255.255.0 ?

Comment: This command assigns an IP address and a subnet mask to
Fastethernet0/0. With this, R1 automatically learns that the subnet
172.20.1.0 is physically connected to its Fastethernet(/0 port.

3. Rl(config-if)# no shutdown ?

Comment: This command activates the Fastethernet0/0 port. The router
port is not operational unless it is manually activated.

Exercise 6.4

Assume that you are configuring a Cisco router.

I. In Figure 6.1, what three commands are necessary to create the directly
connected route (172.20.2.0/24) in the R1’s routing table?

2. In Figure 6.3, how many directly connected routes should be entered into the
R1’s routing table?

3. In Figure 6.3, what three commands are issued to create the directly connected
route (192.168.10.0/24) in the R1’s routing table?

6.5.2 Static Routes

6.5.2.1 Static Routes of a Router

In the static route, the routing path to a destination network is manually added to the
routing table, and it remains there unless manually changed. Although this definition
bears a close resemblance to the directly connected routes above, the key difference is
that the destination network of a static route is not directly cabled to the router port. As
another difference, configuring and activating each cabled router port (that will add a
directly connected route to the routing table) are necessary for it to be operational, but
adding certain static routes (e.g., default route) is not a requirement. There are
situations where such manual addition of static routes makes much sense:

¢ Adding a default route to the routing table.
e There is little need for changing an entry (or entries).
e Configuring a small network with a limited number of routers.



As an extension of the R1’s routing table in Figure 6.1, for example, Table 6.1
demonstrates two directly connected routes and one static entry of the default route (IP
address = 0.0.0.0 and subnet mask = 0.0.0.0). As explained, if there is no matching
between an incoming IP packet’s destination address and the routing table entries, then
the router will forward the packet to the default route via the FastEthernet0/0 port.

Example: Adding a Default Route to the Cisco Router

Adding the static, default route in Table 6.1 to the routing table is done by a simple
statement as below. It basically tells the router that the default route path
(destination IP: 0.0.0.0 with subnet mask: 0.0.0.0) is through the exit port,
FastEthenet0/0 (or shortly Fa0/0).

R1(config)# ip route 0.0.0.0 0.0.0.0 Fa0/0 ?

6.5.2.2 Static Routes of a Host

Table 6.1 Default Route as a Static Route

Destination Network/Subnet Mask Exit Port/Interface Next-hop IP Metric

172.20.1.0/24 FastEthernet0/0 N/A 0
172.20.2.0/24 FastEthernet0/1 N/A 0
0.0.0.0/0 FastEthernet0/0 N/A 1

So far, the explanation of static entries has focused on the router’s routing table. Host
computers also have their own routing table whose entries generally stay unchanged.
As an example, Figure 6.6 demonstrates the routing table of a PC running Windows
OS. To display it, issue “C:\>route print” or “C:\>netstat —r”" at the command prompt.
Recent operating systems including Windows 10 provide two routing tables (one for
[Pv4 and another for IPv6), but we will focus on [Pv4. Although there are a number of
entries in the table, the first line is the most important one that enables the computer to
route [P packets to the Internet. Basically, the first line says that the default routing
path (subnet address: 0.0.0.0 with subnet mask: 0.0.0.0) of IP packets from the host
station (192.168.1.2) is through the gateway (router port) of 192.168.1.1. The gateway
is also known as a default gateway. The interface 192.168.1.2 is the host’s IP address.
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Figure 6.6 A sample routing table of a host station.

Exercise 6.5 Modification of PC Routing Table

The static routing table entries in Figure 6.6 can be modified using commands
including route print, route add, and route delete as shown below. Keywords are in
upper characters.

C:\>route PRINT?

C:\>route DELETE networkg

C:\>route ADD network MASK mask gateway-IP address?

For example, you can erase the default gateway in Figure 6.6 by issuing C:\>route
DELETE 0.0.0.0. Then, the first entry “0.0.0.0 0.0.0.0 192.168.1.1 192.168.1.2” will
be removed from the routing table. Also, you can add the default route back with
C:\>route ADD 0.0.0.0 MASK 0.0.0.0 192.168.1.1.

Now, repeat the process in your own computer.

1.

=

At the command prompt, issue a ping request to a well-known portal site such
as www.yahoo.com and see if there are responses. If there is no response, then
try other sites until you come up with one that responds.

. Bring up the routing table of your computer.
. Delete the default route from the routing table (make sure to write down the

original statement before its deletion). Use the route print command to confirm
the removal of the default route.

. After removing the default route, ping again the web server identified in Step 1

and describe what happens. Explain why.

. Now add the deleted default route back to the routing table. Use the route print

command to confirm the addition.
After the addition, ping the web server again and describe what happens.
Explain what you have learned from this.

. Explain how the host station knows its gateway IP address even when the


http://www.yahoo.com

information is not manually configured? Hint: Dynamic Host Configuration
Protocol (DHCP).

Note: If you are using recent Windows versions, you may be alerted that “The
required operation requires elevation.” This means that you can run the command
with an administrator privilege. To do this, go to: All Programs > Accessories >
right click Command Prompt and click Run as administrator!

You should now know that default gateway (or just gateway as in Figure 6.6) is the
[P address of the router port to which a host station sends IP packets when their
destination addresses are not in the same subnet. Packets arriving at the default
gateway are relayed to the outside of the subnet, and a majority of them reach the
Internet. The default gateway can be viewed with “C:>ipconfig” as well as “C:\>route
print” or “C:\>netstat —r.” As seen in Figure 6.7, the default gateway, therefore, should
share the same subnet address as host stations (refer to Exercise 3.8 and Figure 5.17).

Exercise 6.6

1. Answer questions based on Figure 6.4.
a. Determine the default gateway of PC1, PC2, and Server 1.

190.160.1.1 190.160.1.2 190.160.2.1 190.160.2.2

b B
=

Subnet 1: 190.160.1.0/24 \

Default gateway: 190.160.1.254

Fa0/0: 190.160.1.254 §

Subnet 2: 190.160.2.0/24
Default gateway: 190.160.2.254

Internet

Figure 6.7 Demonstration of default gateway.

b. Suppose that the network administrator forgot to configure the default
gateway address of Server 1, providing only the permanent IP address and
its subnet mask. PC1 and PC2 are given IP addresses, subnet masks, and
default gateways by the DHCP server. If PC1 pings Server 1, will PC1
receive Server 1’°s response? Why or why not?

c. Suppose that the network administrator forgot to configure the default
gateway address of PC1, configuring only its permanent IP address and



subnet mask (assume that DHCP is not used). Server 1 is configured with
an IP address, subnet mask, and default gateway. If PC1 pings Server 1,
will PC1 receive Server 1’s response? Why or why not?
2. Answer questions based on Figure 6.7.
a. Can the serial port S0/0’s IP address be the default gateway for host
stations in subnet 1 or 2? If not, why?
b. Which cannot be a default gateway for host stations in subnet 1?

190.160.1.0 190.160.1.3  190.160.2.0
190.160.2.3 190.160.2.255 190.160.1.255

3. Refer to Figure 6.8 and answer the following questions.
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Figure 6.8 A hypothetical enterprise network.

a. The list of permanent IP addresses and subnet masks available is given
below. Assign them to all user stations, servers, the printer, and router
ports of the enterprise network.

Available IP Ranges Subnet Masks
192.168.5.251 ~ 192.168.5.252  255.255.255.0
192.168.10.253 ~ 192.168.10.254 255.255.255.0



192.168.20.1 ~ 192.168.20.6 255.255.255.0
172.18.10.1 ~ 172.18.10.3 255.255.255.0
172.19.110.1 ~ 172.19.110.3 255.255.255.0

b. Once IP addresses and subnet masks are assigned, then identify default
gateways of all hosts including workstations, servers, and the printer.

6.5.3 Dynamic Routes

The router adds dynamic entries to its routing table using information obtained through
communications with other routers. Adding and updating dynamic entries into the
routing table require that routers advertise such information using the dynamic routing
protocol. The advertising takes place according to certain periodic/scheduled time
intervals or is triggered when there is a change in the network such as router
crash/rebooting or unexpected corrections in network topology. On receiving
advertisements from other routers, a router uses a built-in algorithm to compute the
best delivery path and its metric value to each destination subnet and updates them to
its routing table.

Depending on the dynamic routing protocol activated, advertised information items
vary. Several routing protocols have been in use including RIP, OSPF, IS-IS, and
EIGRP. They are not compatible, and generally, one routing protocol is activated
within an enterprise network, although routers can rely on more than one routing
protocol to gather information. When there are two or more protocols activated in a
router, each routing protocol comes up with its own best path to a subnetwork,
resulting in as many best paths as the number of routing protocols in action. The
routing table, however, includes only one path chosen according to the preference
order.

Example: Preference of Routing Protocols in Cisco Routers

Cisco routers have the following order of preference when two or more dynamic
routing protocols are concurrently used:

1. EIGRP-determined routes
2. OSPF-determined routes
3. RIP-determined routes

The entries of a routing table represent the combination of directly connected
route(s), static route(s), and/or dynamic route(s) depending on how it is constructed.
Some routing tables may have only directly connected routes and static routes, some



only directly connected routes and dynamic routes, and others with all three types.

In addition, although not shown previously for brevity (e.g., Figures 6.1, 6.2, 6.4,
and Table 6.1), the routing table can contain an “information” column that tells how
each entry was created. As an example, the routing table in Table 6.2 has the “Type”
column in which the first two entries (C) are directly connected routes, the next two
entries (O) are added by the OSPF dynamic routing protocol, and the last (S) is a static
default route manually added.

Table 6.2 Routing Table with Entry Type Information

Type Destination Subnetwork/Mask Exit Port/Interface Next-hop IP  Metric

C 192.168.10.0/24 FastEthernet0/1 N/A 0
C 172.20.1.0/24 FastEthernet0/0 N/A 0
O 10.10.1.0/24 FastEthernet0/1 192.168.10.254 120
O  192.168.1.0/24 Serial(0/1 172.16.10.254 120
S 0.0.0.0/0 Serial0/1 172.16.10.254 1

Exercise 6.7

Based on the results associated with Figure 6.8 in Exercise 6.6, develop a routing
table of R1, R2, R3, and R4. Each table should contain columns of destination
subnet, subnet mask, exit port, and next-hop IP. Also, add a default route to each
routing table so that it enables forwarding of IP packets from the local network to
the Internet.

6.6 Dynamic Routing Protocols

6.6.1 Protocol Categories

Dynamic routing protocols that enable the dynamic and automated additions and
updates of routing table entries are divided into interior gateway protocols (IGP) and
exterior gateway protocols (EGP).

Interior Gateway Protocols

The IGP is activated on routers placed within the network boundary of a so-called
autonomous system (AS) for intra-domain (or internal) routing. By definition, an AS
represents the scope of a network within which a consistent routing policy (e.g., choice
of protocol) can be applied internally. A large organization (e.g., enterprise, university,
ISP) forms its own A4S by obtaining a globally unique autonomous system number and



a network IP address from a Regional Internet Registry (see Section 5.2 for details).

The internal routers of an AS depend on the IGP to exchange information necessary
to develop their routing tables. Among the popular IGPs are RIP, EIGRP, OSPF, and
IS-IS.

e RIP was originally developed by Xerox and later adopted as an industry standard.
It has evolved with the Internet from RIPv1 for classful [Pv4 networks to RIPv2
for classless IPv4 networks. RIPng (or RIP next generation) for IPv6 has been
released as well. RIP is a good choice for relatively small networks.

e OSPF, as a popular IGP, was developed for the TCP/IP protocol suite by Internet
Engineering Task Force (IETF), and currently two versions are available:
OSPFv2 for IPv4 and OSPFv3 for IPv6.

e IS-IS was introduced by the [International Organization for Standardization
(ISO) for the OSI protocol suite and is used widely by large network service
providers including ISPs and telcos.

e EIGRP is a proprietary protocol from Cisco.

Exterior Gateway Protocols

The EGP is utilized for dynamic and automated updates of the routing table of border
routers for inter-domain (or external) routing between ASs. In other words, border
routers use EGPs to exchange routing information with other border routers placed at
the network boundaries of ISPs, companies, and universities (as 4Ss). BGP is the most
well-known EGP.

6.6.2 Delivery of Advertisement

Data link IP packet UDP segment RIP advertising Data link
header header header message trailer
Data link IP packet OSPF message OSPF advertising Data link
header header header message trailer
- ]
IP packet

Figure 6.9 Encapsulation of dynamic routing protocol advertisement. UDP, User
Datagram Protocol; RIP, Routing Information Protocol; OSPF, Open
Shortest Path First.

The advertisements by dynamic routing protocols are conveyed in IP packets (see
Figure 6.9). For example, the RIP’s advertising message is encapsulated within the
User Datagram Protocol (UDP) at the transport layer, which then becomes an IP
packet at the internet layer and subsequently a frame at the data link layer. Meanwhile,
the encapsulation process of OSPF messages slightly differs from that of RIP in that



the IP packet encapsulates OSPF advertisement in its data field (therefore, no UDP
header). Despite the relatively minor differences, dynamic routing protocols share a
resemblance as their advertisements are delivered to other routers in IP packets.

6.6.3 Determination of Dynamic Routes

Once a router receives advertisements from other routers, what mechanism is used by
the active routing protocol to determine the best path from the router to all
subnetworks in a domain? Routing protocols use different algorithms. Among them,
the approach utilized by OSPF, a popular so-called link-state protocol, is demonstrated
in a simplified manner. The process takes the following steps:

a. Learn directly connected links: A router learns about subnets directly connected
to its ports (or interfaces). This includes the IP address and subnet mask of a port,
subnet type (e.g., Ethernet, WAN link), and the cost of a link (e.g., bandwidth).
The router learns the information when a network administrator manually
configures its ports (refer to Section 6.5.1).

For example, from the manual input, R1 in Figure 6.10 learns that its Fa0/0
port has the IP address and subnet mask of 172.17.20.1/24 (therefore, 172.17.20.0
is the subnet address), and connects to Fast Ethernet at 100 Mbps. R2 and R3 also
obtain such information through the same process.

b. Form adjacency: Each router sends out hello messages through its connected
ports to learn if any directly connected router runs the same dynamic routing
protocol of OSPF. Neighbor routers running the same OSPF protocol respond
with &ello messages, thus forming adjacency.

C. Build link-state information: Each router builds an advertisement message with
link-state information gathered and also calculated, which includes the following:

e [P address and subnet mask of a port

e Link type (e.g., Ethernet, WAN serial)

e Neighboring router (if exists)

e Cost metric of a link (e.g., bandwidth)

As a demonstration, Figure 6.10 shows hypothetical link-state information of
R1’s three links that are directly associated with its Fa0/0, S0/0/0, and S0/0/1
ports.
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Figure 6.10 Link-state information of R1.

d. Advertise link-state information: The link-state information is advertised to all
routers running OSPF. For example, in Figure 6.10, R1 floods the link-state
information to adjacent R2 and R3. R2 and R3 store the received information in
their databases and then flood the R1’s link-state information to other adjacent
routers (if any). This flooding repeats until all routers in the internal domain (e.g.,
a campus) receive the R1’s link-state information. R2 and R3 also flood their own
link-state information to other routers. With the periodic link-state advertisements
by all routers, each router possesses link-state data of all the other routers in a
database.

e. Construct a map: Once a router (e.g., R1) receives link-state information from all
the other routers (e.g., R2 and R3) in the same internal domain, it uses the
database to develop a complete map (or graph) of router/subnet interconnectivity
and also uses the map to determine the best packet routing path to each subnet
based on the shortest path first principle (thus called OSPF—Open Shortest Path
First).

For instance, Figure 6.11 demonstrates a map developed by RI1 with
transmission cost of each link. (Note that the transmission cost such as link
bandwidth is also included in the advertisement.) When bandwidth is used as the
cost metric, for example, the higher the bandwidth of a link, the lower the
transmission cost becomes. Given the principle of shortest path first, the optimal
routing path between any two routers should have the lowest cumulative cost. For
example, the best route from PC1 to the Server becomes “PC1-R1-R2-R5-R4-
Server” with the total cost of 24.
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Figure 6.11 A sample router map.

f. Update routing table: Once the best route from R1 to each subnet is calculated
based on the shortest path first principle, it is entered into the R1’s routing table
to assist the router’s packet forwarding decision. For example, if the Server in
Figure 6.11 is in the subnet address and subnet mask of 192.168.20.0/24, R1 will
add an entry “192.168.20.0 (subnet), /24 (subnet mask), and Fa0/1 (R1’s exit
port)” to its routing table. The entry means that to reach 192.168.20.0/24 in the
shortest path, packets should be released through its Fa0/1 port.

6.6.4 Security Management

There is potentially a security risk in developing the routing table relying on
information advertised by other routers. For example, imagine the situation in which a
malicious attacker can advertise falsified link-state information. Also, a misconfigured
router can be mistakenly added to a network by someone other than the authorized
person. The router can advertise flawed link-state or other related information and
subsequently corrupt other routers’ routing tables. This will disrupt the integrity of
packet routing, negatively affecting network performance (e.g., more lost packets).

To reduce potential security risks, routers can be configured to authenticate and
encrypt advertisements. For this, all routers can be set up with the same authentication
information including the password (or key). Then, using the password (key), a router
with an advertisement message (e.g., R1 in Figure 6.12) can produce an electronic
signature unique to the message. To generate the electronic signature, the password
and the advertisement message in combination can be fed into a hash function such as
MDS5 that produces a one-way, unique value of a certain size (e.g., MD5 produces 128-
bit hash values). The hash value as an electronic signature and the advertisement



message are, then, sent to neighboring routers (e.g., R2 in Figure 6.12). The router
(e.g., R2), on receiving them, repeats the same process of producing an electronic
signature using its own password that is identical to that of the sender’s. If the locally
computed hash value (i.e., signature) is identical to that from the sender, then this

completes sender authentication. The authentication process is summarized in Figure
6.12.

Router 1 (R1)
{Advertisement sender)

Router 2 (R2)
{Advertisement receiver)

Ri's Electronic signature
password!key received from R1
+
- Match authenticates
Advertisement e
message
Electronic signature
Hash function computed by R2
(ex) MD5
Hash function
(ex) MD5
Electronic *
signature 6—30 | Advertisement
(ex) 128 bits A message received
+ from R1
+
Adverti t
vertisemen R
message
password/key

Figure 6.12 Authentication of advertisement.

Example: Activating RIP on a Cisco Router

In this example, to demonstrate how a dynamic routing protocol is activated, the
necessary commands to run RIP on a Cisco router are introduced (see Figure 6.13).
Dynamic routing protocols (e.g., RIP, OSPF) share a similarity in that their activation
on a router requires listing of all subnets directly connected to it. For example, as
shown in Figure 6.13, each router should be given all directly connected subnets. The
activation of RIP on R1, thus, takes the following commands:

R1(config)# router rip

Comment: Enter the RIP configuration model
R1(config-router)# network 172.20.1.0

Comment: Add 172.20.1.0 as a directly connected network
R1(config-router)# network 172.20.2.0

Comment: Add 172.20.2.0 as a directly connected network
R1(config-router)# end

Comment: Exit the RIP configuration mode
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Figure 6.13 A hypothetical network.

Exercise 6.8

1. What are the commands you need to issue on R2, another Cisco router, so that
the two routers (R1 and R2) begin exchange of advertisements based on RIP?
Don’t worry about the difference in prompt [e.g., R1(config) versus R1(config-
router)].

2. Refer to Figure 6.4. What are the commands used on R1, R2, and R3 so that
the three routers begin to advertise information based on RIP?

6.6.5 Static versus Dynamic Routing

As shown previously (see Table 6.2), a router’s routing table can have a combination
of directly connected, static, and dynamic entries. Dynamic entries are continuously
updated by the dynamic routing protocol to reflect situational changes (e.g., changes in
traffic volume or network topology). This dynamic update is important for effective
forwarding of IP packets to their ultimate destinations. Dependence on advertisements
of the dynamic routing protocol, however, results in a considerable overhead to the
network (e.g., increased network traffic due to periodic advertisements) and to routers
(e.g., processing of received advertisements to update the routing table). On the other
hand, although the static configuration of the routing table does not burden the
network and routers, it results in higher administrative costs and a greater chance of
making configuration mistakes, especially as the number of routers grows. The pros
and cons of static (manual) versus dynamic (automated) addition and update of routing
table entries are summarized in Table 6.3.

Table 6.3 Static versus Dynamic Updates of Routing Table

Comparison

Static Dynamic



Compared Aspects Approach Approach

Difficulty in configuration More difficult
Chance of configuration errors Higher chance
Security of routing table entries More secure

Responsiveness to changes in network :
More responsive

topology
Burden (overhead) on network Higher burden
Burden on router (e.g., CPU, memory) Higher burden

6.7 Inter-domain Routing

As inter-domain routing is an advanced concept even in the networking field, it is
briefly explained here hiding the complex technical details to provide readers with
general understanding of how it enables global routing of IP packets. BGP is the most
widely used EGP developed for inter-domain (i.e., between ASs) routing of IP packets.

Each AS has a network address and an ASN (AS number). Each border router of an
AS contains, in its routing table, network addresses of the entire ASs in the world (it is
a long list!) for IP packet routing. Relying on BGP, the border router of each AS
develops a routing table that contains such a long list of entries.

A simplified example is presented here to demonstrate how border routers learn the
existence of other networks and their ASs. For the sake of explanations, let’s assume
that the entire Internet 1s composed of only five ASs (see Figure 6.14), although there
are more than 50,000 ASs in reality.

The following describes the learning process in a nutshell:

1. Each ASN is given a network address. For example, assume that AS10 is
100.0.0.0/8.

2. AS10’s border router advertises its “AS10 and 100.0.0.0/8 to its neighboring
AS20 and AS30.

3. AS20 and AS30 relay “AS10 and 100.0.0.0/8” to their neighbors. Also included
in the relay is the information regarding the AS chain to AS10. For example,
AS40 gets the chain information of “AS20-AS10” from AS20, and AS50 gets
“AS40-AS20-AS10” from AS40 and “AS30-AS10” from AS30.

4. Now, AS50 (its border router) knows that there are two paths to AS10: one
through AS40 and the other through AS30, and its routing table entries include
AS10’s 100.0.0.0/8 and the AS chain information.

5. When an IP packet originating from AS50 is destined to AS10, the AS50’s border
router delivers it through the path that involves the smallest number of AS (i.e.,
AS50-AS30-AS10) on the way.
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Figure 6.14 A demonstration of BGP mechanism.

6.8 Perspectives on Packet Routing

Packet forwarding is highly process intensive because the router needs to look up its
routing table to find the best delivery path whenever a packet arrives at one of its ports
(interfaces). When the routing table has a large number of entries, searching through
them from top to bottom for each arriving IP packet causes latency affecting the
router’s packet forwarding performance. When the end-to-end transportation of an IP
packet needs to go through several routers, the aggregate delay can be substantial and
may become intolerable to certain applications, especially when they are time sensitive
in nature (e.g., VoIP, online gaming, videoconferencing, online movies).

As a measure to alleviate shortcomings of the conventional routing technology,
especially to enhance delivery speed of IP packets, the industry has heavily embraced
Multiprotocol Label Switching (MPLS). As the name implies, MPLS takes advantage
of switching as a substitute for routing to transport IP packets. To refresh the switching
concept, recall that LAN standards (e.g., Ethernet) rely on the layer 2 switching
technology to transport frames. For this, the LAN switch table contains layer 2 MAC
address and exit port pairs, which enable rapid relay of an incoming frame to its
destination host or next switch. The switch table lookup process is significantly
simpler and faster than that of the routing table (see Section 3.7 that compares
switching and routing). MPLS is explained in Chapter 9 as a popular WAN standard.

Chapter Summary

e The routing table is a reference table necessary for a router to decide the
forwarding path of an IP packet. The dynamic routing protocol is for automated
creation of the routing table and dynamic updates of its entries.

e The routing table contains destination networks, subnet masks, exit ports, next-



hop IPs, and metric values as cost indicators.

e Among the cost variables frequently used to compute the metric value are hop
count, bandwidth, delay, reliability, and load.

e When an IP packet arrives at a router port, the router searches its routing table
going through all entries from top to bottom to locate all subnet addresses that
match the packet’s destination address. The routing table search can result in a
single match, multiple matches, or no match.

e The routing table entry can be one of three types: directly connected routes, static
routes, and dynamic routes.

e There are two types of dynamic routing protocols: IGP and EGP.

e Routers use the IGP (e.g., RIP, OSPF, IS-IS) to share information necessary to
update routing table entries relevant to intra-domain (i.e., within an AS) routing
of IP packets.

e Border routers use the EGP (e.g., BGP) to share information necessary to update
routing table entries that support inter-domain (i.e., between ASs) routing of IP
packets.

e Updating routing table entries takes several steps. For example, OSPF takes the
following procedure: learn directly connected links, form adjacency, build link-
state information, advertise link-state information, construct a map, and update
the routing table.

e Inter-domain routing refers to IP packet routing across different domains (or
ASs).
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Chapter Review Questions

1. The router’s packet forwarding decision is based on an IP packet’s
A. source IP address
B. destination IP address
C. source MAC address
D. destination MAC address
E. source and destination ports
2. To determine metric values of the routing table, a protocol gathers information on
the failure rate of router links. Then, the protocol is using the factor to
determine the metric values.
A. load
B. reliability
C. delay
D. bandwidth
E. throughput
3. If multiple entries in the routing table match a packet’s destination IP address, the
router
A. forwards the packet to the default gateway.
B. forwards the packet to the path with the longest match.
C. discards the packet.



D. forwards the packet to the first-matched path.
E. forwards the packet to the last-matched path.
. Entries (routes) of the routing table are divided into
A. directly connected routes, indirectly connected routes, and remotely
connected routes.
directly connected routes, static routes, and remotely connected routes.
directly connected routes, static routes, and dynamic routes.
directly connected routes, dynamic routes, and remotely connected routes.
directly connected routes, indirectly connected routes, and dynamic routes.
. The 1s a router port that relays IP packets of a host beyond the subnet
boundary.

A. default path

B. direct route

C. static route

D. default gateway

E. dynamic route

. Border routers use to exchange (or advertise) information needed to
develop their routing tables.

exterior gateway protocol (EGP)

routing information protocol (RIP)

open shortest path first (OSPF)

intermediate system to intermediate system (IS—IS)
transmission control protocol (TCP)

: Wthh routing table entry may NOT be a dynamic route?

mO 0w

MmO Ow>

Destination Subnetwork/Subnet Mask Exit Port/Interface

A. 192.168.0.0/16 FastEthernet0/1
B. 130.0.0.0/8 FastEthernet0/0
C. 10.10.1.0/24 FastEthernet0/1
D. 192.192.0.0/10 Serial(0/1
E. 0.0.0.0/0 Serial0/1

. Which is the most popular exterior gateway protocol among the following?
A. intermediate system to intermediate system (IS—IS)

B. open shortest path first (OSPF)

C. border gateway protocol (BGP)

D. routing information protocol (RIP)

E. enhanced interior gateway routing protocol (EIGRP)

. How often does the router make the packet forwarding decision?

A. Once for each packet that it receives



Once for a group of packets that it receives with the same source and
destination addresses

C. Once for a group of packets it receives with the same source address
D.
E.

Once for a group of packets it receives with the same destination address
Once for a group of packets it receives with the same source port number

10. Which dynamic routing protocol is a good choice for a relatively small network?

A.
B.
C.
D.
E.

RIP
BGP
OSPF
EIGRP
IS-IS

11. Routers use the to share information necessary to update their routing
table.

A.
B.
C.
D.

E.

IP protocol

dynamic routing protocol
address resolution protocol
advertising protocol
domain name protocol

12. Choose a CORRECT statement on the routing protocol technology.

A.

B.
C.

D.

E.

The default gateway of a subnet is equivalent to the border router of the
organization.

The BGP is an interior dynamic routing protocol.

Routers rely on unicasting to advertise information necessary to update
routing table entries.

A university can have several internal routers that run the same interior
gateway routing protocol.

RIP, OSPF, and EIGRP are designed to help manual updates of the routing
table.

13. When a router receives a packet with the following IP addresses, what should be
the exit interface?

Source IP address: 171.56.73.25; Destination IP address: 183.69.53.151
(Routing Table)

Network Address Mask Exit Interface

183.69.48.0 /20 S0/0/0
183.69.32.0 /19 S0/0/1
183.69.0.0 /18  Fa0/0
183.69.52.0 /22 Fa0/l

0.0.0.0 /0 S0/0/2




mo0w>

S0/0/0
S0/0/1
Fa0/0
Fa0/1
S0/0/2

14. When a router receives a packet with the following IP addresses, what should be
the exit interface?

mo0w>

Source IP address: 141.56.73.25; Destination IP address: 200.100.150.140
(Routing Table)

Network Address Subnet Mask Exit Port
200.100.150.0 255.255.0.0.  S0/0/0
200.100.150.0 255.255.224.0 S0/0/1
200.100.150.0 255.255.128.0 Fa0/0
200.100.150.0 255.255.240.0 Fa0/1
0.0.0.0 0.0.0.0 S0/0/2

S0/0/0
S0/0/1
Fa0/0
Fa0/1
S0/0/2

15. When using the metric value to break a tie between entries in a routing table, the
router

mo 0w

selects the matching row with the highest metric value.
selects the matching row with the lowest metric value.
selects the matching row with the latest update value.
selects the matching row with the oldest update value.

selects the matching row with the highest or the lowest value depending on
the metric.

16. What information is LEAST used to compute the metric value of a routing table?

mo0w>

hop count to the destination
bandwidth of a link
network load of a link
estimated delay of a link
physical distance to the next router
17—-18. Answer questions based on the hypothetical network in the figure.



17.

18.

172.17.20.0/24

Fa0/0
172.17.20.1

S0/0/1 $0/0/0

10.10.1.1

S0/0/0 S0/0/1
10.10.1.2 10.10.2.2

Link-state protocols such as OSPF advertise link information of a router to other
routers. When R1 advertises link-state, information of how many links should be
included?

Al

onw
I NI N

E.
Which may NOT be link information related to S0/0/0 (Link 1) of R1?
Subnet address of the link
Subnet mask of the link
Type of the link (e.g., Ethernet)
Transmission cost (metric) of the link
Operating system of the router

19-25. Answer questions based on the hypothetical enterprise network in the
figure.

mo 0w



PC1 Q@
_ 10.30.5.0/24 Server 1
S0/0 FaQ/0 |
10.30.6.0/24 |

Fal/0
3“*’“ % Fa0/1 Falld % —
E Fa0/2
10.30.8.0/24

ISP netwmk 10.20.7.0/24

Fa0/0/0

% 10.30.10.0/24 | J
Fa0/0/1 Fa0/1/0

Q@ 10.30.20.0/24 Server 2
PC2

19. How many subnets do you see in the enterprise network? (Exclude the connection
between R1 and the ISP router.)
A 4

Onw;
2 O W

E 8

20. Assume that there are three subnets in the enterprise network: 10.30.165.0/24,

10.30.145.0/24, and 10.30.185.0/24. The firm’s network administrator decided to
configure the border router R1 using a supernet that represents all three subnets.
Which can be a supernet address and its subnet mask?

A. 10.30.0.0/16
B. 10.30.128.0/20
C. 10.30.128.0/21
D. 10.30.192.0/24
E. 10.30.192.0/18
21. Which address can become the default gateway of PC2?
10.30.20.255
10.30.7.1
IP address of R1’s S0/0
IP address of S0/0 of the ISP router
10.30.20.254
22. The following is Server 1’s IP configuration:
e [P address: 10.30.8.254
e Subnet mask: 255.255.255.0
e Default gateway: 10.30.6.254

mo 0w



If PC2 pings Server 1, what should happen? Assume that all routing tables and IP
addresses of router ports are correctly configured.
A. The ping request is blocked by R3, and PC2 will not receive the ping
response.
B. The ping request is blocked by R2, and PC2 will not receive the ping
response.
C. The ping request is blocked by R1, and PC2 will not receive the ping
response.

D. The ping request is delivered to Server 1, but PC2 will not receive the ping
response.

E. The ping request is delivered to Server 1, and PC2 will receive the ping
response.
23. The following is Server 2’s IP configuration:
e [P address: 10.30.10.254
e Subnet mask: 255.255.255.0
e Default gateway is not entered

If PC1 pings Server 2, what should happen? Assume that all routing tables and IP
addresses of router ports are correctly configured.
A. The ping request is blocked by R1, and PC1 will not receive the ping
response.
B. The ping request is blocked by R3, and PC1 will not receive the ping
response.

C. The ping request is delivered to Server 2, but PC1 will not receive the ping
response.

D. The ping request is delivered to Server 2, and PC1 will receive the ping
response.
E. PCI does nothing.
24. If the following command is entered on a router’s command prompt, what type of
entry does this statement create in the routing table? (Assume that the command
is issued to a Cisco router.)

“#ip route 0.0.0.0 0.0.0.0 Serial0/0”

Directly connected route

Static route

Dynamic route based on RIP

Dynamic route based on OSPF

. It can create any of directly connected, static, or dynamic route.

25. Wthh information is NOT included in the OSPF advertisement from R3? (Think
logically.)

A. Fa0/0/0’s network address and subnet mask.
B. Fa0/0/0’s IP address.
C. Fa0/0/0’s neighbor is R1.

MmO 0w



D. Fa0/0/0’s link 1s Ethernet.
E. Fa0/0/0°’s MAC address is 1A.B4.56.8A.36.9C.



7 Ethernet LAN

7.1 Introduction

Ethernet has been the dominant land-based (or wired) local area network (LAN), and
its technological specs have been continuously evolving to provide higher network
speeds. Although there have been newer and technologically more advanced
challengers such as Token Ring and Fiber Distributed Data Interface (FDDI), Ethernet
has prevailed, demonstrating its enormous popularity and staying power. Since its
introduction by Xerox in 1975 by the name of Ethernet, it has become the IEEE’s
802.3 LAN standard. The Institute of Electrical and Electronics Engineers (IEEE) is a
nonprofit and probably one of the largest professional associations in the world,
working toward the advancement of information technology.

Along with Ethernet, IEEE802.11 (WiFi or Wireless LAN) is another dominant
LAN standard. Ethernet and WiFi coexist supplementing each other. Although the
official name of Ethernet is IEEE802.3, more people are accustomed to Ethernet than
the somewhat cryptic IEEE802.3. With the extensive usage of switches in Ethernet
LANsS, this chapter emphasizes various issues associated with the switched Ethernet
(i.e., Ethernet LAN running on switches). In fact, key technical elements of Ethernet
were already explained in Chapter 3 (review Section 3.5 for switches and Section
3.10.1 for collision domains) and Chapter 4 (see Section 4.3.4 for cabling standards).

This chapter extends the coverage by focusing on the following:

e Standard layers covered by Ethernet
e Structure of the Ethernet frame
e Design approach of the Ethernet LAN: flat versus hierarchical designs
e Spanning Tree Protocol (STP)
e Link aggregation (or bonding) technology
e Main issues of Virtual LANs (VLANS) including
e Why VLANSs?
e VLAN Tagging and Trunking
e VLAN Types
e Inter-VLAN routing

7.2 Standard Layers

Just as with many other LAN and wide area network (WAN) standards, Ethernet’s
technical specifications are defined at the data link and physical layers. In fact, the data
link layer is divided into two sub-layers of logical link control (LLC) and media



access control (MAC) for LAN standards (see Figure 7.1). Technological details of
Ethernet and WiFi are defined at the MAC sub-layer. The LLC sub-layer (as the
IEEE802.2 standard) provides an interface between the internet layer and the MAC
sub-layer. A key function of LLC is to identify the upper (i.e., internet) layer protocol
such as IP included in the frame. The technical specifications of Ethernet are,
therefore, covered by the MAC sub-layer and the physical layer.

The Ethernet’s MAC sub-layer is primarily responsible for,

e Creation of the Ethernet frame encapsulating a packet in the data field.

e Controlling access to shared media such as the hub-based Ethernet (not switched
Ethernet) in which only a single station may be allowed to transmit data at a time.
Concurrent transmissions of data by two or more stations result in collisions. The

MAC protocol used by Ethernet to avoid frame collisions is Carrier Sense
Multiple Access/Collision Detection (CSMA/CD) (see Section 3.10.1).

Internet layer TCP/IP standards (e.g., IP)
Logical
link 802.2 standard
control
Data sub-layer
link
layer Media Other
access Ethernet (802.3) standards
control MAC standard (e.g., 802.11,
sub-layer 802.15)
Interface standards Other
(e.g., RJ-45) .
Physical layer PI;:Slcal
100 BASE | 1000 BASE z"r d
TX T standards

Figure 7.1 Layers of Ethernet (IEEE802.3) standard.

The physical layer standards of Ethernet are summarized in Chapter 4 (Section
4.3.4). Building on the coverage in previous chapters, this chapter focuses on the data
link layer functions of the switched Ethernet that relies on layer 2 switches (not layer 1
hubs) to connect host stations.

7.3 Ethernet Frame

7.3.1 Frame Structure



Ethernet has its own frame structure. The Ethernet frame carries the internet layer
packet (primarily IP packet) in its data field. The frame contains a header and a trailer
added before and after the data field (see Figure 7.2). The responsibility of each field
in the header and trailer is summarized in the following:

The Preamble is used for synchronization of clock rates between communicating
nodes. The nodes should be exactly aligned in their process timing, and the
preamble bits (repetition of 1010...1010) are used to achieve that for synchronous
transmissions (see Section 4.2.5).

The bit combination (10101011) in the Start Frame Delimiter field indicates the
starting point of a frame.

The Source/Destination MAC Address field contains 48-bit MAC addresses of the
source and destination nodes.

The Length/Type field includes information on either the length of the data field
in hexadecimal (the value is less than 0x0600) or the type of the upper-layer
protocol (e.g., IP).

The Data field includes the payload (or data) of varying sizes (ranging from 46
through 1500 octets). The field contains the internet layer’s protocol data unit,
primarily an IP packet. As the data field is limited in size, an IP packet can be
fragmented to fit into the data field. However, such fragmentation of an IP packet
can be problematic (e.g., additional process overhead to routers) and is generally
avoided. To prevent the packet fragmentation, two communicating hosts pre-
negotiate the maximum segment size.

The PAD field is added if the data field is too small to meet the required size of at
least 46 bytes.

The Frame Check Sequence field contains an error detection code used by the
destination host to discover any transmission error (e.g., bit change) in the frame.
If the host’s network interface card (NIC) detects an error, the frame is discarded.
As explained in Chapter 2, the dropped frame is subsequently identified and
retransmitted by the transport layer (TCP) of the source host.



Preamble 7 bytes

Start-of-frame delimiter 1 byte
Destination address 6 bytes
Source address 6 bytes

Length (46~1500 bytes)

or type of payload 2 bytes
Payload (data) Variable
Pad (if necessary) N
Frame check sequence 4 bytes

Figure 7.2 Ethernet frame.

Error-Detection Process
Source host:
1. Frame value (bit stream) = X
2. Cyclic Redundancy Check (CRC) code =Y (a standardized value)
3. Division = Frame value/CRC code = X/Y
4. Remainder value of X/Y = R1
5. The frame with R1 in the frame check sequence (FCS) field is released.
Destination host:

6. On receiving the frame, the host repeats steps 1 through 4 and computes its own
remainder value, R2.

7. If R1 = R2, then there is no error in the delivered frame.

Exercise 7.1

Go over the relationship between Figure 7.2 and Figure 2.3 from Chapter 2 to
clarify what items are included in the data (or payload) field of a frame.

7.3.2 Addressing Modes



Ethernet frames are in three different addressing modes: unicasting, multicasting, and
broadcasting. In broadcasting, the frame’s destination address field carries FF-FF-FF-
FF-FF-FF (1 bit repeating 48 times). This is similar to IP broadcasting for which the
destination address field of an IP packet is filled with all 1s (i.e., 255.255.255.255).

The multicasting address in hexadecimal ranges between 01-00-5E-00-00-00 and
01-00-5E-7F-FF-FF. Multicasting is used for different applications, such as, exchanges
of routing table information, video streaming, and multimedia conference calls. Just as
unicasting relies on the mapping between the IP and MAC addresses to deliver an IP
packet within a frame (see ARP in Section 3.8), multicasting and broadcasting also
need the mapping between the two addressing schemes. For example, 255.255.255.255
(IP) results in FF-FF-FF-FF-FF-FF (MAC).

7.4 Ethernet LAN Design

Switched Ethernet dominates wired LANs. When switches are used to create an
Ethernet LAN, there is no limit to the number of switches that can be attached to it and
therefore no limit to its maximum span at least in theory. The Ethernet standard
(IEEE802.3) recommends that the maximum segment length between any two
switches directly joined by the twisted pair be up to 100 m to maintain the integrity of
data transmissions. When optical fibers (primarily multi-modes) are utilized, their
maximum segment distance increases considerably (e.g., 300 m) because they are
simply more reliable (e.g., lower signal attenuation and higher resistance to noise) than
twisted pairs in signal transportation. For single-mode fibers, the maximum segment
length gets further extended.

7.4.1 Flat versus Hierarchical Design

In creating a switched LAN, it can take a flat or hierarchical structure in terms of the
relationship between switches. As illustrated in Figure 7.3, the flat design is mainly for
a small LAN in which one or more switches are directly cabled with no apparent
layered or tiered relationship between them. This approach is easy to implement and
manage when the LAN size stays relatively small.

S ¢
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Figure 7.3 Ethernet with flat structure (logical view).
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However, when the number of attached switches grows, the flat design approach



becomes more difficult in managing (e.g., troubleshooting), maintaining performance,
and ensuring network reliability. For example, the campus network as an oversized
LAN is formed by a number of smaller LANs and thus poses special challenges in its
management and operation. Imagine a university campus LAN that provides
connectivity to thousands of servers, PCs, laptops, and mobile devices scattered in 20
smaller building LANs through 400 switches of various speeds, 700 wireless access
points, and 10 routers (including layer 3 switches). The campus LAN is simply too big
to adopt the flat design.

If a large LAN consists of a number of smaller LANs, each with a number of
network nodes, the three-tier hierarchical design (or topology) can be adopted to assign
intermediary devices (e.g., layer 2 or 3 switches, routers) to the access, distribution, or
core layers. As an example, imagine that the campus LAN mentioned earlier is
comprised of 20 building LANSs, each akin to Figure 4.25. Then, in each building, the
distribution switch of the equipment room connects to access (or workgroup) switches
in wiring closets forming the two-tier relationship (see Figure 4.28). Then, the
distribution switches of 20 different buildings can be interlinked by the third-tier, core
layer switches to complete the campus LAN.

Alternatively, when the LAN of a company is not large enough (e.g., covers a
building of modest size) to justify the three-layer structure, the firm may opt for the
two-tier architecture in which the core and distribution layers are combined to become
one layer. In the two-tier approach, therefore, the core layer switch provides
interconnectivity of access layer devices.

Figure 7.4 demonstrates a logical view of the two-tier versus three-tier structures of
a LAN. The figures are labeled as “logical” to highlight the association relationship of
switches placed in different layers. In fact, their corresponding physical layout is quite
different from the logical view because switches from different tiers may be colocated.
For instance, imagine the situation where a distribution layer and a core layer switches
are colocated in the main equipment room of a building. The physical layout of
intermediary devices (see Figures 4.25 and 4.29 in Chapter 4) does not clearly show
their hierarchical relationship.

Core layer

Distribution
e layer

Access
‘ layer

83 80 08 &5 89 08

Figure 7.4 Two-tier versus three-tier design of Ethernet LANs (logical view).

7.4.2 Access Layer



In the access layer, computers, network printers, [P phones, and other end nodes are
connected to the LAN via various intermediary devices including access (or
workgroup) switches and wireless access points. Generally, layer 2 switches are
popular choices to link user stations and servers to the network. Switches at the access
layer are primarily equipped with Fast Ethernet or Gigabit Ethernet ports.

Access layer switches support many management functions. For example, switches
can be configured for controlled access (e.g., restriction of a switch port to one or more
preassigned MAC addresses) to prevent unauthorized computers from joining the
network. Also, they allow the formation of VLANSs so that hosts attached to a network
can be logically divided into groups. More on VLANSs in terms of their implementation
and ensuing benefits are explained shortly. Besides, many access switches are Power
over Ethernet (PoE) enabled so that the Ethernet cable can supply electrical power
along with data to connecting nodes such as wireless access points, IP phones, and
security cameras. With the PoE support, these devices can be flexibly placed in
convenient or strategic locations not constrained by the availability of power sources
(refer to Section 3.5.4).

7.4.3 Distribution and Core Layers

The distribution layer mediates traffic between the access and core layers. The core
layer’s intermediary devices tie network segments of the access layer. Because of the
hierarchical relationship among network nodes, heavy traffic is handled by the top two
tiers, and the planning of these layers should be concerned with rapid packet
forwarding to prevent congestions. To ensure this, switches (or routers) in these layers
have speeds (e.g., Gigabit, 10 Gigabit) faster than access layer switches.

Whether a hierarchical network is two- or three-tiered, its designer has choices of
interconnecting intermediary devices of the core and distribution layers in either ful/
mesh or partial mesh. Having redundant paths in the two layers through full or partial
mesh is critical to prevent the formation of a single point of failure and to minimize the
risk of LAN downtime due to device or link failure(s).

The core and distribution layer devices may be layer 2 switches, layer 3 switches, or
routers. Unlike layer 3 switches and routers, layer 2 switches cannot route IP packets
but offer faster and more cost-effective network services. In today’s campus LAN,
layer 3 switches are used widely in the distribution and core layers because they can
also carry out IP packet routing faster than ordinary routers (see Section 3.5.4).
Although they may not be as intelligent as routers in performing packet routing, layer
3 switches can handle relatively simple routing necessary within a LAN.

Lastly, the core and distribution layers are primarily responsible for interconnecting
VLANSs configured on access layer switches. The process of coupling VLANSs is called
inter-VLAN routing (to be explained).

7.4.4 Benefits of Hierarchical Design



The

hierarchical network offers several benefits to an organization including its

flexibility in adding a large number of hosts, managing the network, sustaining
network performance, and ensuring network reliability.

The network becomes more modular, and the modularity makes it easy to
manage, maintain (e.g., troubleshoot), and grow (i.e., scalability or expandability)
the network as needed.

In the layer approach, the access-level local traffic and the enterprise-level traffic
at the distribution and core layers are separated, and the separation contributes to
better usage of network capacity.

Optimizing network performance through such measures as link aggregation (see
Section 7.6) becomes less complicated.

It is easy to add link redundancy between intermediary nodes to improve network
availability. During normal operations, however, only a single path (or data link)
is activated between any two switch nodes, and redundant paths are disabled to
avoid loops (Section 3.7). The function of maintaining only a single active
delivery path between any two switches i1s performed by the STP running on
switches (to be explained).

Exercise 7.2

In this exercise, you are converting the logical design of an Ethernet LAN to its
corresponding physical design as shown in Figure 4.25.

1.

Assume that the two-tier LAN in Figure 7.4 is to be installed within a four-
story building that has a main equipment room on the first floor and a wiring
closet on each of the second, third, and fourth floors.

. Assign an identification number to each switch and link of the two-tier LAN in

Figure 7.4.

. On a blank sheet of paper, draw the building in which each floor has a wiring

closet (or a main equipment room) and a large office space.

. Place the network nodes (i.e., switches and hosts) so that each wiring closet

houses an access (or workgroup) switch. Note: There is not a single solution in
choosing the location of core layer switches.

. Map all logical design access and trunk links onto physical design ones (i.e.,

horizontal and vertical cabling) to interconnect workgroup and core layer
switches. Use the identification numbers to track the correspondence of
network nodes and links between the logical and physical designs.

. Discuss what security measures can be introduced to protect the Ethernet LAN

and the switches.




7.5 Spanning Tree Protocol

7.5.1 Link Redundancy

In the previous section, it was explained that when multiple switches are joined,
redundant physical links are added to prevent a single point of device or cabling failure
from crippling the network. Take Figure 7.5 as an example, in which the three access
layer switches (D, E, and F) can be directly interlinked without additional switches (A,
B, and C). However, in such flat design in which the switches D, E, and F are directly
cabled, disruption of any trunk link affects integrity of the entire network, and thus it
becomes a single point of failure. Meanwhile, Figure 7.5 shows that by the addition of
A, B, and C switches, redundant paths are created between nodes. For example, the
packet delivery from switch D to switch F can take the path: (1) D - C —> F, (2) D —
B —F,or(3)D — B — A — C — F. This redundancy is important to have improved
accessibility and availability of a switched LAN even when a part of it goes down.

Core layer

Distribution
layer

Access
layer

J&

Figure 7.5 Avallablhty of redundant paths (logical view).

Although link redundancy is intentionally introduced to increase network
availability and survivability through backup paths, there are also situations in which
such redundancy is formed unexpectedly. For example, because of the complexity of a
large switched network, its network administrator may make mistakes in connecting
and configuring switch ports, which results in link redundancy. The chance of making
such configuration mistakes gets higher when an IT person deals with switches
distributed in several wiring closets (e.g., Figure 4.25). In this situation, many cables
coming from different rooms and floors can confuse him/her in cabling.

Additionally, unintended redundancy can be introduced by non-IT staff (e.g.,
computer end users) when they add their own intermediary devices such as hubs to
their workplace to attach additional end nodes. As a scenario, Figure 7.6 demonstrates
a network in which two hubs are locally installed by office workers to connect more
computers. When the two hubs are directly linked, this results in link redundancy.



Then, what is wrong with having additional links on a switched Ethernet, allowing
multiple paths between nodes? As explained previously (e.g., Section 3.7), switches
are data link devices relying on the switch table to forward frames. With layer 2
switching, there should be only a single active path (or data link) between any two
hosts, making it different from the layer 3 routing that allows multiple delivery paths at
one point. When there exists more than one active path to traverse between any two
points in a switched network, this forms a loop. One or more loops in a switched
Ethernet can be highly detrimental to its normal operation because the loop allows
perpetual wandering of certain frames (e.g., broadcasted frames) in the network.

Switchl
Faﬂf

Switch3
;/ \; Wiring closet
Hubl Hub2 Office

Figure 7.6 Network redundancy created at a work area.

In layer 3 packet routing, the gradual decrement of the time to live (TTL) field value
of an IP packet fundamentally prevents it from wandering the Internet endlessly (refer
to Section 2.7.1). The Ethernet frame, however, does not contain such TTL value that
automatically disqualifies it. For instance, assume that the redundant links in Figure
7.5 are all active and that a station broadcasts an address resolution protocol (ARP)
packet to switch D. This triggers a continuous reproduction of ARP packets flooding
the network. This risk becomes one important reason (besides the security concern)
that the unauthorized installation of intermediary devices by end users should be
banned.

To summarize, the Ethernet LAN may have redundant links between any two switch
nodes to restore connectivity when there is a link or switch failure. However, only a
single path should be active at a time to prevent the formation of a loop that can trigger
broadcast storms and deteriorate network performance. The reproduction of
broadcasting also results in repeated arrival of the same frame at a host computer
(frame duplication).

Exercise 7.3

Using Figure 7.5, simulate how a frame broadcasted by a host station is propagated



and reproduced by switches in an endless fashion when there are active redundant
links.

7.5.2 Protocols and Mechanism

Ethernet switches are equipped with a protocol that can automatically recognize a loop
between any two switch nodes and selectively block switch ports to sever the loop. For
this, the protocol elects a switch as the root switch, and then redundant paths to the
root switch are identified and blocked. The process itself is somewhat complicated and
beyond the scope of this book. Here, the affected switch ports are not physically shut
down but just blocked (similar to the sleep mode) so that they can be awakened, if
necessary (e.g., changes in network topology).

The IEEE standard protocol that identifies redundant paths and performs their
deactivation and reactivation is STP. The newer version, Rapid Spanning Tree
Protocol (RSTP), performs much faster convergence than STP in identifying and
removing loops or reactivating blocked switch ports to restore connectivity. As an
improvement of STP, RSTP has become a preferred protocol to disable data link layer
loops. RSTP is backward compatible, and thus it can roll back to STP, if any switch in
the network does not support RSTP.

Figure 7.7 demonstrates two different scenarios in a simplified manner. During the
normal mode of operations as shown in Figure 7.7a, STP/RSTP exchanges frames
called the Bridge Protocol Data Units (BPDUs) that contain information used by
switches to ultimately locate redundant paths based on the built-in algorithm. Let’s
assume that after exchanging BPDUs and executing the STP/RSTP algorithm, it is
determined that the direct link between switches B and C should be disabled to cut the
loop. To do this, switches B and C exchange BPDUs for necessary coordination. Then,
one port (either Fa0/2 of switch B or Fa0/2 of switch C) turns into the blocking state

that does not accept regular frames.
(b) A Failed switch
Fa0/1
Deactivated / Fa0/2 N Deactivated

/ k)
Fa(/1 \ Fa0/1
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Figure 7.7 Blocking of a redundant link (a) and its reactivation (b) by STP/RSTP
(logical view).



Meanwhile, when there is a change in the network topology such as switch A’s
failure as in Figure 7.7b, switches B and C exchange BPDUs and the blocked port is
rolled back from the blocking to forwarding mode to reinstate the link. To make that
happen, the switch port processes BPDUs even when it is in the blocking (or sleep)
mode. STP/RSTP of a switch is automatically activated when the device is put into
production.

7.6 Link Aggregation

This section explains the link aggregation (also known as port trunking or bonding)
technology used by Ethernet. Using this technology, two or more physical links
between any two network nodes (e.g., a server and a switch) can be combined to form
one logical link with a higher capacity. In link aggregation, therefore, bandwidth
between two devices is multiplied by the number of concurrent links.

Figure 7.8 demonstrates two different scenarios of link aggregation. In Figure 7.8a,
the bonding of two Fast Ethernet ports (Fa0/0 and Fa0/1) between two switches
increases bandwidth to 200 Mbps in both directions (full duplex) when each link has a
speed of 100 Mbps. This allows the two workstations connected to a switch to transmit
at their full speed (100 Mbps) without delay. Also, with the bonding, there is no need
for upgrading to a switch with a faster port speed (e.g., gigabit Ethernet). In Figure
7.8b, two Fast Ethernet ports (Fa0/1 and Fa0/2) are linked to two NICs (or a multiport
NIC) of a server, effectively augmenting throughput to 200 Mbps in full duplex.

(b)
Fa0/1 NIC1
\ =
Fa0/2  NIC2 'S

Figure 7.8 Usage of link aggregation (a) between switches and (b) between a switch
and a host.

Think of another scenario in Figure 7.9. There are three core/distribution Gigabit
Ethernet switches connecting three workgroup (or access) switches. All
core/distribution switches have Gigabit Ethernet ports, and workgroup switches have
both Gigabit and Fast Ethernet ports. Access switches attach a number of hosts
including servers via their Fast Ethernet ports. Servers use link aggregation to cut their
response time. In this situation, if each of the trunk lines between A and B, and
between A and C relies on a single Gigabit link, it can become a bottleneck when the
aggregated traffic to switch A surpasses its link capacity. In that situation, aggregation
of two or more links between A and B, and between A and C mitigates the bottleneck
risk.
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Figure 7.9 A link aggregation scenario.

The link aggregation can be set up by issuing relatively simple commands to
managed switches. The technology is standardized by IEEE as Link Aggregation
Control Protocol (LACP). LACP allows bundling of up to eight ports, although some
switch products may support less than that. LACP-based link aggregation on a switch
is implemented by issuing commands similar to (somewhat different depending on the
device manufacturer):

#lacp (Note: activate LACP protocol)
#add port=1,3 (Note: ports 1 and 3 are bonded)

In summary, using link aggregation offers several benefits:

e It multiplies the bandwidth of a network path, contributing to better network
performance through load balancing.

e It is a cost-effective way of augmenting link capacity without upgrading current
hardware (e.g., intermediary device, cabling). With the rapid advancement of
Ethernet standard speeds (i.e., 10 Mbps — 100 Mbps — 1,000 Mbps — 10,000
Mbps), replacing existing switches with faster ones can be costly.

e The bonding of switch ports has an effect of maintaining a backup link between
two nodes and thus enhances availability and accessibility of a network.

Case: EQUIP Co.’s Ethernet LAN

This case (see Figure 7.10) is constructed from the actual network of a
manufacturing firm. With about 100 employees, it is a mid-sized company and
occupies a three-story building. The Main Equipment Room is located on the
building’s first floor and houses main intermediary devices (e.g., core switches and
router) and all servers. The wiring closets on the second and third floors house



access (or workgroup) switches to connect end devices, mainly user stations and IP
surveillance cameras.

The enterprise LAN is divided into two subnets: the production network
(172.16.10.0/24) that includes user stations and various servers, and the surveillance
network (172.16.20.0/24) of video cameras installed to monitor the company
facility. The surveillance camera has an [P address and connects to an access switch.
The router separates the surveillance network from the production network. All
switches are given an IP address just for remote configuration and management. The
cabling and transmission speeds of network links are summarized in the following:

MDF (1st floor) IDF (2nd floor) IDF (3rd floor)
5 1P surveillance 4 IP surveillance 3 IP surveillance
cameras cameras cameras

%SW 60 m %SW 40 m %SW

Router viideo surveillance network (172.16,20L0/24)

%SW (core) %SW (core)
BN || W ®’

40 clients 20 servers 30 clients 25 clients 20 clients
(e.g., DNS, email,
SQL, DHCP, Production network (172.16.10.0/24)

directory, web,
surveillance)

Figure 7.10 EQUIP Co.’s Ethernet LAN (logical view). MDF, main distribution
facility; IDF, intermediate distribution facility.

e Trunk links between intermediary devices (switches and router): 1 Gbps CAT6.
All trunk links of the production network are running link aggregation effectively
achieving 2Gbps bandwidth.

e Access links for user stations and surveillance cameras: 100 Mbps CATS.
e Access links for servers: 1 Gbps CAT6.

Review Questions: EQUIP Co. Case

1. What cable is used for the trunk and access lines?
2. What is the connection speed of each trunk and access link?
3. What are connection speeds of internal servers and client stations to switches?



11.

12.
13.

14.

SO P®ANL A

What measure is taken to double the link capacity?

Why do layer 2 switches have an IP address?

How many subnetworks are there and what can be the reason for dividing them?
How many broadcast domains exist in the network?

Assign [P address ranges to clients and servers.

Assign IP addresses to video surveillance cameras.

What approach is taken in the design of the surveillance network: flat or
hierarchical design? How many layers (tiers) do you see?

What approach is taken in the design of the production network: flat or
hierarchical design? How many layers (tiers) do you see?

Where would you place the router (wiring closet vs. equipment room) and why?
Design question: If the company adds a de-militarized zone (DMZ) subnet to the
current enterprise LAN to place an email and web servers that are exposed to the
Internet, what design approach can be taken? There can be several solutions.
Come up with one (refer to Figure 5.18 of Chapter 5).

Based on the logical design shown in Figure 7.10, draw its corresponding
physical design similar to Figure 4.25 in Chapter 4.

7.7 Virtual LANs (VLANs)

7.7.1 Background: Without VLANSs

Imagine a firm’s hypothetical LAN with several switches that attach many user
stations and servers as shown in Figure 7.11. It shows that the computers belong to
three different departments/groups: I7, Marketing, and Accounting. To be more
realistic, you can assume that each computer represents a collection of hosts.

Core switches

Workgroup
switches

Accounting IT Marketing : Marketing ITAcmunting: [T  Accounting
Floor 3 | Floor 2 | Floor 1



Figure 7.11 Logical layout of a LAN.

Assume that these computers are located in three different floors of a building
interconnected by workgroup and core switches. This is the same network design
approach EQUIP Co. adopted. As the company is relatively small, the two-tier
hierarchical solution with one subnet of the production network makes it easy to set
up, maintain, and operate the LAN. However, when the company’s network gets larger
with many more user stations and servers belonging to different departments/business
units, the single subnet approach is not effective anymore because all nodes are in one
large broadcast domain (Section 3.10.2). Network nodes including switches,
workstations, and servers routinely broadcast (or multicast) packets to conduct various
network functions, and the broadcasting reaches all of the nodes on the LAN.

For instance, the STP installed in switches periodically releases multicasting
messages to find redundant paths between any two network nodes. Also, the ARP
triggers broadcasting frequently to obtain the MAC address of a node based on its IP
address. As another example, the Dynamic Host Configuration Protocol (DHCP)
request 1s broadcasted by host stations (e.g., laptops, tablets, smartphones) to obtain a
dynamic IP address.

More often than not, such broadcasting should be limited to a sub-area (e.g.,
business department, project group) of the entire broadcast domain. In this situation,
packets unnecessarily crossing functional boundaries (e.g., across business units) not
only negatively affect overall network performance but also have security
implications. The side effects become more evident and serious when the network gets
larger by adding more hosts and covers functionally divided business units/groups. A
clear solution for such a problem is modularization for which a network is segmented
and managed as a collection of modules (or segments).

Then what solutions exist to divide the network into smaller segments? One
approach is to place routers to create smaller subnetworks because the routers filter
broadcasting (see Section 3.10.2). This solution makes sense when all hosts attached to
a particular switch belong to the same functional group (e.g., accounting) as shown in
Figure 7.12. In this case, a router port (interface) can be dedicated to the hosts of a
functional group. This works neatly because the subnetwork boundary defined by a
router port and the boundary of a business unit coincide.

However, using routers poses practical challenges when the ports of a switch are
assigned to multiple functional or business groups that may share offices on the same
building floor as shown in Figure 7.11, and this arrangement rather reflects the reality
of many firms these days. This reality makes it difficult to utilize routers to limit traffic
flows (especially broadcasting) to a business function. Then, is there a way that a
switched LAN can be conveniently divided into logical segments as needed without
relying on the router(s) while allowing the flexible addition of hosts from different
departments/groups to switches regardless of their physical locations? This is where
the VLAN technology comes in.
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Figure 7.12 Router-based segmentation of a LAN.
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7.7.2 VLAN Concept
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Figure 7.13 Broadcasting to nodes of a VLAN.

With the definition of VLANS in switches, a switched LAN normally as one broadcast
domain can be further segmented into multiple broadcast domains according to certain
logical boundaries, such as, workgroups, project teams, departments, or business units.
Figure 7.13 demonstrates what happens when there is broadcasting over the switched
LAN with two VLANSs (1 and 2). You can observe that the broadcasting reaches only
to stations and servers belonging to the same VLAN.

7.8 VLAN Scenarios



7.8.1 Without VLANSs

For a more in-depth demonstration of VLAN and its relationship with IP
configuration, let me use a simple switched Ethernet in which all six computers from
three business departments (/7, marketing, and accounting) and three switches belong
to the same subnet of 192.168.10.0/24 (see Figure 7.14). As all end nodes belong to
the same subnet, broadcasting by a station will reach all connected switch ports, except
for the broadcasting source port. Again, to be more realistic, you can assume that each
computer represents a group of hosts.

PC1 % Ch *

IP: 192.168.10.1/24

Fa0/2
MAC: A1B1.1111.1111 :
Department: I'T

MAC: A1B1.1111.4444
Department: IT

FaQ/2

@} Fa0/5 Fa0/1 Fa0/5 @
P2 S Fam Fa0/10 PC5

IP: 192.168.10.2/24 Fa0/15 Fa0/15 IP: 192.168.10.5/24
MAC: A1B1.1111.2222 Switch B Switch C MAC: A1B1.1111.5555
Department: Marketing Department: Marketing

PC3 “@; % PC6

IP: 192.168.10.3/24 IP: 192.168.10.6/24
MAC: A1B1.1111.3333 MAC: A1B1.1111.6666
Department: Accounting Department: Accounting

Figure 7.14 A hypothetical switched LAN (192.168.10.0/24).

In Figure 7.14, all hosts attached to the switches belong to the default VLAN (VLAN
ID = 1) when there are no specific VLANSs configured on the switches. In other words,
all hosts in Figure 7.14 belong to the same VLAN of VLAN ID = 1, and this means
that any host can send data link frames to any other host without restrictions. With no
particular VLANSs defined, the switch table for switch B reads like Table 7.1. The table
allows direct mapping between the destination MAC address and the exit port, and all
exit ports belong to the same default VLAN of VLAN ID = 1. It is a traditional switch
table explained in Chapter 3 (see Table 3.4). The VLAN column is omitted in the
switch tables in Figure 3.10 assuming that all hosts belong to the default VLAN.

Table 7.1 Switch B’s Switch Table with Default VLAN

MAC Address Exit Port VLAN ID



A1BI1.1111.1111 FastEthernet 0/5
A1B1.1111.2222 FastEthernet 0/10
A1BI1.1111.3333 FastEthernet 0/15

A1B1.1111.5555 FastEthernet 0/1

1
1
1
A1B1.1111.4444 FastEthernet 0/1 1
1
1

A1B1.1111.6666 FastEthernet 0/1

Exercise 7.4

Based on Figure 7.14 and Table 7.1, answer the following questions presuming that
creating additional VLANS is not an option.

l.

2.
3.

10.

What is the VLAN ID assigned to hosts at the IT, Marketing, and Accounting
departments?

How many subnet IPs do you see in the network?

If the computer (192.168.10.1) broadcasts a frame to switch B, which ports will
relay the frame?

. If the computer (192.168.10.1) broadcasts a frame to switch B, which

computers will receive the frame?

. If the computer (192.168.10.1) broadcasts a frame to switch B, what will be the

destination IP (for packet) and MAC (for frame) addresses?
Construct the switch table of switches A and C (include VLAN ID).

. What problems do you see with this switched Ethernet setup?
. Without changing the switch and host configurations, can switch A be replaced

by a router to create network segments corresponding to the three business
functions? Why or why not?

. If the answer of question 8 1s no, what change (e.g., network cabling, computer

relocation) can be made to use a router(s) to create network segments
pertaining to the three business functions? (Assume that all three switches are
reused.)

Let’s consider question 9 in the context of a building. Assume that the network
1s implemented within a three-story building and the location of each switch is
as follows:

Switch A (core switch): Main equipment room, first floor
Switch B (workgroup switch): wiring closet, second floor
Switch C (workgroup switch): wiring closet, third floor

Assume that each of the second and third floors has several rooms occupied by the
three different business units, and all computers on a floor are connected to the same
switch located in the wiring closet (see Section 4.4.2). In this situation, what can be
done to create three network segments corresponding to the three business



functions, if routers have to be used? Is it an effective solution?

7.8.2 With VLANs

Is there a way to divide a switched network into segments (i.e., broadcast domains)
without relying on routers? Creating separate VLANSs is the answer. VLANs are
formed by adequately configuring switch ports. VLANSs can be created in a static or
dynamic manner. With the dynamic approach, switch ports are dynamically assigned
to VLANSs by a dedicated server based on such information as the MAC address of a
computer attached to a switch port. This dynamic allocation, however, is not a widely
accepted practice.

In the rest of this chapter, therefore, the explanation focuses on setting up static
VLANSs. Once VLANSs are in place as shown in Figure 7.13, computers belonging to
different VLANs cannot exchange frames directly through the switches, and also
frames broadcasted by a computer only reach other computers within the same VLAN.
To establish static VLANSs, a network specialist conducts the following tasks through
the switch’s command-line or web-based interface.

1. Define VLANSs on switches

2. Plan the range of trunk and access ports
3. Assign access ports to VLANs

7.8.2.1 Define VLANs on Switches

In this stage, VLANs (VLAN IDs and VLAN names) are created on switches. Let’s
assume that there are 24 Fast Ethernet ports on each of the three switches in Figure
7.14 and it 1s decided to develop one VLAN for each business unit (i.e., IT, marketing,
and accounting). For demonstration, a simple example is presented in the following,
where, three VLANs with VLAN IDs of 10, 20, and 30 are assigned to the IT,
marketing, and accounting departments, respectively (it is unnecessary to memorize
the commands).

Example: Defining three VLANS in a Cisco switch
# vian 10
# name 1T
# vian 20
# name Marketing
# vian 30

# name Accounting

7.8.2.2 Plan the Range of Trunk and Access Ports



A switch port becomes either an access port or a trunk port. (Recall the definition of
the access and trunks links in Section 1.2.3.) In this stage, the ranges of trunk and
access switch ports are preplanned for subsequent configuration in the third stage. For
instance, given 24 ports in each switch, we may decide that the first 3 (Fa0/1-Fa0/3)
are for trunk ports and the remaining 21 (Fa0/4—Fa0/21) are for access ports.

Access port

The switch port that directly links a host (e.g., workstation, server) is set up as an
access port, and therefore, the access port provides the host with physical
connectivity to the network. In Figure 7.15, as an example, switch B uses three
access ports (Fa0/5, Fa0/10, and Fa0/15) for PC1, PC2, and PC3, respectively.
Each access link connects a computer’s NIC port (mostly RJ-45 port) to an access
port of switch B.

An access port belongs to a particular VLAN, and it forwards frames only
when the source and destination computers are in the same VLAN. That is,
computers attached to the access ports of VLAN 10 cannot communicate directly
with computers attached to the access ports of VLAN 20 or VLAN 30, despite the
host computers being all hardwired to the same switch.

Trunk port

The switch port designated to connect another switch is configured as a trunk
port, and the cabling itself becomes a frunk link. Unlike the access port that
belongs to a single VLAN, the trunk port transports Ethernet frames coming from
different VLANs. The trunk link, therefore, is a point-to-point link that
interconnects trunk ports of two different switches and transports Ethernet frames
of different VLAN:S.

In Figure 7.15, as an example, switch B’s Fa0/l is a trunk port that forwards
frames from three different VLANs (VLANs 10, 20, and 30) to switch A’s trunk
port Fa0/1 over the trunk link. You can also observe another trunk link between
switch A’s trunk port Fa0/2 and switch C’s trunk port Fa0/2.

7.8.2.3 Assign Access Ports to VLANs

In this stage, each “access” port is assigned to one VLAN in a nonoverlapping manner
(although multiple VLANSs can be assigned to a switch port, it is beyond the scope of
this book). For example, let’s assume that in the planning stage, it was decided that the
first 3 (Fa0/1-Fa0/3) are for trunk ports and the remaining 21 (Fa0/4-Fa0/21) are for
access ports.

Then, in one scenario, the 21 access ports can be assigned to VLANSs as in Table
7.2. According to the allocation plan, ports Fa0/4 through Fa0/8 are for VLAN 10 in
each switch. With that allocation, a computer connected to any switch port between
Fa0/4 and Fa0/8 belongs to the IT department. The same applies to VLANs 20 and 30.
Meanwhile, three switch ports (i.e., Fa0/1, Fa0/2, and Fa0/3) have been dedicated as
trunk ports, and therefore cannot be assigned to a particular VLAN.



Table 7.2 Sample Assignment of Switch Ports to VLANSs

Port Type Names Port Ranges = VLAN IDs VLAN
Trunk ports Fa0/1-Fa0/3
Fa0/4-Fa0/8  VLAN 10 IT
Access ports Fa0/9-Fa0/14 VLAN 20 Marketing
Fa0/15-Fa0/24 VLAN 30 Accounting

Demonstration of configuration

The definition of port types (access port vs. trunk port) and the VLAN assignment
of an access port are manually performed on switch B. Also, the same
configuration should be done on switches A and C. In practice, “manual”
configuration of VLANSs on each switch is unnecessary because a switch comes
with a standard protocol used to replicate its VLAN configuration to all the other
switches in the network. Using such a protocol saves much work and also
prevents “human” mistakes in setting up VLANs when many switches are
attached to a network.

Once the necessary VLANs are programmed, the switch forwards Ethernet
frames only when the source and destination hosts belong to the same VLAN.
The necessary commands that are used to visualize how a switch port becomes an
access or a trunk port (see Table 7.2) are shown in the following based on the
Cisco product.

Example: Cisco Switch

Assigning an access port (Fa0/5) to VLAN 10 takes three commands entered
successively into its operating system.

# interface Fa0/5 Note: Fa0/5 is to be configured
# switchport mode access  Note: Fa0/5 is an access port
# switchport access vlan 10 Note: assign Fa0/5 to VLAN 10

Setting up a switch port (Fa0/1) as a trunk port takes three commands entered in
succession into its operating system.

# interface Fa0/1 Note: Fa0/1 is to be configured
# switchport trunk encapsulation dotlq Note: Use 802.1Q (tagging protocol)
# switchport mode trunk Note: Fa0/1 is a trunk port

Comment: 802.1Q is to be explained as VLAN tagging (see Section 7.9).



7.8.3 How VLANs Work

Once VLANSs are defined in the switches, only computers attached to the same VLAN
ports (e.g., PC1 and PC4) can directly exchange frames through switches. Also, each
VLAN becomes a broadcast domain, meaning that when a switch port receives a frame
to be broadcasted, it is relayed only to “other access ports sharing the same VLAN ID”
and “trunk port(s).” The VLAN, therefore, restricts broadcasting to a much smaller
segment. For example, once three VLANs are created as shown in Figure 7.15, the
single broadcast domain shown in Figure 7.14 is broken up into three broadcast
domains, each pertaining to a business function.

IP: 192.168.10.1/24 IP: 192.168.10.2/24
VLAN ID: 10 VLAN ID: 10
VLAN name: IT VLAN name: [T

@. Fa0/5 Fa0/5 S
[ ——— e
PC2 S Fa0/10 vJ Fa0/10

IP: 192.168.20.1/24 Fa0/15 Fa0/15 IP: 192.168.20.2/24

VLAN ID: 20 Switch B Switch C VLAN ID: 20
VLAN name: Marketing VLAN name: Marketing

[P: 192.168.30.1/24 IP: 192.168.30.2/24
VLAN ID: 30 VLAN ID: 30
VLAN name: Accounting VLAN name: Accounting

Figure 7.15 A switched LAN with three VLAN:S.

Once the VLANs are assigned to switch ports and when enough frames are
exchanged over the network (refer to switch learning in Section 3.5.3), each switch

will complete its own switch table. The completed switch table of switch B is shown in
Table 7.3.

Table 7.3 Switch B’s Switch Table with Three VLANSs

MAC Address Exit Port VLAN ID
A1BI1.1111.1111 FastEthernet 0/5 10
A1B1.1111.2222 FastEthernet 0/10 20
A1B1.1111.3333 FastEthernet 0/15 30
A1B1.1111.4444 FastEthernet 0/1 10



A1IBI1.1111.5555 FastEthernet 0/1 20
A1B1.1111.6666 FastEthernet 0/1 30

Exercise 7.5

Refer to Figure 7.15 to answer the following questions:

1. Based on the entries in Table 7.3, determine the MAC addresses of all PCs.

2. Once each PC’s MAC address is identified, construct the switch table of
switches A and C. For this,

a. First, develop the table with MAC addresses and corresponding exit ports.
b. Then, add the VLAN ID column to the table.

7.8.4 VLAN ID versus Subnet Addressing

There is a question on what should be the relationship between the VLAN and the
subnet address. Generally, one-to-one mapping between the VLAN ID and the subnet
[P address (see Figure 7.15) is a popular practice, although one VLAN can include
multiple subnets, and multiple VLANSs belong to one subnet. The one-to-one pairing
between the VLAN and the subnet address simplifies network administration. This
also means that the VLAN and subnetwork boundaries are identical on a switched
Ethernet (without a router!). Convenience of this approach in network management is
further explained in Section 7.11 while explaining inter-VLAN routing.

At the moment, however, tying a VLAN to a subnet can be confusing because it
conflicts with early explanations that the subnet is defined by a router port. With
deployment of VLANS, you can observe that the traditional subnet boundary is further
divided into multiple subnets on a switched network without relying on the router. The
one-to-one mapping relationship in Figure 7.15 is summarized as follows:

VLAN Name VLAN ID Subnet IP

IT 10 192.168.10.0/24
Marketing 20 192.168.20.0/24
Accounting 30 192.168.30.0/24

Exercise 7.6

Refer to Figure 7.15 and answer the following questions:

1. What are the access ports currently used by switch A?
2. What are the access ports currently used by switch C?



How many trunk ports are used on switches A and C, and what are they?
Can switch A’s Fa0/1 and/or Fa0/2 be configured as access ports?
If switch B’s Fa0/1 is configured as an access port, what will be the effect?

Given the port range of each VLAN in Table 7.2, how many hosts can be
attached to VLANSs 10, 20, and 30, respectively?

7. If PC1 broadcasts a frame, which switch(es) and which PC(s) should receive
the frame?

8. If PCI1 pings PC2 (C:\ping 192.168.20.1), would it reach PC2? If not, what is
the reason? Hint: The switch is a layer 2 device and cannot perform packet
routing.

9. If PC1 pings PC4, would the ping request reach PC4? Why or why not?

10. Now, let’s assume that VLANSs are removed from all three switches. However,
[P addresses and subnet masks of the six PCs remain the same.

a. If PCI pings PC4, would the message reach PC4? Why or why not?

b. If PCI pings PC5, would the message reach PC5? Why or why not?

c. If PCI pings PC2, would the message reach PC2? Why or why not?

AN

7.9 VLAN Tagging/Trunking (IEEE802.1Q)

7.9.1 Background

Going back to Figure 7.15, assume that PC1 and PC3 are on the same VLAN, let’s say
VLAN 10. In this situation, if PC1 sends a frame to PC3, switch B will directly
forward the Ethernet frame to PC3 after referring to its own switch table and
confirming that both PCs are on the same VLAN 10.

When two PCs in the same VLAN are not directly connected to the same switch,
delivering an Ethernet frame between them becomes a little bit tricky. For example,
assume that an Ethernet frame needs to be delivered from PC1 to PC4 in Figure 7.15.
The two PCs are attached to two different switches, switches B and C. This means that
the Ethernet frame needs to travel through the two trunk links (i.e., the first one
between switches B and A, and the second one between switches A and C).
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Figure 7.16 VLAN trunking.

As trunk links transport frames from different VLANS, there should be a mechanism
that identifies the VLAN ID of a particular Ethernet frame. The delivery process of
Ethernet frames from different VLANs over the trunk link is termed frunking (see
Figure 7.16). So, VLAN trunking takes place between switches, but not between hosts
and switches. The mechanism for implementing VLAN trunking is standardized by the
IEEES02.1Q standard.

7.9.2 VLAN Tagging

To implement VLAN trunking, IEEE802.1Q uses tagging for which a switch inserts
VLAN:-related information into the regular Ethernet frame arriving from an attached
host and then releases the tagged frame through a trunk port. In other words, regular
frames are produced by hosts, and they are transformed into VLAN-tagged frames by
switches. Figure 7.17 compares the regular frame with VLAN tagging—embedded
frame. The tagged frame has two additional fields intended to convey VLAN
information: Tag Protocol Identifier (TPID) and Tag Control Information (TCI).

The TPID field has a decimal value of 33024, which signals the presence of VLAN
within an Ethernet frame. The length field of a regular frame can have only up to 1500
in decimal, and thus a switch can tell the tagged frame. The TCI field is composed of
Priority (3) and VLAN ID (12) bits. With the priority bits, an Ethernet frame is able to
indicate its urgency in delivery. The priority bits are important because frames of
certain VLANSs (e.g., Voice over IP) cannot afford delays. The VLAN ID bits identify
the VLAN of an Ethernet frame.
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Figure 7.17 Ethernet frames: regular versus VLAN tagged.

7.9.3 VLAN Tagging/Untagging Process

To demonstrate how the VLAN tagging works, let’s assume that an Ethernet frame has
to be delivered from PC3 to PC6 as shown in Figure 7.16. It is also assumed that
VLANSs have already been set up in the switches according to the allocation plan
provided in Table 7.2. Also, presume that all three switches have their completed
switch tables as with Table 7.3 for switch B.

The delivery of a frame from PC3 to PC6 takes the following steps:

1.

2.

Initially, the PC3’s NIC constructs a regular Ethernet frame (see Figure 7.17) and
dispatches it to switch B’s Fa0/15.

On receiving the frame, switch B recognizes a VLAN configuration of the Fa0/15
port and adds a VLAN tag of TPID and TCI (see Figure 7.17) to the regular
frame. Here, the VLAN ID field becomes 30.

Once the VLAN tag is added by switch B, it refers to the switch table to identify
the exit port for the PC6’s MAC address and confirms that PC6 belongs to the
same VLAN 30. Switch B releases the tagged frame through the trunk port,
Fa0/1.

Switch A receives the tagged frame. It checks its switch table to determine the
exit port for the PC6’s MAC address, confirms that PC6 belongs to the same
VLAN 30, and forwards the tagged frame to switch C through its trunk port,
Fa0/2.

Switch C, on receiving the tagged frame, checks its own switch table to determine
the exit port for the PC6’s MAC address and confirms that PC6 belongs to the



same VLAN 30. It then removes the VLAN tag from the frame and dispatches the
original regular frame to PC6 via its access port Fa0/15.

The tagging and untagging procedure between PC3 and PC6 is summarized in Figure
7.18.

Exercise 7.7

Referring to Figure 7.18, describe step by step what happens when the following
Ping packets are issued (assume that the construction of all switch tables has been
completed):

PC1 pings PCA4.

PC1 pings PCé.

PC1 pings 255.255.255.255.
PC1 pings 192.168.20.255.

Switch A
Fam

el S
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Figure 7.18 VLAN tagging and untagging.

7.10 VLAN Types

Various VLAN types can be defined on a switched LAN, and Default VLAN, Data
VLAN, and Voice VLAN are explained as popular VLAN types.



7.10.1 Default VLAN

All switch ports automatically belong to the Default VLAN when a switch is in the out-
of-the-box condition and not configured with any other specific VLAN(s). In other
words, all host stations attached to the switch belong to one broadcast domain of the
default VLAN (see Table 7.1). As an example, all computers in Figure 7.14 are not
segmented by additional VLANSs, and therefore they all belong to the default VLAN.
In this mode, the regular frames (see Figure 7.2) produced by a source station are
relayed by switches without VLAN tagging.

Example: Default VLAN in a Cisco Switch

The Cisco switch stores its VLAN information in the vian.data file kept in its flash
memory, and it can be displayed by issuing “show vlan” at the command prompt.
Figure 7.19 indicates that the switch has 24 Fast Ethernet (100 Mbps) ports and all
belong to the default VLAN. In other words, all 24 ports belong to the same
broadcast domain with no restriction in communications between any two
computers attached to the switch.

7.10.2 Data VLAN

SwitchB#show vlan

VLAMN Mame Status Ports

1 Default Active Fa0/1, Fa0/2, Fa0/3, Fa0/4, Fa0/5
Fa0/6, Fa0/7, Fa0/8, Fa0/9, Fa0/10
Fa0/11, Fa0/12, Fa0/13, Fa0/14, Fa0/15
Fa0/16, Fa0/17, Fa0/18, Fa0/19, Fa0/20
Fa0/21, Fa0/22, Fa0/23, Fa0/24

Figure 7.19 Default VLAN.

Data VLANs are designed to transport computer-generated data traffic, and the
majority of VLANSs belong to this type. As an example, Figure 7.18 demonstrates three
different data VLANSs assigned to IT (VLAN 10), marketing (VLAN 20), and
accounting (VLAN 30) units to segment the switched Ethernet into three logical
boundaries (and three broadcast domains).



SwitchB#show vlan

VLAN MName Status Ports

10 IT Active Fa0/4, Fa0/5, Fa0/6, Fa0/7, Fa0/8

20 Marketing  Active Fa0/9, Fa0/10, Fa0/11, Fa0/12, Fa0/13, Fa0/14
30 Accounting  Active Fa0/15, Fa0/16, Fa0/17, Fa0/18, Fa0/19,

Fa0/20, Fa0/21, Fa0/22, Fa0/23, Fa0/24

Figure 7.20 Data VLAN:S.

Example: Data VLANSs in a Cisco Switch

Figure 7.20 displays switch ports assigned to the three different data VLANSs
(VLANSs 10, 20, and 30) according to the allocation plan provided in Table 7.2. In
that plan, the ports ranging from Fa0/4 through Fa0/24 are access ports. Meanwhile,
the first three ports (Fa0O/1, Fa0/2, and Fa0/3) were set up as trunk ports and
therefore not assigned to any particular VLAN. As a result, the three ports are not
listed in the VLAN summary.

7.10.2.1 Data VLAN and Security

Data VLANs with more specific objectives can be created to serve organizational
needs. For example, imagine the following scenarios in which VLANS aim to enhance
network and data security:

e A firm’s conference room is frequently occupied by guests and business clients.
The room does not provide an access to the corporate network for security
reasons, but may offer Internet connectivity through a WiFi access point (AP).
Then, the AP can be assigned to a dedicated VLAN so that WiFi traffic is
separated from other internal traffic to guard the corporate network from potential
threats.

e A firm’s data center (or datacenter) holds a number of networked servers that
store and process large amounts of corporate data. Imagine that the servers are not
logically or physically detached from the rest of the corporate network, thus
belonging to a larger broadcast domain. Then, attackers can find the servers (i.e.,
their IP addresses) easily by broadcasting ARP requests. When the data center
belongs to a particular VLAN (thus having its own broadcast domain), such an IP
probe is prevented.

7.10.3 Voice VLAN

Voice VLAN is the one dedicated for voice traffic. The computer network has
emerged as a cost-effective alternative to the traditional telephone system. Traditional



voice communications require that an organization maintain a voice network
infrastructure separately from the data network. This incurs substantial maintenance
and operational costs to the organization.

When the voice and data services are merged on the same network platform (see
Figure 7.21), this convergence results in considerable cost savings in equipment
purchase, operations, and management. For example, with the consolidation of voice
and data, there is no need for additional purchase of telephone equipment, for hiring
telephone network specialists, and for separate maintenance of voice and data
networks.

PC1 *@3

IP: 192.168.10.1/24
VLAN ID: 10

IP: 192.168.10.2/24
VLAN ID: 10

E
a0/15 IP: 192.168.20.2/24
Switch C VLAN ID: 20

Fa0/15
Switch B

IP: 192.168.20.1/24
VLAN ID: 20

Untagged Untagged
voice frame voice frame IP Phone 2
IP Phone 1 et o
IP: 192.168.40.1/24 IP: 192.168.40.2/24
Voice VLAN ID: 100 Voice VLAN ID: 100

Figure 7.21 Demonstration of voice VLAN.

To combine voice and data services without sacrificing call quality (e.g., call delay,
call dropping), a VLAN can be dedicated for voice traffic. The voice VLAN transports
digitized voice calls and also necessary signaling information (e.g., call setup, dial
tones, caller ids). Given the time sensitivity of voice traffic, calls should experience
little transmission delays. To that end, the voice VLAN should be given a higher
priority than the data VLAN in transporting frames over the trunk link (recall the
priority bits of Tag Control Information in Figure 7.17).

Figure 7.21 demonstrates two Data VLANs (VLANs 10 and 20) and one Voice
VLAN (VLAN 100). To implement the differentiated priority scheme, both switches B
and C are instructed to give a higher-priority bit to frames arriving at the switch port
(Fa0/15) that processes voice-related frames.

In fact, the reality of Voice VLAN setup is a little more complex than the simplified
view in Figure 7.21. In that setup, the port Fa0/15 of switches B and C can be given
two VLAN IDs: one for Data VLAN and the other for Voice VLAN. By doing that,
one cable is shared by the two VLANSs connecting both a VoIP phone and a computer



to the Fa0/15 switch port. This makes sense because a worker’s desk needs both a
phone and a computer, and having separate cabling for each device is simply not an
attractive solution.

Generalizing it, a switch port of an access link can be assigned to two or more
VLANSs for practical reasons (e.g., an employee who works for both marketing and
accounting departments; an executive who heads both accounting and IT departments;
an engineer who is involved in multiple projects when a VLAN is created for each
project team). Then, the switch port is configured as a trunk port although it connects
to an access link.

7.11 Inter-VLAN Routing

This section explains solutions available to exchange frames between VLANS,
commonly known as inter-VLAN routing. Remember that when a LAN has only
Ethernet switches such as that in Figure 7.18, frames cannot cross different VLANs
directly. For instance, PC1 and PCS5 in Figure 7.18 cannot directly exchange frames as
they belong to VLANSs 10 and 20, respectively. Then, what solutions are available to
forward a frame from one VLAN to another? When each VLAN is given a subnet
address, then the inter-VLAN communication can rely on a layer 3 device, generally a
router. Two different approaches of inter-VLAN routing based on the router are
explained:

1. Assign a physical router port (interface) per subnet (thus per VLAN)
2. Assign sub-interfaces to a physical router port to bridge multiple subnets (thus
multiple VLANS)

Another solution to pass frames between VLANs is to utilize the layer 3
capable switch, frequently called a multilayer switch instead of the router. It was
stated in Chapter 3 that layer 3 switches can perform basic router functions and
thus replace many routers in an enterprise LAN. The details of utilizing the layer
3 switch are beyond the scope of this book.

7.11.1 A Router Interface per VLAN

In this solution, a router’s physical port is dedicated to a VLAN (i.e., a subnet); thus,
interconnecting several VLANSs by a router needs as many designated physical ports.
This is consistent with the principle that a router comes with LAN (e.g.,
FastEthernet0/1 or Fa0/l1) and WAN (e.g., Serial0/0) ports and the network segment
linked to a particular router port becomes a subnet. For example, in Figure 7.22, the
subnet 192.168.10.0/24 is linked to Fa0/0 of the router and the port has the IP address
of 192.168.10.250. Recall that Fa0/0’s IP address (192.168.10.250) becomes the
default gateway of the two computers. Based on the review of the router port and
subnet, let me explain the inter-VLAN concept in two different scenarios.



7.11.1.1 Scenario 1

Router

Fa0/0 (192.168.10.250/24)

Fa0/2

192.168.10.1/24 192.168.10.2/24

Figure 7.22 Router port connecting one subnet.

Figure 7.23 demonstrates a simple network with the inter-VLAN routing implemented
based on omne physical port per VLAN (thus, per subnet). There are two VLANSs
(VLANs 10 and 20) with corresponding two subnets. For IP packets to cross the
VLANES, the router connects the switch via two separate ports (Fa0/0 and Fa0/1), each
port designated for a subnet (thus a VLAN). VLAN 10 has a subnet address of
192.168.10.0/24 and the router’s Fa0/0 with an IP address of 192.168.10.250 belongs
to VLAN 10. Meanwhile, VLAN 20’s subnet address 1s 192.168.20.0/24, and the
router port Fa0/1 with 192.168.20.250 belongs to VLAN 20.

Router

Fa0/1 (192.168.20.250/24)

_-Fa0/4
VLAN10 __--~ Fa0/1l =~ VLAN20
aCCEess dCCess
links Fama Switch  links

PCl: VLANI1O PC2: VLANIO PC3: VLAN20 PC4: VLANZ20
192.168.10.1 192.168.10.2 192.168.20.1 192.168.20.2

Figure 7.23 Assignment of a router port per VLAN.

In this setup, although the switch cannot directly relay frames (thus IP packets)



between VLANs 10 and 20, the router is able to bridge them with its routing
capability. For the router to enable the inter-VLAN crossing, the router port’s IP of a

subnet 1s configured as the default gateway of computers in the subnet (see Figure
7.22). Therefore,

PC1 and PC2 (VLAN 10) have the default gateway of 192.168.10.250
PC3 and PC4 (VLAN 20) have the default gateway of 192.168.20.250

Furthermore, each switch port (Fa0/4 for VLAN 10 and Fa0/11 for VLAN 20) that
links to a router port becomes an access port (see Figure 7.23), not as a trunk port,
because each link transports frames of a single VLAN (or single subnet). This is in
conflict with the definition in Figure 1.5 of Chapter 1 in which any link between
intermediary nodes is considered a trunk link. This is where the general definition of
trunk links does not hold up.

Table 7.4 Routing Table Entries (A Simplified View)

Subnet ID  Subnet Mask Exit Port (Interface)
192.168.10.0 255.255.255.0 FastEthernet0/0
192.168.20.0 255.255.255.0 FastEthernet0/1

Once the router ports’ IP addresses in Figure 7.23 are programmed, its routing table
will be similar to Table 7.4 that enables packet forwarding between the two subnets
(thus VLANS).

Exercise 7.8

Perform the following activities based on Figure 7.23:

1. Assign MAC addresses to four PCs and also the two router LAN ports (Fa0/0
and Fa0/1).

2. Assume that the switch has 24 ports. Develop a summary table similar to Table
7.2 by assigning its first three ports as trunk ports and the remaining ports as
access ports to VLAN 10 (Fa0/4-Fa0/13) and VLAN 20 (Fa0/14-Fa0/24).
Recall that in practice, this port assignment should be implemented in the
switch.

3. Now, configure the IP address, subnet mask, and default gateway on each PC
consistent with Figure 7.23.

PC1 PC2 PC3 PC4
IP address 192.168.10.1

Subnet mask



Default gateway

4. The switch table is blank initially. The switch will, therefore, be forced to
broadcast arriving frames whenever necessary. When enough frames are
exchanged, the switch will be able to complete the switch table based on the
information of frames it relayed and the VLAN information manually
programmed in step 2. Develop the switch’s switch table that contains columns
of exit ports, MAC addresses, and VLAN IDs.

5. Now, with the switch table (constructed in step 4) and the routing table (Table
7.4) available, explain step by step what happens when the following
commands are issued:

a. PCl>ping 192.168.10.2
b. PCl>ping 192.168.20.2
c. PCl>ping 255.255.255.255

6. If the VLAN option is not available, what alternative design approach can be
applied to create a network that is functionally identical to the one in Figure
7.237? What are the advantages and disadvantages of the alternative network
design?

7.11.1.2 Scenario 2
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Figure 7.24 Assignment of a router port per VLAN.

Let us take a look at a little more complicated situation in which three switches
connect two VLANSs (see Figure 7.24). Here, the ports linking switch 1 (Fa0/1) and
switch 2 (Fa0/1), and switch 1 (Fa0/2) and switch 3 (Fa0/1) are configured as trunk
ports because they have to carry both VLAN 10 and 20 frames. Meanwhile, all the
other switch ports including those (Fa0/3 and Fa0/24) between the Router and switch 1
become access ports as they transport frames pertaining to only a particular VLAN
(either VLAN 10 or VLAN 20). In other words, the router port Fa0/l connects to
192.168.10.0/24 (VLAN 10), while the router port Fa0/2 becomes a default gateway
for the subnet 192.168.20.0/24 (VLAN 20).

In this setup, the frames travelling between switches 1 and 2, and between switches
1 and 3, are tagged with VLAN information (i.e., TPID and TCI). However, switch 1
untags the VLAN information when the frame is passed to the router for inter-VLAN
routing. This approach of having one physical link to the router per subnet (thus
VLAN) is relatively an easy solution when the VLAN structure is simple. However, if
the number of VLANSs increases, the solution becomes problematic because more
router ports and switch ports need to be dedicated for the inter-VLAN routing, and it



also results in more cabling.

Exercise 7.9

Perform the following activities based on Figure 7.24:

1. Assign MAC addresses to four PCs and also the two router LAN ports (Fa0/1
and Fa0/2).

2. Assume that each switch has 24 ports. Develop a summary table similar to
Table 7.2 by assigning their first two ports as trunk ports and the remaining
ports as access ports to VLANs 10 and 20. The port range assigned to each
VLAN should reflect Figure 7.24.

3. Now, configure the IP address, subnet mask, and default gateway on each PC.
Assume that the first 24 bits represent the subnet address.

PC1 PC2 PC3 PC4
IP address 192.168.10.1
Subnet mask
Default gateway

4. Assuming that the router’s ports including IP address and subnet mask are
correctly configured, develop a simplified routing table that has the subnet
address, subnet mask, and exit port columns (refer to Table 7.4).

5. Assume that enough frames have been exchanged over the network to complete
the switch table. Develop the switch tables of all three switches. The table
should contain the columns of MAC addresses, exit ports, and VLAN IDs
(refer to Table 7.3).

6. Now, with the switch and routing tables completed, explain step by step what
happens to the internal structure of the frame (in terms of tagging and
untagging) whenever it passes through a switch/router port as a result of the
following commands:

e PClI>ping 192.168.10.2
e PClI>ping 192.168.20.2
e PCl>ping 255.255.255.255

7. If the VLAN option is not available, what alternative design approach can be
taken to create a network that is functionally identical to the one in Figure
7.24?7 What can be the advantages and disadvantages of the alternative network
design?

7.11.2 Sub-Interfaces/Ports (Advanced)



A more advanced solution of inter-VLAN routing is to create multiple virtual
interfaces (called sub-interfaces) tied to one physical interface (e.g., Fa0/1) and then
assign a sub-interface to a VLAN. This means that the router can use just one physical
interface to link multiple VLANs (thus, multiple subnets). Because of the use of virtual
interfaces (or ports), the router does not need to have as many physical links as
VLANSs. This makes it fundamentally different from the dedication of a physical
interface (or port) per VLAN as in Figures 7.23 and 7.24, making the network
topology simpler with reduced physical links.

For example, Figure 7.25 shows the same network topology as Figure 7.24 except
that there is only one physical link between the Router and switch 1. For this, the
router’s physical interface Fa0/0 can have two logical/virtual interfaces (let’s say
Fa0/0.10 for VLAN 10 and Fa0/0.20 for VLAN 20). The creation of logical/virtual
interfaces is done through the router’s operating system. As each VLAN has its own
subnet IP address (192.168.10.0 and 192.168.20.0), the router’s physical interface
Fa0/0 ends up with corresponding two IP addresses (192.168.10.250 and
192.168.20.250 tied to two different virtual interfaces Fa0/0.10 and Fa0/0.20,
respectively). The relationship is summarized in Table 7.5.

Table 7.5 Relationships between Physical Interface, Virtual Interfaces, VLAN
IDs, and IP Addresses (This is Not a Routing Table)

Physical Interface Virtual Interfaces VLAN ID IP Address
Fa0/0 Fa0/0.10 10 192.168.10.250
Fa0/0.20 20 192.168.20.250

Because of the use of virtual sub-interfaces, the mechanism of inter-VLAN routing
by the router is identical to that of Figure 7.24, except that the router link now
becomes a trunk link to transport two different VLAN traffic. In that setup, PC1 and
PC3 should have 192.168.10.250 as their default gateway, and that of PC2 and PC 4
becomes 192.168.20.250.

Based on the topology of Figure 7.25, Table 7.6 shows the router’s routing table that
has two sub-interfaces (i.e., Fa0/0.10 for VLAN 10 and Fa0/0.20 for VLAN 20)
created on one physical interface Fa0/0. The routing table shows that the subnet
192.168.10.0/24 for VLAN 10 is tied to the Fa0/0.10 sub-interface and the subnet
192.168.20.0/24 for VLAN 20 1s coupled with the Fa0/0.20 sub-interface. Compare it
with Table 7.4 and observe differences in the exit port field.
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Figure 7.25 Inter-VLAN routing with sub-interfaces.

Table 7.6 Routing Table Entries with Sub-interfaces (A Simplified View)

Subnet ID  Subnet Mask Exit port (Sub-Interface)
192.168.10.0 255.255.255.0 Fast Ethernet0/0.10
192.168.20.0 255.255.255.0 Fast Ethernet0/0.20

7.12 VLANs and Network Management

VLANSs are prevalent in enterprise networks. There are several benefits of deploying
VLANS, and some of them were explained earlier. The main benefits are highlighted
once again before concluding the chapter.

1. Above all, VLANs improve network performance by reducing traffic congestion.
They protect a network from having broadcast storms because the broadcasting
effect is confined to a VLAN and the inter-VLAN routing does not relay
broadcasting. When there are hundreds or thousands of computers, the effect of
controlled broadcasting on overall network performance is significant.

2. With VLANs, network management to dynamically reflect organizational
changes (e.g., relocations of office space, job reassignments of employees)



becomes more transparent and flexible. For example, imagine internal transfer of
an employee from accounting to marketing in Figure 7.14. The employee’s
computer can be easily reassigned by hooking it up to a switch port pre-allocated
to the marketing department’s VLAN.

An employee’s physical location (e.g., building floor) does not affect his/her
association with a particular VLAN (and therefore subnet). In the early days, the
creation of a network segment (e.g., subnet) was done according to the physical
location of computers. This approach works fine when computers of a segment
are colocated within an area such as the same floor of a building. However, when
they have to be distributed over several floors or over different geographical
locations due to certain reasons such as company growth, the location-based
network segmentation is not practical anymore. Naturally, logical (rather than
physical) segmentation of a LAN into VLANSs makes it easy to group and regroup
computers as needed regardless of their physical locations.

VLANs improve network security. Computers belonging to a VLAN cannot
directly reach those in other VLANs without relying on inter-VLAN routing,
although they may be attached to the same switch. Also, broadcasting by a
computer is confined to a VLAN protecting the data from eavesdropping by
someone outside of the VLAN boundary. Besides, each VLAN can be customized
with its own access and security policies.

Chapter Summary

Ethernet’s technical specifications belong to the data link and physical layers, and
those of the data link layer are divided into two sub-layers of LLC and MAC.
Ethernet has its own frame structure with the header, data, and trailer fields. The
header includes a preamble, start frame delimiter, source MAC address,
destination MAC address, and length/type sub-fields.

A switched Ethernet LAN can take a flat or hierarchical structure in terms of the
relationship between the switches. The flat design is for a small LAN. When the
number of attached switches grows, a two- or three-tier hierarchical architecture
1s used.

STP and RSTP detect redundant paths between any two end points (or hosts)
within a switched network and performs their deactivation and reactivation as
needed.

Using link aggregation, two or more physical links between two network nodes
can be combined to multiply transmission capacity as one logical link. The
technical details are standardized in IEEE802.1AX (called link aggregation
control protocol).

With VLAN, hosts on a switched Ethernet are logically divided into smaller
segments, each becoming a broadcast domain.

VLANSs are implemented on LAN switches through the following procedure:
create VLAN IDs and VLAN names on switches, plan the range of trunk and



access ports on each switch, assign preselect access ports to a VLAN, and
configure trunk ports.

e VLAN tagging is a process of adding VLAN information to regular Ethernet
frames. On arriving at a switch port from a user station, an Ethernet frame is
“tagged” to track the frame’s VLAN identity while in transit over trunk links.

e The default, data, and voice VLANSs are popular VLAN types.

e Inter-VLAN routing refers to the process of forwarding data between different
VLANSs through a router. Among the possible approaches are (1) assigning a
router port (interface) to each VLAN, and (2) creating sub-interfaces on a router
port and assigning a sub-interface to a VLAN.
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Chapter Review Questions

1. When two or more lines are concurrently used between a pair of switches or
between a host and a switch to increase throughput, it is termed as

A.
B.
C.
D.

E.

link aggregation

tunnel aggregation
virtual aggregation
trunk aggregation
bandwidth augmentation

2. The Spanning Tree Protocol

A.

B.

disables redundant paths in a switched Ethernet LAN, and reactivates them
as needed.

is a protocol designed to exchange information necessary to develop the
switch table.

C. 1s a protocol that automatically creates VL ANS.
D.
E. is a protocol that allows bonding of two or more links to multiply

is a protocol that synchronizes the clock speed between switches.

throughput.

3. The Ethernet VLAN

A.
B.
C.
D.
E.

enables better recovery of transmission errors

creates smaller segments of a network

prevents frame broadcasting

generates redundant delivery paths between two hosts
widens available bandwidth between two network nodes

4. Ethernet standards are defined at the

A.
B.
C.

physical layer only
data link layer only
internet layer only



D. physical and data link layers
E. physical, data link, and internet layers

. Ethernet synchronizes the transmission speed between network nodes using the
field of a frame.

A. preamble

B. frame check sequence
C. trailer

D. PAD

E. flow control

. On the switched Ethernet, the priority (or urgency) level of a frame in delivery
can be indicated using information when VLANS are used.

A. rapid spanning tree protocol

B. tag control information

C. link aggregation control protocol
D. cyclic redundancy check

E. tag protocol identifier (TPID)

. One of the benefits of having VLANSs is
A. higher network survivability

B. reduced network congestions

C. prevention of network loops

D. lower transmission errors

E. reduced errors in network cabling
. VLANSs in Ethernet are configured on
hubs

switches

routers

wireless APs

. user hosts

. When particular VLANs are not created on a switched Ethernet LAN, all host
computers belong to the VLAN.

A. data

B. management
C. voice

D. default

E. supervisory

. Sub-interfaces can be assigned to the to enable inter-VLAN routing.
hub port
switch port
router port
repeater port
wireless AP
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11. Corporations may introduce VLANSs

12. W

13.

14.

15.

16.

A.

m O 0w

to make it easier to manage internal changes (e.g., reassignment of a
worker).

to avoid network maintenance.
to better interconnect wireless and wired LAN segments.

to extend the scope of a LAN without compromising network performance.
to effectively link WAN:S.

thh is NOT true regarding the VLAN?

@ > 2

SNe

E.

Switches are manually configured to create VLANS.

Management of changes (e.g., relocation of a business department) becomes
easier.

VLANSs can improve network security.

Users of a VLAN can share the same IP subnet regardless of their physical
locations.

Developing VLANSs requires that the network be hierarchical with the access
and core layers.

Choose an INCORRECT statement regarding VLAN:S.

A.
B.
C.

D.

E.

VLANSs can divide a network into logical segments such as work groups.
VLAN:Ss are configured on switches but not in host computers.

The layer 2 switch can be used to exchange frames between two different
VLAN:E.

The VLAN scope can be identical to the broadcast domain.
Oftentimes, an IP subnet and a VLAN are paired.

The Ethernet switch determines the VLAN ID of a frame coming from a
neighboring switch based on the

MmO Ow>

destination address
source address
TCI

TPID

. frame check sequence

Wthh statement is CORRECT?

Saow>

E.

The data link layer is divided into the LLC and MAC sub-layers.

Ethernet has one physical layer standard.

The LLC layer is responsible for frame organization and switch operation.
The Ethernet frame’s Frame Check Sequence ensures synchronization of
data transmission speeds between two nodes.

Ethernet frames without the VLAN tagging can carry information on frame
priority.

Sub-interfaces of a router port (interface) can be used to

A.
B.

relay packets between VLANS.
make Ethernet switches obsolete.



17.

18.

19.

20.

21.

22.

C. enable link aggregation.
D. remove packets going through the router port.
E. fragment a VLAN into smaller VLANS.
Choose a CORRECT statement on VLAN:S.
A. Layer 2 switches can forward frames across different VLANS.

B. With VLANSs, cut-through switching should be used to minimize
transmission delays.

C. VLAN tagging information is added to the Ethernet frame by host
computers.

D. A host can be attached to a trunk port of a switch for data transmissions.

E. A switch port may be either an access or a trunk port, but not both at the
same time.

The CRC code of the Ethernet frame is used to
A. detect data redundancy.
B. detect transmission errors.
C. perform flow control.
D. synchronize the clock cycle between two computers.
E. indicate the beginning of a frame.
Choose an ACCURATE statement on Ethernet.
A. A loop between two hosts is allowed.
B. In general, switches are interconnected in full mesh topology.
C. The RSTP is faster than the STP in forwarding VLAN frames.
D. The STP was developed to detect overloaded links.
E. The layer 2 or 3 switch can be used at the core layer.
Choose a CORRECT statement on the Ethernet technology.
A. Switches do not regenerate arrived signals in their shapes and strengths.

B. The LLC sub-layer header describes the type of packet contained in the
frame’s data field.

C. Ethernet switches utilize CSMA/CD to control network access.

D. It is generally OK for office workers to install hubs or switches in their
office because this does not affect overall network performance.

E. Most switches rely on the half-duplex mode of data transmissions.
The Ethernet frame’s length field represents length information of the
data field
entire frame
address field
frame minus data field
. frame check sequence field

When multiple Ethernet switches (core and workgroup switches) are
interconnected, they are typically organized in a
A. bus
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B. ring
C. hierarchy
D. mesh
E. star
23. Refer to the following figure. On switch B, four ports are currently physically

linked to other nodes. How many of them are configured as access ports if there
are VLANSs?

A 0

Snw
W N =

E.

24. Refer to the following figure. If the computer H sends a document to the printer
G, which link(s) should be transporting the VLAN tagged frame?

H—-F,F—->C,andC — A

H—FandD—>G

F—-C,C—>A,A—>B,andB—D

C—AandA—B

All links from H through G

’ $
o ol
Activated Y. \\ Activated

E % ‘g.;;k;;% c
B DB

VLANI VLAN2Z VLAN1 VLAN2Z WVLAN1 VLANZ

mo 0w

25. The BPDU contains information relevant to
link aggregation

VLAN configuration

VLAN tagging

inter-VLAN routing

redundant path identification
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8 Wireless LAN (WiFi)

8.1 Introduction

Various wireless technologies have been introduced over time and are currently in use.
They can be classified into personal area network (PAN), local area network (LAN),
metropolitan area network (MAN), and wide area network (WAN) technologies in
terms of the general scope of coverage. IEEE is mainly responsible, except for the
cellular and satellite networks, for developing the standards. Among the well-known
ones are:

1. PAN: IEEE802.15—The standard was designed to cover a relatively small area,
typically less than 10 m in diameter. Because of the historical background,
IEEE802.15 is better known as Bluetooth. Its connection speed is generally less
than 2 Mbps, substantially slower than popular WiFi standards. For data
transmissions, it relies on the 2.45 GHz radio frequency band, available license-
free to software and hardware manufacturers. [IEEE802.15 is not suitable for high-
speed networking.

2. LAN: IEEE802.11 (or WiF1i) represents a collection of wireless LAN standards
including 802.11a, 802.11b, 802.11g, 802.11n, and 802.11ac. Designed to cover
local areas such as a campus and a building, IEEE802.11 is not ideal for many
IEEE802.15 applications because hardware components (e.g., WiFi chipset) have
been bulkier and costlier. Accordingly, IEEE802.15 and IEEE802.11 standards
have coexisted complementing each other’s weaknesses. This complementary
relationship, however, may change with the introduction of WiFi Direct. It
enables direct communications between WiFi devices without the wireless access
point (shortly AP or hotspot), and thus can pose a threat to IEEE802.15
(Bluetooth).

3. MAN: IEEE802.16 (WiMax or WirelessMAN) is designed to cover a longer
distance (e.g., the last mile link between an ISP and client houses) than
IEEE802.11 standards. IEEE802.16 is primarily intended to offer wireless
broadband service comparable to DSL or Cable. There are also MAN standards
intended for network access in fast-moving vehicles. Besides, IEEE802.11 (WiFi)
is being adopted for MAN service as well. For example, several cities have
deployed or started implementing a city-wide network based on the WiFi-mesh
(IEEE802.11s) standard.

4. WAN: As the most popular wireless WAN platform, cellular networks are
everywhere providing subscribers with voice and high-speed data transmission
service. Although cellular networks operated by telecommunications carriers (or
telcos) were originally introduced mainly for voice, they are now widely utilized
to access the Internet with smart phones, tablet computers, and other mobile



devices. As another wireless WAN, the satellite network has been in use for
TV/radio broadcasting and long-distance voice/data service.

With the prevalence of WiFi, today’s computer operating systems (OSs) including
Windows, Mac, and Linux family all support the technology. This chapter focuses on
explaining WiFi (IEEE802.11) standards in their technical details and implementation
issues (Figure 8.1).

Satellite and

cellular networks WAN
IEEES02.16
wireless MAN MAN
IEEEB02.11
WiFi LAN
PAN
WiFi-direct
bluetooth

Figure 8.1 Select wireless networking technologies.
The key learning objectives include the following:

e Standard layers of WiFi

e WiFi setup modes (ad hoc vs. infrastructure modes)

e Wireless access point and its operational modes

e Service Set Identifier, Basic service set, and Extended service set
e Methods of media access control

e WiFi frame types

e Radio frequency and channel usage by WiFi

e Authentication and association in WiFi network

e Various WiFi standards currently available

e WiFi mesh network (IEEE802.115s)

e WiFi home and small office and home office (SOHO) networks

8.2 Standard Layers and Wireless Cards

As 1s the case with Ethernet, technical elements of WiFi are defined in the data link
and physical layers, and implemented in the wireless network interface card or



controller (WNIC). Its data link layer performs the following functions:

e Creation of WiFi frames

e Implementation of measures for reliable data transmissions

e Authentication and association between nodes (e.g., laptop and wireless AP)

e Protection of transmitted data with encryption technologies

e Media access control (MAC) based on the Carrier Sense Multiple
Access/Collision Avoidance (CSMA/CA) and Request to Send/Clear to Send
(RTS/CTS) protocols

On the physical layer, WiFi uses radio waves for signal transmissions. For this, the
layer specifies technical details of signaling including frequency bands and modulation
methods. Just as with other wireless communication systems (e.g., Bluetooth and
cellular phone networks), WiFi uses advanced spread spectrum technologies (e.g.,
OFDM—Orthogonal Frequency Division Multiplexing and SDMA—Space Division
Multiple Access) to encode digital data in an effective manner to reduce signal
propagation problems (e.g., interference between nearby stations) and to utilize
available bandwidth more efficiently.

8.3 WiFi Setup Modes

8.3.1 Ad Hoc Mode

Two different approaches are used to set up the WiFi network: ad hoc mode and
infrastructure mode. In the ad hoc mode (or peer-to-peer mode), two or more wireless
stations can directly exchange frames without relying on an wireless AP (see Figure
8.2). This mode is easier to set up and dismantle, and thus adequate to arrange a
relatively small temporary network.

8.3.2 Infrastructure Mode
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Figure 8.2 WiF1 in ad hoc mode.
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Figure 8.3 WiFi in infrastructure mode.

In the infrastructure mode, WiFi and the wired network (mostly Ethernet) coexist, and
APs provide connectivity between them. In Figure 8.3, for example, two APs are
deployed within the corporate boundary. Most corporate and campus WiFi networks
are in the infrastructure mode because key resources including servers and network
printers are attached to high-speed Ethernet, and WiFi enables workstations and
mobile devices to access the resources.

8.4 Wireless Access Points

8.4.1 AP in Infrastructure Mode

The AP can be a dedicated device (see Figure 8.4) or software running on a computer
or any other device. For instance, smartphones running recent Android or other OSs
have built-in capability to turn themselves into APs after simple setup. The AP device
used in a corporate network (not the smartphone-enabled AP intended for personal
usage) is designed to associate a number of clients, usually 15-50 host stations
including laptops and mobile devices. It is equipped with its own wireless NIC
(WNIC) and bridging capability to enable data flows between two different LAN
standards.

In fact, its primary role is to provide interconnectivity between Ethernet and WiFi
through the translation of their frames (refer to Section 3.4 for the bridge function).
This translation is necessary because Ethernet (see Figure 7.2) and WiFi (see Figure
8.11) have their own frame structures.



Figure 8.4 Wireless access point. (Source: linksys.com.)

The AP is therefore a layer 2 device, and thus a switch and all host stations attached
to the AP belong to the same subnet. Although a layer 2 device, the AP may be
configured with an IP address for remote access and management, but not for frame
deliveries. Besides bridging, the AP in the infrastructure mode conducts other
functions crucial to the WiFi network as summarized in Table 8.1. More details on
them are explained throughout the chapter.

Table 8.1 Key Functions of Wireless Access Point (AP)

AP Functions Description

Conducts bridging in the form of frame conversion between WiFi1
(IEEE802.11) and Ethernet (IEEE802.3).

Authenticates host stations attempting to join a WiFi network and
allows association (a form of binding) once they are authenticated.

Bridging

Authentication

Conducts media access control so that, regardless of the number of
hosts associated with an AP, only a single host is allowed to
transmit frames to the AP at a time to prevent frame collisions.

Media access
control

Utilizes data encryption for secure communications with host

Data security stations

Advanced APs can relay frames to the destination host primarily on

Frame routing the WiFi infrastructure (see Section 8.11).

Each AP is able to cover certain limited space in offering WiFi connectivity, and the
invisible boundary around an AP becomes a cell or basic service set (BSS). The size of
each cell 1s limited because the distance between the AP and associated stations
adversely affects effective throughput due to signal attenuation (or weakening). For
example, it 1s said that the effective indoor range of APs is less than 50 m. With the
distance limit, a corporate LAN of reasonable size needs to deploy multiple APs. A
university campus network may need hundreds or thousands of APs for effective


http://linksys.com

coverage. Also, there should be overlapping between neighboring cells so as to allow
handoffs when a mobile host moves from one cell to another. In general, neighboring
cells are required to have an overlap of 10%—15% to enable roaming by WiFi clients.

A station should associate (or bind) itself to an AP before exchanging frames. The
AP maintains an association table that lists associated/authenticated stations. The
association table includes host information such as hostnames, IP addresses, and MAC
addresses (see Figure 8.5 for a sample table). As host stations continuously associate
and de-associate with an AP, its association table is updated dynamically.

With the growing complexity of the WiFi network in the infrastructure mode, APs
have evolved into two types of thick and thin APs. The thick AP is a traditional AP
that conducts key functions listed in Table 8.1. Meanwhile, the thin AP acts as a
communication post, delegating the traditional AP functions to a master AP controller.
For instance, in Figure 8.3, the Ethernet switch can become an AP controller that can
reconfigure parameters of multiple thin APs remotely. By deploying thin APs,
therefore, their management becomes less labor intensive and thus can lower
maintenance and operational costs. Some AP controllers come with additional
functions such as a firewall between the wired and wireless networks, intrusion
detection/prevention, and traffic monitoring.

Host Name| [P Address MAC Address State
Shin09 172.26.10.1 | 0203.23AB.D051 | Associated
Jmon 172.26.10.12 | 0203.23A3.D591 | Authenticated
Glan7 172.26.10.14 | 0203.236B.A031 Associated

Figure 8.5 Sample association table.

8.4.2 AP in Non-infrastructure Modes
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Figure 8.6 Access point in repeater versus bridge mode.
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Some APs are able to switch between the infrastructure AP mode and other non-
infrastructure modes (e.g., repeater, bridge, wireless router) (see Figure 8.6 and
Section 8.12).

8.4.2.1 Repeater Mode

In repeater mode, an AP relays (or rebroadcasts) radio signals to another AP so as to
extend the range of a WiFi network or to overcome signal blockage. When it becomes
a repeater, the AP does not need to be physically tied to an Ethernet LAN. Its
drawback is that the relay of frames between two neighboring APs can result in
considerable loss of throughputs or actual transmission speeds.

8.4.2.2 Bridge Mode

This mode of operation is useful in places where network traffic needs to be separated
in terms of user groups. This bridging is thus different from the traditional AP role of
non-transparent bridging in the infrastructure mode (see Figure 8.3). Figure 8.6
demonstrates a scenario in which APs serve two different user groups (i.e., staff and
guests) to share the Internet access. In this setting, the AP assigned to guests is given a
different Service Set Identifier (SSID) to protect security of the corporate network. As
another example, a coffee shop can install an AP in bridge mode to provide free
Internet access to customers while the staff is on a different, password-protected AP.



8.5 SSID, BSS, and ESS

8.5.1 Service Set Identifier

The SSID is a unique identifier or name of a WiFi LAN and is configured on APs. On
a LAN, while multiple APs belong to the same SSID (see Figure 8.8), it is also
possible that two or more SSIDs coexist to provide network access to different user
groups (e.g., faculty, student, staff). The screenshot in Figure 8.7 demonstrates a
partial list of WiFi networks and their SSIDs detected at the author’s residence. The
AP periodically broadcasts beacon frames containing its SSID so that nearby client
hosts can associate with it after authentication. Clients are required to include the case-
sensitive SSID in the association-requesting frame. In public WiFi zones (e.g., airports
and coffee shops), APs are set up with guest SSIDs to invite mobile clients without
their authentication.
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Figure 8.7 SSIDs in a neighborhood (Demo: Vistumbler 10.6).
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Figure 8.8 Basic service set versus extended service set.

Alternately, an AP can be configured not to broadcast its SSID. In this case, the
beacon cannot be completely turned off because it has other functions (e.g., to indicate
AP presence), and instead, it includes a null value in the SSID field. In this
nonbroadcast mode, SSID can be used to authenticate client stations that attempt to
associate with an AP. Of course, this requires that clients be pre-programmed with the
same SSID. When an SSID is used for authentication, it may be exchanged with or
without encryption. Using the non-encrypted SSID to authenticate host stations is not
safe at all because the plain-text SSID can be easily intercepted.

Notes:

e The Received Signal Strength Indication (RSSI) is a negative value, and thus the
lower the better.

e Counter-Mode/CBC-Mac Protocol (CCMP) is WPA2 with Advanced Encryption
Standard (AES) encryption.

e WiFi security gets stronger in the sequence of “Open — WEP — WPA —
WPAZ2.” To be explained in Chapter 12.

8.5.2 BSS versus ESS



The WiFi network is divided into two levels in its coverage scope: BSS and extended
service set (ESS).

8.5.2.1 Basic Service Set

BSS is the smallest WiFi building block in ad hoc and infrastructure modes. In the ad
hoc mode, the BSS is composed of at least two hosts. In the infrastructure mode, the
BSS needs at least one host station and one AP. In general, it contains an AP and
multiple user stations associated with it. Each BSS has a 48-bit Basic Service Set
ldentifier (BSSID) used to uniquely distinguish one from the other BSS. This means
that a particular WiFi network can have as many BSSIDs as the number of basic
service sets. In a BSS, the BSSID is the AP’s MAC address. For example, you can
observe a MAC address (as BSSID) associated with each SSID in Figure 8.7. It is
important not to confuse BSSID and SSID. One SSID can have one or more BSS and
therefore one or more BSSIDs. At home networks, generally one AP (thus one BSS) is
enough to cover the entire area, and thus only one BSSID is shown.

8.5.2.2 Extended Service Set

When multiple BSS are formed to cover a larger area and more stations, they as a
whole become an ESS. The ESS, therefore, contains multiple cells each with an AP
and one or more stations. A host station’s WNIC is associated with a single AP and
deploying multiple APs (thus multiple BSS) to form an ESS, which increases the
scope of a WiFi network. Neighboring basic service sets overlap to allow handoffs.
Roaming between two basic service sets requires that a user station associates, de-
associates, and reassociates with different APs.

For example, imagine a company’s WiF1 LAN (SSID = My Wireless) that covers
four large rooms in which each room, as a BSS, has an AP and multiple stations
associated with it (see Figure 8.8). If the four BSS are interconnected by an Ethernet
switch located in a wiring closet, the entire WiFi network results in an ESS. In terms
of IP address allocation, all nodes including APs and user stations within the ESS
belong to the same subnet, and therefore, only a single frame delivery path (as a data
link) becomes active between any two user stations.

8.6 Media Access Control

Due to data broadcasting, WiFi should enforce a mechanism to control network access
and to avoid frame collisions within the BSS. This means that each BSS becomes a
collision domain (refer to Section 3.10.1) in which only a single station is allowed to
release data at a time to avoid collisions. The transmission collisions and subsequent
process to restore normalcy degrade network throughput.

The process of granting network access only to a single station is handled by the
MAC protocol. The MAC protocol defines rules that hosts (more specifically their



WNICs) comply with to ensure that only one station releases data at a time within the
BSS. Two different MAC standards have been in use: CSMA/CA and RTS/CTS. In

the regular mode, CSMA/CA is activated and RTS/CTS becomes available as an
option.

8.6.1 CSMA/CA

CSMA/CA shares similarities with CSMA/CD, the Ethernet’s MAC standard (see
Chapter 3). The key difference is that WiF1 adopts CA intended to “prevent” collisions
before frames are broadcasted. Meanwhile, Ethernet’s CD accepts the possibility of
transmission collisions and uses a procedure to restore normalcy should the
transmission collisions take place. CSMA/CA’s mechanism for preventing collisions
beforehand and maintaining communication reliability through acknowledgment is
summarized in the following:

CSMA/CA:

1. A host station’s WNIC listens to WiF1 activities.

2. When the channel of a BSS is clear (meaning no ongoing traffic), the station
may send frames to the AP. This first-come-first-served principle represents the
CSMA part of the CSMA/CA protocol.

3. Before releasing frames, however, it must wait for a random amount of time (or
random back-off time). This is what the CA part of CSMA/CA does. The
station, however, may transmit frames without waiting, if there has been no
network traffic beyond a certain time period.

4. After the random waiting, the host begins frame transmissions to the AP, if the
network is still clear.

Acknowledgment (ACK):

5. The AP immediately returns an acknowledgment (ACK) for each frame it
receives from the client station. If there is no ACK from the AP within a
predetermined time limit, the source node retransmits the frame.

The WiFi1’s CSMA/CA has its share of limitations. Above all, if several hosts within
a cell try to transmit frames concurrently, collisions still can occur due to such reason
as blind spots. Also, with CSMA/CA, all nodes within a BSS have an equal chance
(i.e., first come, first served) of accessing the network. That is, no priority scheme is
applied to frames so that urgent or real time ones (e.g., Voice over IP) can be delivered
ahead of the others. Lastly, one transmitting station may occupy the channel capacity
as long as it needs. Thus, the potential lack of equity in network access and capacity
sharing can result.



8.6.2 RTS/CTS

As a form of handshaking between the AP and the host station, RTS/CTS 1s designed
to provide additional assurance in collision avoidance through the fine-tuning of the
WiF1 operation. The protocol has been introduced mainly to resolve the “hidden node”
problem in which two stations associated with an AP are at opposite sites or are
located at each other’s blind spots (see Figure 8.9). When stations are unable to sense
each other, they may release data simultaneously resulting in collisions. The RTS/CTS
protocol is utilized as an optional measure to keep such incidents from happening.

The process of RTS/CTS is depicted in Figure 8.10. When RTS/CTS is activated on
a host’s WNIC, the station sends RTS to its associated AP. Then, the AP broadcasts
the CTS frame to grant the requesting client the right to transmit data and also to alert
others to hold off their transmissions. Once this handshaking based on RTS/CTS is
complete, the host station starts sending data frames. The activation of RTS/CTS,
however, increases network overhead because of additional RTS/CTS frames
exchanged and thus can negatively affect WiFi performance. This is especially so
when the activation of RTS/CTS is not necessary (e.g., little chance of collisions).
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Figure 8.9 Hidden node problems.
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When a WiFi network with CSMA/CA experiences many collisions, RTP/CTS built
into the host’s WNIC may be activated. APs are configured to automatically broadcast
CTS in response to a client’s RTS message. As an optional feature, the RTS/CTS
function 1s generally offered in more costly, high-end WNICs. Therefore, chances are
that inexpensive home or SOHO products do not come with the capability.

The access control mechanism based on CSMA/CA or RTS/CTS has one drawback
—frames are permitted to enter the network on the first-come-first-served basis. Under
the access scheme, emails are given the same priority as voice calls, a clear problem.
The IEEES802.11e standard complements the MAC protocols by offering Quality of
Service (QoS) for the WiFi network so that frames are processed according to their
urgency level. This QoS affords much better throughput for time-sensitive applications
such as Voice over I[P, audio/video streaming, and videoconferencing. The
IEEE802.11n standard supports IEEE802.11e for the QoS-based frame prioritization.

In closing this section, it is necessary to add that the technical details of CSMA/CA
and RTC/CTS have been further extended, especially with the arrival of multi-input,
multi-output (MIMO) for IEEE802.11n and IEEE802.11ac (see Sections 8.10.1 and
8.10.2). Although their technical details are beyond the scope of this book, the
extensions are still in accordance with the general principles of MAC mechanisms
explained here.

8.7 WiFi Frames

When frames are broadcasted through the unguided medium (air), things are more
complicated than when they are propagated through a guided (wired) medium such as
the twisted pair and fiber optic cable. For instance, wireless links are subject to
disruptions caused by such conditions as interference, data stream collision, signal
attenuation, and handoff. Also, with the frame broadcasting, WiFi nodes become much
more vulnerable to security threats. This hostile circumstance demands that more



coordination and control functions be in place for wireless networking. Facing such
challenges, WiFi uses three different frame types to exchange user-produced data and
conduct supervisory functions: data frame, management frame, and control frame.

8.7.1 Data Frame

Data frames carry actual user data (e.g., emails). Figure 8.11 demonstrates the data
frame’s structure—composed of the header, data, and trailer fields. As can be seen, the
header is more complicated than the Ethernet frames. When an AP is linked to an
Ethernet switch, WiF1 frames have to be converted into Ethernet frames (or vice versa)
by the AP for their transportation across the two different platforms. Figure 8.11 1s for
demonstration only, and thus the details are not explained.

8.7.2 Management Frame

The management frame’s primary role is to establish/handshake and maintain
connections between nodes (e.g., AP and client stations) through the authentication
and association procedure. For this, management frames include authentication
frames, association/de-association frames, and beacon frames.
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Figure 8.11 WiFi data frame structure (for information only).

Above all, only qualified stations should be allowed to join an AP. For this, a host
station authenticates itself to a target AP by sending the authentication frame. Also,
they exchange the association and de-association frames to establish an association (or
binding) and to terminate it. Additionally, beacon frames are periodically broadcasted
by an AP to announce its presence. The beacon frame includes an AP’s MAC address
and an SSID. The WNIC of a host station continually scans all WiFi frequency
channels and listens to beacons to choose the best AP to associate with.

8.7.3 Control Frame

Control frames are used to aid the delivery of data frames. For example, the ACK
frame that confirms the receipt of a client frame 1s an example of the control frame.
Frames carrying RTS and CTS are also this type.



8.8 WiFi and Radio Frequency

8.8.1 Radio Spectrum

In this section, the radio wave (shortly radio) used for the delivery of WiFi frames is
explained. Radio is a type of electromagnetic radiation wave that also includes /light,
X-rays, and Ultraviolet. Among them, radio is most heavily utilized to offer various
traditional (e.g., AM and FM radio) and advanced (e.g., WiFi and cellular network)
services in which network nodes can be either fixed or mobile.

Radiowave Frequency Ranges
Name Frequency Ranges
Extremely low frequencies (ELF) 30-300 Hz
Voice frequencies (VF) 0.3-3 kHz
Very low frequencies (VLF) 3-30 kHz
Low frequencies (LF) 30-300 kHz
Medium frequencies (MF) 0.3-3 MHz — AM radio
High frequencies (HF) 3-30 MHz
Very high frequencies (VHF) 30-300 MHz — FM radio
Ultra high frequencies (UHF) 0.3-3 GHz TV, GPS,
Super high frequencies (SHF) 3-30 GHz Wi-Fi, 3G,
Extremely high frequencies (EHF) 30-300 GHz 4G, Satellite

Table 8.2 Radio Frequency Spectrum and Microwave Ranges

As in Table 8.2, the radio spectrum is divided into a number of frequency ranges
starting from very low frequencies all the way to extremely high frequencies. Radio
waves that cover the ultra high frequency (UHF), super high frequency (SHF), and
extremely high frequency (EHF) ranges of the radio spectrum are called microwaves.
Recent development of advanced communication technologies including WiFi,
Bluetooth, WiMax, satellite broadcasting, global positioning system (GPS), and
cellular phone systems all take advantage of microwaves.

8.8.1.1 Low versus High Radio Frequency

What are the implications of relying on low versus high radio frequencies in wireless
networking? Most notably, high-frequency channels use more power (therefore higher
signal strength) than low-frequency ones, and this results in better quality of data (e.g.,
songs) delivered. The trade-off is that radio signals in higher-frequency ranges lack
flexibility in transmissions, making them more susceptible to interferences and



subsequently limiting their effective distance. That is, a lower-frequency signal is more
flexible in getting around barriers (e.g., mountains) and thus can propagate farther than
a higher-frequency one. Referring to Table 8.2, you should be able to see why AM
signals travel much farther than FM signals, but FM delivers better sound quality than
AM does.

8.8.1.2 Governance

Usage of the radio frequency spectrum in a country is generally regulated by the
government. In the United States, for example, Federal Communications Commission
(FCC) oversees the non-Federal Government usage of radio (e.g., cellular phone
service by Verizon), and the MNational Telecommunication and Information
Administration (NTIA) is responsible for the management of radio ranges utilized by
the government for national defense, law enforcement and security, transportation,
emergencies, and others. FCC and NTIA coordinate through an advisory committee.

8.8.1.3 Licensed versus Unlicensed Radio

The radio spectrum includes both licensed (license required) and unlicensed (license-
free) frequency bands. At present, a large share of the radio spectrum is regulated;
thus, licensing is required for its exclusive usage. There are also unlicensed bands
frequently known as industry, scientific, and medical (ISM) bands. Vendors use ISM
bands to develop software and hardware products ranging from traditional home
appliances and electronics (e.g., microwave oven, cordless phones) to networking
devices for WiFi and Bluetooth. The license-free ISM bands include 900 MHz, 2.4
GHz, and 5.0 GHz bands whose frequency ranges in North America are summarized in
Table 8.3.

Exercise 8.1

e What is the bandwidth of each ISM band in North America? Refer to Table 8.3
and compute it in terms of megahertz.

e When the bandwidths of three ISM bands are compared, what can you say in
terms of their relative capacity?

Table 8.3 ISM Bands (North America)

ISM Bands Frequency Range
900 MHz 902-928 MHz
24 GHz  2.4-2.4835 GHz
5.0 GHz  5.180-5.825 GHz
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1 2.401 2.423
2 | 2406 | 2428
3 2411 2.433
] 2.416 2.438
5 2.421 2.443
6 2.426 2.448
7 2.431 2.453 Channel Channel
8 2436 2.458 #1 #6
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Figure 8.12 2.4 GHz nonoverlapping channels (in the United States and Canada).

8.8.2 WiFi Channels

This section explains how the frequency range of the 2.4 GHz ISM band is further
divided into WiFi channels used by the 802.11 standards. In North America including
the United States and Canada, there are 11 frequency channels in the 2.4 GHz band
with channel capacity (or bandwidth) of 22 MHz. Other regions define different
number of frequency channels. In fact, many countries in the world have 13 channels
in the 2.4 GHz band.

In North America, the frequency ranges of 11 neighboring channels are overlapped
(see Figure 8.12). For example, Channel 1’s frequency range (2.401-2.423 GHz)
overlaps with those of Channels 2, 3, 4, and 5. This makes only three channels (1, 6,
and 11) out of eleven 2.4 GHz channels nonoverlapping from each other. Even if the
bandwidth of each channel is 22 MHz, 20 MHz are available for data transmissions,
and the remaining 2 MHz is used as a “guard” band to prevent signal interference.

Things are a little bit more complicated with the 5.0 GHz band. In the United States,
for example, there are 25 nonoverlapping channels (e.g., 36, 40, 44, 100, 132, and
165), each with 20 MHz bandwidth. These channels are not necessarily contiguous for
technical reasons (e.g., to avoid conflicts with other existing wireless services). Just as
with the 2.4 GHz band case, countries differ in allocating channels for the 5.0 GHz
band. Remember that each 20 MHz channel of 2.4 GHz and 5.0 GHz bands becomes a
building block of WiFi link capacity.

Exercise 8.2

The bandwidth necessary for voice communication is about 4 kHz for one direction.
How many voice calls can be accommodated within the 2.4 GHz band and within
each channel?

8.8.3 Planning Basic Service Sets



Why are frequency channels overlapped as explained in the previous section? The
short answer i1s to capitalize the available bandwidth more effectively through channel
reuse. Let us see how it works. When neighboring APs operate in nonoverlapping
channels, this reduces signal interferences and improves transmission speed. That is,
when multiple APs are deployed to cover an area, their locations should be chosen in a
manner that the three nonoverlapping channels are assigned to neighbors.

Figure 8.13 demonstrates a case in which APs of neighboring cells are instructed to
use nonoverlapping channels so as to minimize signal interferences. Figure 8.13 also
shows that the same frequency channels are reused when they are separated. The five
APs represent five different cells or BSS, and all five of them as a whole become one
ESS. Remember that no matter how many host stations are associated with an AP on a
single channel, CSMA/CA—the WiFi’s MAC protocol—allows only one station to
exchange data with the AP at a time.

When there is only one AP in an area (e.g., home), you can choose any of the 11
channels as you don’t have to worry about channel reuse by adjacent cells. However, if
your and your neighbors’ APs are configured to use the same channel, your WiFi1
LAN’s performance may be affected by the potential interference. As shown in Table
8.3, the 5.0 GHz band has a much higher capacity than the 2.4 GHz band supporting
more transmission channels (e.g., 3 vs. 25 nonoverlapping channels). This allows
creation of more BSS, making the 5.0 GHz band much more flexible than the 2.4 GHz
band in channel allocation.

ﬁéﬂ ﬁE

AP1 AP2
Channel 6 Channel 1
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AP3 AP4 AP5
Channel 1 Channel 11 : Channel 6

Figure 8.13 WiF1 channel selection in an area.

Finally, the relationship of the three terms (spectrum, bands, and channels) that have
been introduced thus far is further clarified.

e The radio wave spectrum, the entire frequency range of radio (see Table 8.2), is
divided into a number of service bands for various communication/broadcasting
services. For instance, the service band of AM radio is 500-1500 kHz in the
United States (see Table 8.3 for another service band example).

e A particular service band is, then, further divided into multiple service channels.



For example, the service band of AM radio can be divided into many 10 kHz
channels for AM radio stations (see Figure 8.12 for another example of service
channels).

Exercise 8.3

Figure 8.14 is a hypothetical corporate network with several APs. It indicates that at
least one laptop computer is associated with each AP. Answer the following
questions based on the figure:

Firewall/router

S0/1 (To the Internet)

'

AP2  AP3

@@@

,:; {t|}j | {te1) {i‘}j @
AP5 (i
éﬁl’ﬂl El APGé BAP? &
H4 H5 S
Hé

Figure 8.14 A hypothetical corporate network.

What is the smallest number of SSID(s) the network can have?

How many BSS do you see in the network?

How many BSSIDs should the network have?

How many ESS do you see in the network?

Which AP can be in the repeater mode?

Can AP4 and AP5 use 802.11g and 802.11n concurrently? Why or why not?
How many subnets do you see in the enterprise network?

The company decides to use private IPs with 172.16.0.0/16 as the network ID.
Assuming that it uses the third octet to create subnets, assign subnet addresses
and allocate the last available IP address of each subnet to the router port. What
are [P addresses of router ports Fa0/0, Fa0/1, and Fa(0/2?

A A



9. Assign an IP address to H4 through H7 based on the subnet address. What are
they?

10. Assign a MAC address to H4 through H7, and also to the router’s LAN port
Fa0/1. What are they?

11. Based on the results so far, develop a correct switch table for S2, S3, and S4.
Include columns of MAC address, exit port, and VLAN in the switch table.

12. Assuming that the switch table for S2, S3, and S4 are completed, what happens
if H4 broadcasts an IP packet?

13. Assume that the subnet attached to the router’s Fa0/1 will be divided into two
data VLANSs for better traffic management. It is a logical decision because
SW3 and SW4 belong to two different business departments. Then, which
switch ports of S3 should be configured as trunk ports (refer to Section 7.8.2).

14. After creating the VLANSs, how many ESS do you see in the corporate network
if there is pairing of a subnet address and a VLAN ID?

8.9 Authentication and Association

8.9.1 Three-Stage Process

The relationship between a user station and an AP can be in one of three states: (1)
unauthenticated/unassociated, 2) authenticated/unassociated, and 3)
authenticated/associated (see Table 8.4). Prior to the exchange of data between an AP
and a host station, the two nodes should complete the authentication and association
process. This 1s intended for access control that prevents unauthorized hosts or people
from entering a WiFi LAN. For eventual binding, therefore, the two nodes should
undergo the three-step sequence for which several management frames are exchanged.

Table 8.4 Three Stages of Authentication and Association

Stage State Description

No relationship between a client station and an

1 Unauthenticated/Unassociated AP

2 Authenticated/Unassociated
e The client is authenticated by the AP.

e For this, the client submits an
authentication frame to the AP.

e At an enterprise, there is generally a
designated authentication server. This
centralized control of WiF1 access
improves network security.



3 Authenticated/Associated e Upon successful authentication, the client

sends an association request frame to the
AP.

e The AP’s association response completes
the binding.

o At this stage, other options including
security and data transmission rate are
finalized.

8.9.2 Authentication Methods of a Station

There are different options available to authenticate a client station, each with its own
pros and cons. Among them, open authentication, pre-shared key authentication, and
authentication server solutions are explained. Open authentication and pre-shared key
authentication of client stations are performed by the AP. In the authentication server
approach, the authentication is handled by a designated server and the AP’s role is
reduced to the relay of authentication frames between the server and host stations.

8.9.2.1 Open Authentication

Open authentication uses SSID for authentication. In this mode, a client station
furnishes such basic information as its MAC address and SSID to a target AP to
request authentication. The AP responds with either success or failure, making the
authentication a two-step process. For this mode of authentication, communicating
nodes can be pre-configured with an SSID so that the AP’s periodic broadcasting of
the SSID is turned off.

Station with a 1. Authentication request (SSID) Access point
shared key - with a
(e.g., 128 bits) = 2. Authentication response shared key

(e.g., 128 bits)
3. Association request

. ()

4. Association response

5. Data flow: Frames encrypted

with a shared key
< =

Figure 8.15 Two-way open authentication (steps 1 and 2).

Open authentication uses clear text, making it easy to intercept with a software tool,
and thus it i1s not a serious form of authentication. With open authentication, both
parties (i.e., client and AP) may be pre-programmed with a pre-shared secret key to
encrypt data exchanged after authentication, but the encryption function is not utilized
for initial authentication (see Figure 8.15).



8.9.2.2 Pre-shared Key Authentication

To authenticate user stations, a pre-shared secret key of a certain length (e.g., 128 bits)
is used. The pre-shared key may be derived from a user-provided
password/passphrase, which is stored in the client nodes and AP to avoid reentries.
With the direct derivation of the pre-shared key, choosing a strong
password/passphrase is important to make it difficult to break the pre-shared key.

The pre-shared key—based authentication requires four-way communications, unlike
the open authentication’s two-way request and response cycle. First, when a client
station initiates an association request to an AP, the AP sends a random challenge text
back to the requesting station. Then, the client station encrypts the challenge text with
the pre-shared secret key and returns the encrypted challenge text back to the AP. On
receiving it, the AP validates the encrypted text and determines the client’s eligibility
to grant an association.

This seemingly secure authentication method has a weakness because hackers can
recover the shared secret key by monitoring the traffic. To make it much more difficult
to recover the pre-shared key, current WiFi standards use technology where, once a
client is authenticated, the pre-shared key does not stay the same but is dynamically
changed (for more details, see Chapter 12).

1. Authentication request
Station > Access point

with a shared key : with a shared ke
) 2. Challenge text (plain text Y
(e.g., 128 bits) - gs et (o texd) (e.g., 128 bits)

(92)

3. Challenge text encrypted
with a shared secret key

4. Authentication response
-

Figure 8.16 Four-way shared-key authentication.

The general procedure of the pre-shared key authentication is shown in Figure 8.16.
The four-step procedure replaces the two-step open authentication (steps 1 and 2) in
Figure 8.15.

8.9.2.3 Authentication Server

Many organizations deploy a central authentication server to manage the
authentication process. Such protocols as Remote Authentication Dial in User Service
(RADIUS) and Terminal Access Controller Access-Control System Plus (TACACS+)
are used to manage communications between an authentication server and an AP that
forwards authentication requests coming from client stations. Besides the
authentication of WiFi clients, the server can handle other security-related functions
such as the authorization of remote access through dial-in or through the virtual private
network (VPN) link over the Internet (see Figure 8.17).
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Figure 8.17 Authentication of WiFi stations with RADIUS.

8.9.2.4 Additional Notes on Security

In addition to authentication, an AP may come with another layer of security that
filters client devices or device users based on such additional information as the
destination IP address, protocol in the data field, Transmission Control Protocol
(TCP)/User Datagram Protocol (UDP) port, and MAC address. Also, an AP may be
configured to turn off application services deemed unnecessary. For example, if a
corporation does not allow such application services as Telnet (for remote access) or
FTP (for remote file transfer), they should be disabled by APs. As a final note, using
data encryptions in WiFi should be mandatory unless it is for public usage (e.g., store
visitors). In addition, any WiFi open for guest access should be completely disengaged
from the production network of a corporation.

Exercise 8.4

There are various tools that can find WiFi LANs around your place. In this exercise,
we take advantage of two programs: Vistumbler (www.vistumbler.net) as an open
source program and the command mode utility program, netsh, available on
Windows.

1. Download a recent version of Vistumbler (as shown in Figure 8.7), and activate
it. Search hotspots around your place and answer questions. You can sort data
—in both ascending and descending orders—by clicking on a column label.

a. What are the radio frequency channels used?

b. How many BSSIDs do you see?

c. What are popular security (or privacy) standards for authentication and
encryption?


http://www.vistumbler.net

d. Which 802.11 standards can you observe and what is the most prevalent?
Is any WiF1 network running on the ad hoc mode?
f. Discuss how can an IT admin use the program to better protect a WiFi
network from potential threats?
g. Among the different types of information captured by Vistumbler, which
may be particularly useful to an attacker?
2. This time, you are to use the command mode utility program, netsh, on
Windows. Among its available commands are
C:\netsh
C:\netsh>wlan
C:\netsh wlan>show interfaces
C:\netsh wlan>show networks
C:\netsh wlan>show networks mode=Dbssid.

o

Using the netsh commands, answer the Vistumbler questions to the extent possible.

8.10 WiFi Standards

Several WiF1 standards have been introduced by IEEE, and these standards, including
legacy ones (i.e., 802.11a and 802.11b), are summarized in Table 8.5. Currently, the
802.11n and 802.11ac standards dominate the marketplace. 802.11n and 802.11ac are
much different from the legacy WiF1 standards, and thus, their distinctive features are
explained here.

WiF1 standards have different rated speeds, maximum speeds that can be
theoretically achieved under ideal conditions. There is, however, a considerable gap
between rated speeds and actual throughputs that we experience. For example,
although 802.11n’s rated speed is more than 100 Mbps, its actual throughput is
typically less than 50 Mbps, varying greatly depending on the setup.

There are various factors that contribute to the significant gap between rated speeds
and actual throughputs of WiFi standards:

e Sharing of channel capacity by multiple hosts within a BSS
¢ Distance between an AP and associated hosts

e Number of client hosts associated with an AP

e Signal attenuation (or weakening)

e Waiting time necessary to prevent transmission collisions (see MAC in Section
8.6.1)
e Required acknowledgments of delivered frames

Table 8.5 WiFi Standards

Status IEEE Standards Rated Speeds



Legacy 802.11b 11 Mbps

802.11a 54 Mbps
On the path to legacy 802.11g 54 Mbps
Current 802.11n 100—-600 Mbps
802.11ac Up to 1.3 Gbps

8.10.1 IEEES802.11n

802.11n 1s intended to offer wired LAN-like performance as high data rates are critical
for transporting multimedia data such as high-quality videos. 802.11n builds on the
legacy 802.11 standards, and this backward compatibility allows their coexistence.
Some of the key features that differentiate 802.11n from the legacy standards are
summarized here.

8.10.1.1 Throughput Modes

Unlike the legacy standards in which each link between an AP and a client gets 20
MHz channel bandwidth, 802.11n supports two throughput modes: 20 and 40 MHz.
Designed to further enhance WiFi speeds, the 40 MHz mode uses channel bonding for
which two neighboring 20 MHz channels are combined to create a bigger pipe. In
developing hardware/software for 802.11n, the vendor support for the 20 MHz
throughput mode is mandatory, but that for 40 MHz remains optional.

8.10.1.2 2.4/5.0 GHz Bands

While the legacy standards utilize one frequency band (e.g., 2.4 GHz band for
802.11g), 802.11n can take advantage of both 2.4 and 5.0 GHz bands either
concurrently or non-concurrently. Assuming that there are two antennas on a device,
the dual-band technology allows that one antenna transmits data on a 2.4 GHz
frequency channel and the other on a 5.0 GHz channel.

If two 2.4 and 5.0 GHz frequency channels can be used concurrently, it is
concurrent dual-band transmissions. If two antennas alternate 2.4 and 5.0 GHz
channel usage, then it becomes non-concurrent dual-band transmissions. The 5.0 GHz
band is much less crowded than the 2.4 GHz band and thus less subject to signal
interferences.

8.10.1.3 Single-User MIMO

The traditional standards (i.e., 802.11a, 802.11b, and 802.11g) rely on single input,
single output (SISO) technology in which one data stream flows between two nodes
(e.g., client host and AP) through a 20 MHz channel of either 2.4 or 5.0 GHz band.

On the other hand, 802.11n supports both traditional SISO and MIMO



transmissions. As a radical shift from the SISO paradigm, 802.11n’s MIMO supports
up to four simultaneous data streams between two devices (e.g., AP and laptop client).
As multiple data streams (also called spatial streams) are established between two
nodes, it is also known as single-user MIMO. The multipath propagation of data
streams considerably increases overall bandwidth.

To achieve single-user MIMO, 802.11n-enabled client WNICs and APs come with
multiple antennas (see Figure 8.18). Each antenna transmits and receives an
independent data stream between two communicating nodes. That is, concurrent flows
of four data streams require four antennas.

Currently, the majority of 802.11n-ready APs and computers sold in the marketplace
have two or three antennas, supporting fewer data streams and lower speeds than the
maximum capacity possible. Remember that 802.11n only supports single-user MIMO.
That is, within a BSS, only one client is allowed to exchange data (through multiple
data streams) with the AP at a time.
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Figure 8.18 SISO, single-user MIMO, and multi-user MIMO.
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8.10.1.4 QoS Support

802.11n supports the QoS standard (IEEE802.11e) so that client stations with time-
sensitive data are given a higher priority in network access to prevent transmission
delays.



8.10.2 IEEES802.11ac

802.11ac is the latest WiFi standard and has notable technical advancements. The
enhanced features enable 802.11ac to achieve throughputs considerably higher than
that of 802.11n, theoretically as high as 8Gbps. In practice, however, vendor products
are expected to support rated speeds anywhere from 500 Mbps up to 1.3 Gbps. To
achieve the very fast data rates, standards in both physical layer (e.g., new modulation
and encoding techniques) and MAC of the data link layer have been updated from
those of 802.11n. Some of the changes are summarized here.

8.10.2.1 5.0 GHz Band

802.11ac utilizes only the 5.0 GHz band, which is less crowed and thus risks less
interferences than the 2.4 GHz band. The 5.0 GHz band also supports more
nonoverlapping 20 MHz channels (e.g., 25 in the United States) than 2.4 GHz (e.g., 3
in the United States, see Figure 8.12) enabling greater flexibility in WiF1i network
design and improved performance. 802.11ac is backwards compatible and thus can
coexist with other 802.11 devices running on the 5.0 GHz unlicensed band.

8.10.2.2 Throughput Modes

802.11ac supports various channel speeds including 20 and 40 MHz for backwards
compatibility, and 80 and 160 MHz for faster throughputs. 802.11ac-compliant
hardware/software devices are required to support 20, 40, and 80 MHz throughput
modes, but support for 160 MHz remains optional.

Remember that in 802.11n, the 40 MHz throughput mode is created by bonding two
neighboring 20 MHz frequency channels. 802.11ac, therefore, extends 802.11n further
by allowing the formation of the larger 80 MHz pipe through the aggregation of four
20 MHz basic channels (and thus achieving much faster speeds).

Capitalizing on the several channel options, 802.11ac-enabled APs can switch the
channel size dynamically on a frame-by-frame basis to utilize available network
capacity more efficiently. For example, an AP initially exchanging frames with a client
node based on a 20 MHz channel can add an idle 20 MHz channel next to it to grow
the overall bandwidth to 40 MHz, thus forming a 40 MHz channel. This way, 40 MHz
channel bandwidth can dynamically grow to 80 MHz through the bonding with the
next channel of 40 MHz if it is not in use. The channel bonding introduced by 802.11n
simply becomes more flexible under 802.11ac.

8.10.2.3 Multi-user MIMO

802.11ac introduces multi-user MIMO for the first time. In MU-MIMO, multiple
nodes transmit and receive data streams concurrently (see Figure 8.18c). Whereas
802.11n (single-user MIMO) supports up to four data streams within a BSS, 802.11ac
can have up to eight simultaneous data streams in either single-user or multi-user
environment.



With eight spatial streams, an AP can exchange frames with up to four different
client hosts concurrently. To make this possible, 802.11ac (and 802.11n as well) uses
beamforming technology, which concentrates data signals on each of the targeted
device instead of radiating them out into the atmosphere as legacy 802.11 standards
do.

The bandwidth available on a WiFi network is proportional to the number of spatial
streams utilized. For example, the AP supporting eight spatial streams, each with 20
MHz bandwidth, attains the transmission speed eight times faster than the AP relying
on a single data stream of 20 MHz (e.g., 802.11g). That is, 802.11ac (with up to eight
data streams) effectively doubles the throughput of 802.11n (with up to four data
streams).

In the single-user environment, however, establishing eight spatial streams between
two nodes (e.g., AP and laptop client) requires eight antennas in each node, which is
somewhat costly and thus less practical. So, practically most APs are expected to use
MU-MIMO for simultaneous data exchanges with several client hosts (see Figure
8.18c).

In concluding the section, a question remains as to “Does the traditional MAC of
CSMA/CA and RTS/CTS apply to standards that support MIMO?” The answer is yes
but details of CSMA/CA and RTC/CTS have been further extended to accommodate
the technology advancement. Basically, MAC works at the 20 MHz channel level.
That is, when 802.11ac dynamically grows its transmission capacity by fusing next
idle channels (e.g., 20-40 MHz), the MAC mechanism applies to each 20 MHz
channel to detect its availability (Table 8.6).

Table 8.6 Comparison of WiFi Standards

Features 802.11g 802.11n 802.11ac
Frequency bands (unlicensed) 2G§Iz 2.4 and 5.0 GHz 5.0 GHz
Channel bandwidth options (in 20 (mandatory) 40, —and 80
20 . (mandatory) 160
MHz) 40 (optional) )
(optional)
No. of concurrent data (or up to 4 up to 8

spatial) streams supported

N/A Single-user
(SISO) MIMO

No. of clients concurrently 1
supported by an AP

MIMO-support Multi-user MIMO

1 up to 4

8.11 WiFi Mesh Network (IEEE802.11s)



The WiFi mesh (shortly Wi-Mesh) network runs on WiFi standards, but it covers a
considerably larger territory (e.g., metropolitan area) using mesh networking of APs
(frequently called mesh points) (see Figure 8.19). In traditional WiFi, APs are typically
connected to a wired network through such devices as Ethernet switches because they
lack routing capability.

Server points

Ethernet (mesh
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i

Figure 8.19 Wi-Mesh networks at an enterprise and in a city.

The uniqueness of Wi-Mesh is that mesh points can route frames among themselves
and thus they do not need to depend on the wired LAN for packet propagation. They
use their own routing capacity—a transportation mechanism similar to switching—to
relay frames to a particular mesh point attached to a wired network. Depending on the
circumstance, mesh points intelligently figure out the best possible route to avoid slow
or troubled mesh points in relaying frames. With the relay function between mesh
points, only one or a few mesh points need to be cabled to a wired network.

The Wi-Mesh network is, thus, a good technology choice when a place (e.g.,
building, campus) lacks wired network infrastructure. As it does not require hardwire
connectivity to every mesh point, Wi-Mesh can cover a much larger area (e.g., city)
than the traditional WiFi can. With its late arrival, however, the biggest drawback of
Wi-Mesh has been that the routing technology has not been standardized, forcing an
adopting organization to be locked in to a particular vendor’s products. Recognizing
the increasing popularity of Wi-Mesh, IEEE issued a standard routing protocol,
802.11s, for Wi-Mesh networking.

Wi-Mesh is expected to compete with WiMax (or IEEE802.16), a fixed broadband
wireless standard designed to cover metropolitan areas (up to 30—40 miles). The
announced speed of WiMax is at around 70—100 Mbps, considerably faster than Wi-
Mesh’s 11-54 Mbps. WiMax can provide interconnectivity between WiFi networks.
The WiMax standard, however, is not compatible with WiFi as Wi-Mesh is. Given the
huge popularity of WiFi standards, this lack of compatibility is a main drawback of
WiMax despite its notable strength in bandwidth. With both pros and cons of WiMax
and Wi-Mesh, the jury is still out on which technology is going to ultimately prevail.



8.12 WiFi Home/SOHO Network

In this section, we take an in-depth look at the implementation details of WiFi at home
and SOHO and its connectivity to the Internet. These days, most home networks are on
WiFi as computers come with a built-in WNIC. The WiFi home/SOHO network is
generally composed of a broadband modem (e.g., DSL or Cable Modem), a wireless
access router as an intermediary device, and end stations such as laptops, tablet
computers, and smart phones. Figure 8.20 demonstrates a general arrangement of the
WiF1 network and structural details of the wireless access router.
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Figure 8.20 WiF1 home/SOHO network and wireless access router.
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8.12.1 DSL/Cable Modem

The DSL/Cable modem, as a physical layer device, is similar to the traditional dial-up
modem 1n its functionality. The modem provides conversion between digital and
analog signals (refer to Section 4.2.3). More specifically, it translates computer/router-
generated digital signals to analog signals for transmissions over the phone (for DSL)
or coaxial (for Cable) line. The modem also converts incoming analog signals back
into digital signals, and forwards them to a router/computer. Generally, the UTP cable
is used for connectivity between the DSL/Cable modem and the wireless access router.

8.12.2 Wireless Access Router

The majority of wireless access routers combine switch, router, and AP functions
altogether for home networking. The particular product—not an actual model—shown
in Figure 8.20 has four Ethernet switch ports and a WAN port to link the Cable/DSL
modem. Key functions commonly incorporated into the wireless access router are as
follows:

e Router function to access the Internet through an ISP network. The router (as a
border router) connects two different subnets: (1) a home network and (2) a WAN



subnet that links the home router to an ISP’s router. The ISP’s Dynamic Host
Configuration Protocol (DHCP) server provides a dynamic, public IP address to
the home network, thus becoming the IP address of the WAN router port.

e FEthernet switch function to enable connectivity between wireless and wired hosts
at the home network.

e Wireless AP function for wireless/mobile stations (e.g., smart phones).

e [nternal DHCP server function to provide temporary, private IP addresses to the
home network’s internal nodes. As explained, private IP addresses are not
routable over the Internet and its usage is limited to the residential LAN.

e Network address translation (NAT) function for internal nodes (e.g., laptop,
tablet, smart phone) to share a single public IP address offered by the ISP’s
DHCP server (see Section 5.6.4).

e Other optional functions including firewall and DNS.

192.168.1.5
 —
& 0 DHCP server = 192.168.1.1
] DNS server = 192.168.1.1
192.168.1.4
E L] Default gateway = 192.168.1.1
Access —
e DHCP
192.168.1.3 i server
) o DNS Cable/DSL
“ . e modem
&b &> ISP
192.168.1.2 4 NAT > WA [poRe
o ' 123.45.67.89/24
$ ' Router
Ethernet
switch

Residential LAN:

R :
192.168.1.0/24 LAN port: IP - 192.168.1.1, MAC - 1234.ABCD.1111

Figure 8.21 Wireless access router—Logical view.

Figure 8.21 demonstrates logical relationships among the technical components of the
wireless access router. Implementing several intermediary device functions (i.e., AP,
Ethernet switch, and router) in one physical unit makes sense because, unlike the
corporation network that contains a large number of client and server hosts and
handles much network traffic, the home network is much smaller in scale, generally
composed of only a few hosts, and thus does not justify the separation of device
functions.

8.12.3 IP Configuration



Figure 8.21 also demonstrates a scenario of [P address assignment to a home network:

F’" C:\Windows\system32\cmd.exes
Physical Address. . . . . . . . . = B8-1B-9E-28-A9-71

DHCP Enabled. . . . . . . . - . . = Yes

Autoconf iguration Enabled . . . . f Yes
Link-local IPv6 Address . . . . . = :20ed:834d:aBe8:cVeSx?(Preferredd
IPvd Address. . & & @ & & =« o« = o = 68.1.4{Preferred?

Subnet Mask - . = = = = = &« = = = 2 3 -255.8

Lease Obtained : , Pebruary 85, 2809 1@:55:58 PM
Lease Expires . . =« = = + =« =« = - = Monday. February 8%, 2069 2:21:84 PH
Default Gateway : 192.168.1.1

DHCP Server : 192.168.1.1

DHE Servers . . . . . « « - - - - = 192_168.1.1

MetBIOS over Tepip : Enabled

Figure 8.22 IP configuration of home network.

e The home network is given a network address of 192.168.1.0/24. All node
addresses on the 192.168.1.0/24 network are therefore private IPs that cannot be
used for packet routing over the Internet.

e The WAN port is on a different subnet (123.45.67.0/24) and is given an IP
address of 123.45.67.89.

e The wireless access router has an internal LAN port with an IP address of
192.168.1.1 and a MAC address of 1234.ABCD.1111. The LAN port is invisible
to us, but it internally ties the router to the Ethernet switch. The router’s LAN port
(192.168.1.1) therefore becomes the default gateway of hosts at the home
network.

e The router has a DHCP server that allocates private IPs to internal nodes. The IP
address (123.45.67.89) that publicly represents the home network is provided by
the ISP’s DHCP server.

e The router has a DNS server that stores hostnames in the home network and their
corresponding IP addresses.

e The router has the NAT function that translates non-routable private IPs to the
public IP address (123.45.67.89).

The screenshot of the laptop (192.168.1.4) in Figure 8.22 summarizes the IP
assignment in which the router’s LAN port (192.168.1.1) becomes the default gateway
and, at the same time, the same IP address is shared by the DHCP and DNS servers.

Exercise 8.5

Certain ISPs offer a router bundled with a DSL/Cable modem. Then, there are two
intermediary nodes at a home network: (1) a router with a built-in DSL/Cable
modem and (2) a wireless access point with the Ethernet switch function built in.
Under this scenario, redraw Figure 8.21 to reflect the changed setup and reassign IP



addresses to the router’s LAN and WAN ports.

8.12.4 Case: Wireless Access Router Configuration

This case based on an actual product demonstrates WiFi configuration options
generally available on the wireless access router for home networks. The access router
comes with a Hypertext Transfer Protocol (HTTP) server—in addition to the DHCP
and DNS servers—so that its OS can be accessed through a web browser for
configuration. In this example, all servers including the HTTP server installed in the
router share the IP of 192.168.1.1. The HTTP server is accessed with
“http://192.168.1.1:80” or simply “http://192.168.1.1” from a client’s web browser.

In the Wireless Settings screen (see Figure 8.23), it indicates that the SSID is SHIN
and uses channel 1 of the 2.4 GHz band. Then, we can choose a security option [e.g.,
disable, Wired Equivalent Privacy (WEP), WPA-Personal, WPA2-Personal] to protect
(or not to protect) the network. When WEP is chosen, the secret key value derived
from Shared Secret (see Figure 8.23) remains static leaving it highly vulnerable to
hacking, and thus should be avoided. The identical Shared Secret is also configured on
other WiFi clients so that the secret key values derived by all WiF1 nodes match.

When a more advanced WPA2-Personal is chosen, you define the Key Renewal time
(e.g., 600 s). In WPA2-Personal (and WPA-Personal as well), the secret key value
derived from Shared Secret is dynamically changed according to the Key Renewal
interval, making it much more resistant to hacking than WEP. A shorter Key Renewal
interval makes a WiFi network more secure, but puts more work on the AP. AES is the
encryption technology utilized by the WPA2-Personal standard. More on the security
standards are explained in Chapter 12. Finally, as an additional security measure, the
wireless router offers Connection Control List in which MAC addresses allowed to
associate with the AP are specified.

Exercise 8.6



Wireless Network Mode: | N.Only v
Wireless Channel: 1-2412GHz  ~
Multiple BSSID: Enabled '® Disabled
SSID SSID Name SSID Broadcast
SSID1 SHIN Enabled -
Security Settings
Select SSID: SHIN -
Wireless Isolation (between SSID w/o VLAN): @ Enable Disable
Security Mode: WPA2-Personal v
Wireless Isolation (within SSID): ® Enable Disable
Encryption: AES
Shared Secret: 123456789
Key Renewal: 600 | seconds
Connection Control

Prevent following MAC addresses from connecting to wireless network.
e Allow only following MAC addresses to connect to wireless network.

Connection Control List

Wireless Client List

MAC 01: B8:FF:861:1F:71:0C
MAC 02: 00:08:CA:C4:61:17

MAC 03: 48:5A:B6:89:78:B0

MAC 11: 00:00:00:00:00:00
MAGC 12: 00:00:00:00:00:00

MAC 13: 00:00:00:00:00:00

Figure 8.23 Configuration of wireless access point.
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Figure 8.24 Router configuration.

The screenshot in Figure 8.24 summarizes “router settings” of a wireless access
router. Answer the following questions referring to Sections 8.12.2 and 8.12.3. Hint:
The Internet port is the router’s WAN port.

1. What is the router’s public IP address that represents the home network to the
Internet?

Who provides the public IP address of the WAN port?
What is the subnet address of the public IP address?
Can you find out the address of the ISP’s DHCP server(s)?

What are the addresses of the ISP’s DNS servers that provide mapping between
IPs and host names?

What is the subnet address of the home network?
. What should be the default gateway address of home computers?

8. Given the subnet address of the home network, how many hosts can be
assigned an IP address?

9. Does the access router rely on NAT? Why or why not?
10. Does the access router have an internal DHCP server?

ARl

= o

Exercise 8.7
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Figure 8.25 A hypothetical small business network.

Think of the following small business network with wireless and wired network
segments (see Figure 8.25). The IT administrator wants that business guests can
access the Internet, but not the workstations and server on the wired LAN. Discuss
what the IT administrator can do, assuming that all options are open. There could be
multiple solutions. Hint: Think of solutions in terms of deploying additional routers
to further segment the network, planning a new subnet scheme, deploying new
VLAN:Ss, configuring the routing table, adding additional Internet lines, and others.

Chapter Summary

e Just as other LAN standards (e.g., Ethernet), WiFi runs on the data link and
physical layers. WiFi functions of a host are implemented on the WNIC.

e Two different approaches are available in setting up the WiFi network: ad hoc
mode and infrastructure mode.

e The SSID is a unique name of a WiFi1 LAN and is configured on APs.

e The BSS is the smallest building block of a WiFi LAN. In ad hoc mode, it takes
minimum two stations. In infrastructure mode, it needs at least one host station
and one access point.

e The ESS consists of multiple BSS, each with an access point and associated host
stations.



e CSMA/CA and RTS/CTS are two different MAC mechanisms used to avoid
collisions in data transmissions.

e WiFi uses three different frame types to exchange user data and conduct
supervisory/control functions (e.g., authentication): data frames, management
frames, and control frames.

e The relationship between a user station and an AP can be in one of three states:
unauthenticated/unassociated, authenticated/unassociated, and
authenticated/associated.

e WiFi uses three different approaches to authenticate client stations: open
authentication, pre-shared key authentication, and authentication server.

e Several WiFi standards have been introduced by IEEE including legacy ones (i.e.,
802.11a, 802.11b, and 802.11g). Currently, the 802.11n and 802.11ac products
dominate the marketplace.

e MIMO is a WiFi technology that allows concurrent delivery of several bit-
streams within a BSS, while SISO (or single input single output) used by 802.11a,
802.11b, and 802.11g allows only one bit-stream.

e Depending on the IEEE standard, the access point can support MIMO in either
single-user mode (for IEEE802.11n) or multi-user mode (for IEEE802.11ac).

e The WiFi mesh network runs on WiFi standards, but it can cover considerably
larger territories (e.g., metropolitan area) using mesh networking of APs—
frequently called mesh points. Mesh points can “route” frames, and thus they do
not need to depend on the wired LAN for packet propagation.

e The WiFi home/SOHO network is generally composed of a broadband modem
(e.g., DSL/ Cable Modem), host stations, and a wireless access router that bundles
router, switch, and access point functions.

Key Terms

ad hoc mode

AP bridge mode

AP repeater mode

association

authentication

authentication server

band

basic service set (BSS)

basic service set identifier (BSSI)
broadband modem

Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA)
cell

channel

channel bonding



clear to send (CTS)

concurrent dual-band transmission

control frame

data frame

Direct Sequence Spread Spectrum (DSSS)
extended service set (ESS)

Federal Communications Commission (FCC)
Frequency Hopping Spread Spectrum (FHSS)
IEEE802.11

IEEE802.11n

IEEE802.11ac

IEEE802.11¢

IEEE802.15

IEEE802.16

“industry, scientific, and medical (ISM) band”
infrastructure mode

management frame

master controller

mesh point

microwave

multi-input multi-output (MIMO)

multi-user MIMO

non-overlapping channel

open authentication

peer-to-peer mode

pre-shared key (PSK) authentication

radio spectrum

radio wave

Remote Authentication Dial in User Service (RADIUYS)
request to send (RTS)

service band

service channel

service set identifier (SSID)
single-input-single-output (SISO)

single-user MIMO

spectrum

Terminal Access Controller Access-Control System Plus (TACACS+)
thick access point (AP)

thin access point (AP)

WEP

WiFi direct



wireless access point (AP)
wireless access router
wireless mesh network
WPA-Personal
WPA2-Personal

Chapter Review Questions

1. Which statement CORRECTLY describes the IEEE&02.11n standard?

A.
B.

C.
D.

E.

Its rated speed is less than 10 Mbps.

With channel bonding, a 2.4 GHz channel and a 5.0 GHz channel can be
combined to create a larger channel.

It uses a single antenna to achieve the MIMO mode.
It does NOT support QoS as all frames get the same priority.
The dual-band transmission can use both 2.4 and 5.0 GHz concurrently.

2. What is the key difference between the BSS and the ESS?

mo 0w

et
>
5

moQwp

Number of clients

Number of servers

Number of overlapping channels available
Number of access points

Number of wireless switches

AP may be in the regular AP mode or in the mode.

firewall
modem
router
repeater
. switch

4. Wlth the protocol activated, when a user station wishes to transmit
data, it has to obtain the AP’s permission.

mo 0w

Carrier Sense Multiple Access/Collision Avoidance + Acknowledgment
Carrier Sense Multiple Access/Collision Avoidance

Carrier Sense Multiple Access/Collision Detection

Request to Send/Clear to Send

. Carrier Sense Multiple Access/Collision Detection + Acknowledgment

5. When an AP issues an acknowledgment of a frame it receives, the
acknowledgment is delivered in a frame.

Saow>

control
data
beacon
supervisory



10.

11.

E. management

Which function is generally NOT built into the wireless access router designed
for home networking?

A. wireless access point

B. Ethernet switch

C. DHCP server

D. network address translation
E. CSU/DSU

The 2.4 GHz band supports nonoverlapping channels in North
America.

Al
B. 3
C. 7
D. 11
E. 2

. Which is CORRECT regarding the IEEE802.11 standard?

A. At an enterprise network, the router translates WiFi frames into Ethernet
frames.

B. With 802.11n, multiple client stations can exchange data with an AP
concurrently.

C. The pre-shared key authentication uses SSID for authentication.

D. At a home network, the pre-shared key 1s derived from the
password/passphrase.

E. The AP acts as a router in the infrastructure mode.

IEEE802.11 supports at least two different solutions to authenticate user stations:
open authentication and authentication.

A. pre-shared key

B. closed key

C. public key

D. private key

E. dynamic key
Bluetooth is a popular wireless standard for the

A. MAN

B. PAN

C. WAN

D. LAN

E. Enterprise network
There are two unlicensed bands used for WiFi: 2.4 GHz (ranging 2.4-2.48 GHz)
and 5.0 GHz (ranging 5.20-5.85). Which statement is CORRECT?

A. The bandwidth of the 5.0 GHz band is roughly four times larger than that of
2.4 GHz.



12.

13.

14.

15.

16.

D.

E.

The bandwidth of the 2.4 GHz band is roughly eight times larger than that of
5.0 GHz.

The bandwidth of the 2.4 GHz band is roughly four times larger than that of
5.0 GHz.

The bandwidth of the 5.0 GHz band is roughly eight times larger than that of
2.4 GHz.

The bandwidth of the 2.4 GHz band is roughly equal to that of 5.0 GHz.

How can laptops associated with an AP avoid transmission collisions?

A.
B.
C.
D.

E.

Using electronic tokens

Using the spread spectrum technology

Using random back-off time even when the network is quiet
Using a collision detection mechanism

Using the first-come-last-served approach

Key functions of the AP do NOT include:

A.
B.
C.

D.

E.

Frame conversion primarily between WiFi and Ethernet.
Authentication of host stations attempting to join a WiFi network.

Dynamic allocation of radio transmission channels to neighboring wireless
access points.

MAC to prevent collisions.
Data encryptions for secure communications with clients.

Which i1s ACCURATE?

MmO 0w

authentication request—control frame
association request—management frame
acknowledgment—data frame
RTS/CTS—management frame

. beacons—data frame

Wthh is a CORRECT statement on the WiFi technology?

A.
B.

C.
D.

E.

The Wi-mesh network uses routers for frame routing.

The wavelength of radio waves as the WiFi medium is primarily measured
in GHz.

Radio waves used for WiFi are in the frequency range of microwaves.
WiFi uses the ring topology to deploy APs.
WiFi uses licensed frequency ranges of the radio spectrum.

Which is NOT true regarding the IEEE802.11 standard?

A.

B.

In North America, 11 channels are defined within the 2.4 GHz frequency
band.

In North America, channels 1, 6, and 11 are nonoverlapping channels of the
2.4GHz frequency band.

An AP may periodically broadcast the beacon frame to announce its
presence and it may include SSID.

The ad hoc mode is more popular than the infrastructure mode in



implementing WiFi at a university campus.
E. Binding between a user station and an AP is called association.
17. Sometimes, the is all it takes for a host station to join a WiFi network.
A. digital certificate
B. public key
C. digital signature
D. service set identifier
E. beacon
18. The MAC layer of IEEE802.11 conducts the following functions, EXCEPT
A. maintaining communication reliability using acknowledgments.
B. controlling access (transmission) to the shared radio channel.
C. protecting frames with encryption.
D. authenticating client stations.
E. choosing a transmission channel randomly.
19. Select a CORRECT statement of the IEEE802.11n standard.
A. It uses CSMA/CD to control data transmissions by host stations.
B. It supports only single-input-single-output between an AP and a client.
C. It works only in the 2.4 GHz band.
D. It mandates RTS/CTS for media access control.
E. It supports QoS to deliver time-sensitive frames without delays.
20. The technical details of WiF1i are defined at the
physical layer only
physical and data link layers only
physical, data link, and internet layers only
physical, data link, internet, and transport layers only
physical, data link, internet, transport, and application layers

mo0w>



9 Wide Area Network

9.1 Introduction

The wide area network (WAN) link spans a state, a nation, or across nations, covering
geographically much larger areas than the local area network (LAN) does. Unlike the
LAN installed by a business, university, or government organization, the WAN
infrastructure is owned and maintained by carriers (or common carriers) to provide
WAN services to the general public. Traditional telephone companies (or telcos) and
Internet Service Providers (ISPs) offer various voice/data services to individuals and
businesses.

WAN services offered by carriers are generally regulated by the government. In the
United States, for example, the Federal Communications Commission (FCC) as an
independent agency of the US government regulates carriers that offer interstate and
international WAN services. These carriers have the right-of-way to install networks
necessary to offer WAN services to clients. Remotely disp