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Preface

Traditionally, a traffic flow is transmitted on a single channel. However, for the
last decade, we have witnessed a fast improvement in the flexibility of channel
utilization. Indeed, with the assistance of the channel aggregation (CA) and channel
fragmentation (CF) techniques, more and more communication systems are able to
support traffic flow transmissions on multiple channels or on a segmentation of a
channel.

In this book, the impact of CA and CF on traffic flows is studied via analyt-
ical models, computer simulations, and test-bed implementations. In Chap. 1, we
introduce the concept of CA and CF and summarize the existing research articles
and communication protocols that are related to them. In Chap. 2, we review the
basic concept and calculation of Markov chains, which are used as the analytical
tool for modeling the communication systems in this book. Chapter 3 elaborates the
modeling process of the system with CA and CF in the simplest scenario, where
there is one type of users with one type of flows in the system. Chapter 4 presents
the analytical process in a cognitive radio network, which is a typical system that
has multiple types of users. Besides, in Chap. 4, simulation approaches are also
explained in detail. To study the behavior of a real and operational system with
CA and CF, Chap. 5 presents a test-bed implementation of such a system.

The book can serve as a reference for graduate students who are interested
in CA and CF techniques, and who aim at obtaining better comprehension of
the performance benefits when such techniques are employed for traffic flow
transmission. The book can also be interesting to students who would like to learn
the modeling process via Markov chains for performance evaluations. Indeed, the
book provides a step-by-step guidance for Markov chain modeling and simulation,
which does not only apply to the communication systems introduced in this book,
but can also be used as a powerful analytical tool in other areas.

Grimstad, Norway Lei Jiao
August 2019
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Chapter 1
Introduction

With the rapid development of modern communication systems and electronics
technologies, spectrum utilization becomes more and more flexible and dynamic.
Traditionally, a traffic flow is sent within one communication channel. With the help
of channel aggregation (CA) technology, it is possible to adopt multiple channels
for transmitting one flow, while the channel fragmentation (CF) technology can
help divide one channel into multiple segments in order to transmit multiple flows.
Studies on CA and CF and their relevant topics are numerous. To indicate the
amount of the studies, we searched channel aggregation as the keyword in IEEE
Xplore, on January 20th, 2019, and found 1256 relevant articles. In this chapter, we
introduce the principle of CA and CF, and the concepts that are similar to them.
We also provide an incomplete survey of these techniques with the main focus on
cognitive radio networks1 (CRNs) [1].

1.1 Channel Aggregation and Related Concepts

CA [2, 3] is a technique that combines multiple channels for a single communication
event, instead of using merely one channel all the time. With the CA technique,
communication pairs could take advantages of adopting several neighboring chan-
nels, as well as the separated ones in the frequency domain, and utilize them
simultaneously for transmissions as if they are one integrated channel. There

1Cognitive radio (CR) is a software-defined radio with built-in intelligence that can detect available
spectrum opportunities in a wireless spectrum and adaptively adjust transmission parameters
to operate concurrently with existing systems. A CR normally does not own a communication
spectrum and thus needs to access channels belonging to other systems opportunistically. A CRN
is a communication network composed by CRs.

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2020
L. Jiao, Channel Aggregation and Fragmentation for Traffic Flows,
SpringerBriefs in Electrical and Computer Engineering,
https://doi.org/10.1007/978-3-030-33080-4_1
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2 1 Introduction

Fig. 1.1 Illustration of channel bonding and channel aggregation

are several terminologies and concepts that are similar to CA, such as channel
bonding [3, 4], carrier aggregation [5, 6], and channel assembling [7, 8]. We will
explain these concepts via the example shown in Fig. 1.1.

Figure 1.1 illustrates channel occupation at a particular time instant when two
channels can be utilized at the same time by one communication pair. Communi-
cation pairs combine two channels in two different ways. One is aggregating two
separated idle channels, like Channels 1 and 3, into one channel; the other is to
bond two neighboring idle channels, for instance, Channels 5 and 6, into one. Note
that neighboring channels can also be aggregated with the guard band being kept
in between. The key feature that differentiates CA from channel bonding is that the
former retains the channel’s identity in the spectrum domain [2]. In other words,
CA keeps the original channel structure in the spectrum allocation with a guard
band being applied between two neighboring channels, whereas channel bonding
merges adjacent spectrum as one channel, with the guard band between the original
neighboring channels being also integrated into it. Clearly, if the vacant channels
are neighboring to each other, channel bonding is able to utilize the integrated guard
bands for data transmission, although a larger guard band is required at the edges of
the bonded channel, as shown by Guard BandB in the same figure [3]. It is shown
that when channels are neighboring to each other, channel bonding, compared with
CA, is with less additional overhead and less complexity [2, 4].

The term channel assembling is utilized to refer to channel bonding and CA
collectively [4, 7, 8]. It is mostly used in scenarios where there are multiple channels
that have been utilized for one communication event, and where we do not need to
differentiate the physical layer details.

Carrier aggregation is similar to channel aggregation, and is mostly utilized in
the releases from the 3rd generation partnership project (3GPP) [5], and the research
articles in the same direction [6, 9–11]. The concept of carrier aggregation and its
terms and ways of operation are defined in detail in [5].

The core of the concept of CA, channel bonding, carrier aggregation, and channel
assembling, is to apply multiple frequency resources to one communication event.
As mentioned before, this concept has been extensively studied in the last 10 years
via proposed medium access control (MAC) protocols and dynamic spectrum access
strategies [7, 12–14] for improving system performance. In addition, this technique
has also been applied in many recent communication standards, such as LTE-A [15],
the 802.11 family (e.g. 802.11n/ac) [16], 802.22 [17], and 5G [18].
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Fig. 1.2 Illustration of channel fragmentation together with channel aggregation

1.2 Channel Fragmentation Together with Channel
Aggregation

As opposed to CA that allows a communication pair to use multiple channels
at the same time, CF [19] is a technique that enables a communication pair to
access a portion of a channel for transmission purpose. The concept is similar
to multiplexing in the frequency domain, and is particularly useful for cognitive
radios (CRs) when the spectrum band is significantly larger than the spectrum that
one CR requires [19]. In recent research and practices, CF has very often been
enabled together with CA [7, 20, 21]. This is because, with CA enabled along with
CF, a communication pair is able to utilize not only a fragment of a channel but
also multiple channel fragments. Figure 1.2 illustrates an example of CF enabled
with CA, where User 1 utilizes Channel 1 and a fragment of Channel 3, User 2
uses fragments from Channel 3 and Channel 5, and User 3 has the whole band of
Channel 6 and a small portion of Channel 5. We thus can say that CF, together with
CA, provides more flexibility than traditional schemes in terms of channel access.
The technique that supports CF and CA at physical layer is orthogonal frequency
division multiple access (OFDMA) [22]. OFDMA allocates various subcarriers to
distinct users, and provides the finest granularity that the system allows for resource
allocation.

1.3 Channel Access Schemes with Channel Aggregation
and Fragmentation

In this section, we briefly recap the existing communication standards that are
applying CA and CF, from different standardization bodies. We also roughly survey
research articles on CA and CF from academia, with the main focus on CRNs.

1.3.1 Communication Standards Applying CA and CF

In communication industry, many recent standards support CA or its similar concept
for medium access, such as IEEE 802.22 [17, 23], 802.11ac [16], LTE-A [15], and
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5G [18]. In the IEEE 802.22 working group, CF, CA, and channel bonding are
specified and studied [23] in order to achieve good system performance and flexible
spectrum utilization.

In the IEEE 802.11 family, the concept of CA is firstly presented in 802.11n,
where communications can employ channels with bandwidths 20 and 40 MHz. In
IEEE 802.11ac [16], it is standardized that the system can use 20, 40, 80, 160 MHz
for communication purpose, depending on different communication configurations
and environments. This standard provides not only more flexibility of spectrum
utilization but also significant increment in physical-layer data rate, compared with
legacy standards from the same family, such as 802.11a/b.

In the standards from 3GPP, carrier aggregation is applied firstly in LTE-A and
subsequently in 5G. In Release 10 of the 3GPP specifications, carrier aggregation is
standardized to allow a collection of up to five LTE component carriers (CCs) with
the system bandwidth up to 100 MHz (5×20 MHz). In Release 11, they established
the performance specifications for new inter-band and intra-band combinations and
defined the core requirements for intra-band non-contiguous deployments as well.
The technique of carrier aggregation is further enhanced in various aspects through
Release 12, with the maximum number of carriers that can be aggregated being kept
the same as that in the previous releases though. Then in Release 13, the number of
20 MHz CCs that can be aggregated is increased from 5 to 32, which, in principle,
enables LTE terminals to apply a bandwidth up to 640 MHz, most of which will be
located in the unlicensed spectrum in the 5 GHz band.

The operation of carrier aggregation defined in 3GPP is relatively flexible. A
mobile terminal may utilize one or more CCs depending on its own capabilities.
The number of CCs that can be aggregated in the uplink can be different from that
in the downlink, with the constraint that the number in the uplink is not greater
than the number in the downlink. Besides, the aggregated CCs may belong to the
same band, which is called intra-band carrier aggregation, within which, contiguous
carrier aggregation is to aggregate contiguous CCs, whereas non-contiguous carrier
aggregation aggregates non-contiguous CCs. The aggregated CCs can also belong
to different spectrum bands, and this is what we call inter-band carrier aggregation.
The inter-band carrier aggregation is more complex and requires more advanced
transceivers. Figure 1.3 illustrates the CCs in the above three carrier aggregation
cases, namely, intra-band continuous carrier aggregation, intra-band non-continuous
carrier aggregation, and inter-band carrier aggregation.

1.3.2 MAC Protocols in Research Articles Employing
CA and CF

In the academic society, there are tremendous research activities conducted on CA
and CF, many of which have applied these techniques in improving performance
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Intra-band carrier aggregation:
contiguous component carriers

Band A Band B

Intra-band carrier aggregation:
non-contiguous component carriers

Band A Band B

Inter-band carrier aggregation

Band A Band B

Fig. 1.3 Basic concept of carrier aggregation in LTE-A

of traditional wireless networks such as wireless sensor networks2 (WSNs) [24],
wireless local area networks (WLAN) [25–31], and CRNs [17, 32, 33]. One can
refer to [4, 34, 35] for comprehensive surveys on these techniques being applied
in different communication systems. In the following paragraphs, we focus on the
research articles that employ CF and CA in CRNs. The main reason for emphasizing
CRNs is because its operation concept is much more complicated than that of
the other communication systems. This is due to the random behavior of primary
users3 (PUs) and the opportunistic channel access behavior of CRs. Because of
the stochastic nature of CRNs, both CA and CF are considered to be fitting and
applicable to the system in order to enhance the performance.

The concept of CA and CF has been widely employed in existing MAC protocols
for CRNs, in both centralized protocols [17, 32] and the distributed ones [12, 13, 36–
39]. In centralized MAC protocols, such as the one defined in IEEE 802.22 and
the one proposed in [32], there exists a central controller that coordinates various
users with different services in channel accessing. However, in distributed schemes,
there are no such centralized coordinators, and thus secondary users4 (SUs) usually
compete for channel access by following a certain protocol.

In many distributed MAC protocols for CRNs, when SUs compete with each
other for channel access, only the SU that wins the competition can utilize

2Wireless sensor networks are composed by a number of dispersed sensors with communication
modules for monitoring or collecting data from a specific environment. WSNs have been applied
in many fields, such as industrial and home automation.
3Primary users are the owners of the spectrum who have priority in spectrum access in the CRNs.
4Secondary users in CRNs are users who borrow the spectrum belonging to PUs. We use SUs and
CRs interchangeably when there is no ambiguity.
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the available channels, while the other SUs have to wait for the next round of
competition to gain their opportunities [13, 37, 40]. In cases with time-slotted
channels [13, 37], once an SU senses that there are no PU activities at the beginning
of a slot on a channel, then for the rest of the slot, the channel will be vacant in
terms of PU activities. In such cases, it is beneficial for the SU winner to assemble
all the channels that are available in that time slot for transmission, as higher
data rate can be achieved without interruptions from PUs. However, if PUs may
appear at any time after an SU sensing the channel being vacant, more aggregated
channels may result in a higher probability of collision with PUs. In such cases
with unslotted channels, more aggregated channels provide a higher data rate at
a higher risk of colliding with PUs. Therefore, SUs need to balance between the
number of aggregated channels and the collision probability on these channels. In
[40], a statistical channel allocation MAC protocol that operates on such unslotted
channels is introduced. In that work, the scenario that SU transmissions terminate
because of packet collisions with PUs is examined by simulations, and a strategy is
also designed to avoid such collisions.

In the centralized MAC protocols where CA and CF are enabled in CRNs, it is
often the case that a central controller schedules parallel SU services [17, 32, 36] by
managing a control channel or a time segment of a frame dedicated for allocating
channels. The scheduling in the centralized solutions is challenging. For example,
new SU arrivals may have limited resources or even be blocked from communication
if ongoing SU services occupy too many channels. However, if too many channels
are reserved for new arrivals, the resource may end up being wasted when there
are not as many SU arrivals as expected. Both these cases degrade the system’s
performance, and hence a properly designed scheduling scheme is desired to avoid
both of them. In addition, when multiple types of flows exist in the system,
especially when flows have various quality of service5 (QoS) requirements or
priorities, a sophisticated scheduling scheme is necessary for maintaining system
performance.

1.4 Mathematical Analyses for CA and CF in CRNs

Although many standards and protocols have already employed CA and CF,
mathematical studies on the CA and CF techniques are still of great interests, as they
reveal the nature and the property of the associated strategies. The mathematical
tools that have been most used in the study of CA and CF in CRNs can be
categorized, in a broad sense, into two groups. One group includes the study of

5Quality of service describes the overall performance of a service in a communications system,
which is usually quantitatively measured via parameters such as throughput, delay, jitter, packet
loss ratio, and etc.
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resource allocation approaches6 with the main scope on physical layer and MAC
layer, and optimization theory is the most adopted mathematical tool [41]. The
other group mainly deals with packets or traffic flows, focusing on the design
of scheduling strategies and the evaluation of their performance. Markov chain
(MC) and queuing theory are most utilized as the mathematical tools within this
group [42, 43]. In this section, we briefly summarize the studies on these two groups.

1.4.1 Resource Allocation Approaches in CRNs
with CA and CF

In CRNs, there are two ways of spectrum reuse: spectrum sharing (SS) [44–46] and
opportunistic spectrum access (OSA) [12, 13, 17, 47]. In the SS mode, the same
band can be utilized by PUs and SUs simultaneously as long as the interference
with the PUs that is caused by the SUs is below a certain threshold [44, 48]. A
metric for the interference level, i.e., the interference temperature, is proposed by the
federal communications commission (FCC) for interference analysis [49]. Although
the concept of SS is utilized in many research papers, it is in practice difficult to
apply. Indeed, FCC has abandoned the rulemaking for interference temperature as
no parties provided information on specific technical rules that could be adopted to
implement it [50]. In the OSA mode, the SUs can transmit over a band only if PUs
do not utilize it. The decision whether SUs can transmit or not is made partially
according to the result of spectrum sensing that aims to detect the presence of PU
activities. If the sensing indicates no PU activities on the current channel, SUs can
access the channel for transmission. When a PU service re-appears to a channel
that is in use by SUs, the SUs have to stop transmission and release the channel
immediately. Note that in both SS and OSA, SUs should not interfere with PUs. In
this book, we focus only on the OSA mode due to its applicability over licensed
spectrum.

In many channel access schemes for OSA, it is usually assumed that the PU
activities are time-slotted [13, 37, 51]. With this assumption, once a channel is
sensed to be unoccupied by PUs, it will remain free from PU activities for the rest
of the time slot. Therefore, in between sensing intervals, the collision of ongoing
SU services with PU activities will not happen and the idle channels can be utilized
by SU packet transmissions without considering the re-appearance of PUs. In this
case, the traditional water-filling algorithm [52] can be applied to the aggregated
multiple idle channels when the data rate is to be maximized given a limited power
budget. Similarly, when the time scale for the PU activities greatly exceeds that
of the SUs’ [12, 17, 47], the collisions between PUs and SUs are ignorable, and
therefore the available channels can be deemed as dedicated to SUs. In this case,

6We consider channel selection as a special case of resource allocation. If no power is allocated on
a channel, the channel is not opted for communication.
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static spectrum allocation policies and the traditional water-filling algorithm can
be considered as the optimal solutions for resource allocation because there are no
considerable changes in the available spectrum.

When PUs are relatively active and may appear at any time on the channels,
resource allocation becomes more complicated. This is because collisions due to
re-appearance of PU activities during an SU transmission need to be considered.
If such a collision happens, SUs need to vacate the channel immediately to give
way to PUs, resulting in possible packet loss for SUs [40, 53]. Indeed, in order
for the SUs to utilize the spectrum efficiently, it is not only important for them
to maximize the data rate by aggregating multiple channels but also critical that
they can keep the collisions with PUs below a certain level. This means a decision
needs to be made to determine how many and which channels are to be aggregated
for an SU’s transmission, and the decision reflects the SUs’ ability to select the
best available spectrum in order to satisfy their QoS requirements without causing
harmful interference with the PUs. The spectrum decision usually involves the
statistical analysis on channel conditions and the modeling of PU activities, which
are commonly based on historical data that are obtained from spectrum sensing
or the knowledge learned from a third party as a priori. For example, in [40], a
statistical channel selection scheme is introduced in their proposed MAC protocol,
and therein channels for packet transmissions are selected based on the statistical
characteristics of PU events on different channels. Power allocation on those
channels is neither analyzed nor optimized in [40] though.

To optimize the spectrum opportunities in the dynamic environment where PUs
are active, the resource allocation process is usually formulated as an optimization
problem. After the problem itself is defined, algorithms are designed to solve the
formulated problem. For instance, in [33], when there are multiple idle channels
exist in the OSA system, the optimization problem is formulated to maximize the
data rate of SUs under the constraint that the collision probability with the PUs must
be limited. The problem is shown to be NP-hard and an algorithm is then proposed
for a sub-optimal solution in polynomial time.

Due to the randomness of the PUs’ behavior, the formulated problems in CRNs
with CA and CF are usually more complicated than those in traditional scenarios.
Algorithms that provide solutions to these problems form the foundations based
on which upper layer services, such as traffic flows, are able to explore further
possibilities in improving the performance of the system.

1.4.2 MC Analysis for CRNs with CA and CF

As mentioned in Sect. 1.4.1, resource allocation in CRNs is usually carried out in
physical layer and MAC layer, and optimization techniques are usually adopted as
the mathematical tool for analyzing and improving system performance. With the
help of these techniques, scheduling of traffic flows in the systems with CF and CA
becomes possible. However, when it comes to performance analysis for different
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scheduling schemes in the packet level and flow level, MC based analysis is the
mathematical method that is usually applied. In this subsection, we summarize the
existing MC based multi-channel scheduling strategies for traffic flows in CRNs
with CA and CF. While packet-level analysis requires physical layer details, the MC
based analyses at flow level usually do not differentiate the physical layer details of
CA and channel bonding, as long as the relationship between the number of channels
and the service rate of the MC is clearly defined. Therefore, we use the term, CA,
to represent the case when multiple channels are utilized for one flow and do not
specify which physical technology is applied unless otherwise stated.

The performance of systems with CF, i.e., the ones where a PU channel can be
split into several fragments for SU flows to transmit, is studied through continuous
time MCs (CTMCs) [19, 54, 55] by examining parameters such as throughput,
blocking probability, and forced termination probability. The system where there
are infinite number of users is studied in [19, 54], with both handover and non-
handover cases being analyzed. Handover means that ongoing SU flows can move to
another vacant channel upon PU’s re-appearance in the current channel. The authors
[19, 54] also investigated the concept of channel reservation, which is a trade-off
between throughput and blocking probability. In [55], the performance of the CRNs
with a finite number of users is investigated in the quasi-stationary regime (QSR),
where QSR describes a scenario where the time scale of PU’s activity is significantly
greater than that of SU’s.7 The studies for the schemes in [19, 54, 55] do not consider
CA in the systems.

The strategies of CA can be sorted into two categories depending on whether
spectrum adaptation is supported or not. When spectrum adaptation is not supported,
the strategy is normally named as a static strategy. When spectrum adaptation
is employed, the strategy is usually called a dynamic strategy. The meaning of
spectrum adaptation is twofold [7]. On the one hand, similarly to spectrum handover,
spectrum adaptation allows SUs to switch an ongoing flow to another vacant channel
(if it exists), when a PU re-appears on the current channel. On the other hand, an
ongoing SU flow can adapt the number of channels it uses according to PUs’ and
other SUs’ activities. In other words, spectrum adaptation enables ongoing SU flows
to change the number of channels they occupy adaptively during transmission, in
addition to spectrum handover. However, if spectrum adaptation is not fully enabled,
i.e., if it is enabled with spectrum handover only or even without spectrum handover,
then ongoing SU flows will not be able to adjust the number of the channels they use.
How spectrum adaptation is utilized depends on specific channel access strategies.

When spectrum adaptation is not fully supported, no matter whether spectrum
handover is supported or not, CA strategies can hardly achieve the performance
gain in terms of capacity, forced termination probability, and blocking probability
in comparison with the traditional strategies without CA. The main reason is that
when ongoing SU flows cannot adjust the number of the channels they utilize,
they will suffer from high forced termination probability due to re-appearance of

7More detailed definition of QSR can be found in Sect. 4.1.3.
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PUs, and they will also block newly arrived SU services, resulting in poor overall
performance. These observations are obtained via MC analyses from different
perspectives in [56] and [57]. In [56], three different CA strategies are examined
with handover disabled, and they are the strategy without CA, the strategy with a
fixed number of aggregated channels, and the strategy that adopts all idle channels
when SU flows access the system. In [57], the so-called constant CA (CCA),
probability distribution based variable CA (P-VCA), and residual channel based
variable CA (R-VCA) are investigated. CCA is the same as the one with a fixed
number of assembled channels in [56]. In P-VCA, the number of channels for SU
flows follows a probability distribution, while the number of channels in R-VCA
is determined based on the number of residual channels that are not occupied by
PUs and SUs. Both the case with spectrum handover enabled and the one without
spectrum handover are examined in [57]. A common feature of these strategies in
[56] and [57] is that ongoing SU services are not able to change the number of
channels, and thus performance gain is hardly observed for these strategies.

To overcome the drawbacks presented in [56, 57], CA strategies with fully
enabled spectrum adaptation are proposed in [42, 58, 59]. Since the operation
concept of CRNs is to sense the spectrum and access the channels opportunistically,
fully enabled spectrum adaptation is essential. In [58], two CA strategies, i.e., the
Greedy strategy and the Dynamic strategy, are proposed. In the Greedy strategy,
ongoing SU flows have higher priority than the newly arrived ones. In other
words, when an SU flow arrives, ongoing SU flows will not share their occupied
channels with the newcomer if there are not enough idle channels at the moment
for the new SU flow to commence. This results in high blocking probability of
SU flows, which further leads to limited capacity gain of the Greedy strategy.
The Dynamic strategy, on the contrary, allows ongoing SU flows to donate their
occupied channels to the new coming SU flows, and its decent performance gain, in
comparison with the strategy without CA, has been observed from different aspects
through the numerical results. Motivated by the advantages brought by the ongoing
SU flows’ ability to donate their occupied channels to the newcomers, another
dynamic strategy, i.e., the dynamic fully adjustable (DFA) strategy, is modeled and
investigated in [59]. The main difference between the Dynamic strategy in [58] and
the one in [59] lies in how SUs react upon a PU re-appearance. More specifically,
the Dynamic strategy in [58] reduces the number of channels that an ongoing SU
flow utilizes if PUs re-appear to one of these channels and if no idle channels exist,
whereas DFA always requests the ongoing SU flows with the maximum number
of channels to donate their channels to the PUs if there are not any idle channels.
Clearly, DFA has higher flexibility, and thus better performance has been observed
from DFA. The impact of queuing together with CA is studied in [8] for distinct
flow types.

To study the benefit of CF for traffic flows, the authors of [7, 43], and [60]
studied the performance of CRNs when both CA and CF are enabled with spectrum
adaptation, via CTMC. Though the main goal for [43] is to show the capacity upper
bound of CA strategies in the QSR, and the aim for [60] is to analyze the impact
of guard band, they both examined the case where at least one channel is required
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by an SU flow to transmit, and showed that CF provides flexibility to the system in
the sense that the system can employ a non-integer number of channels for a traffic
flow. The case where an SU flow requires less than one channel for transmission is
studied in [7], which evaluates the system performance for two different types of
traffic flows that are supported by CF. The main results of [7] indicate that to fully
exploit the advantage of CF, it is important to allow traffic flows to utilize less than
one channel if the QoS criteria can be satisfied. Besides, the capacity upper bound
of the strategies with CA and CF is derived in the QSR in [7].

To summarize, various CA and CF strategies for traffic flows have been evaluated
under different conditions, and due to the stochastic nature of tele-traffic, MC is
one of the most popular mathematical methods that are employed in analyzing the
system performance for traffic flows. This book focuses on performance analyses
based on MCs.

1.5 The Main Goal and the Organization of the Book

This book is to investigate the impact of CA and CF on system performance for
traffic flows, by using MC as the tool for mathematical analysis. Its goal is to give
readers a guided tour to apply MC in analyzing the performance of the system. It
starts with the simplest case where there is only one type of users with one type
of flows, then it moves on to a more complicated scenario where multiple types
of users co-exist. The analytical method utilized in this book can be considered as
an example of applying MC in doing generic modeling for stochastic process, and
can also be employed to do performance analysis for other similar systems with
stochastic features.

Indeed, there are many other aspects besides CA and CF, for example, queuing,
that can influence the system performance for traffic flows. However, they are out of
the scope of this book, as we only focus our study on the impact of CA and CF. To
further make the analysis tangible, we ignore also the physical layer particularities,
such as OFDM that can be adopted by resource allocation algorithms, by making a
couple of assumptions8 as follows:

1. There are certain schemes at both physical layer and MAC layer that can support
CA and CF, so that traffic flows can be accommodated by a certain number of
aggregated channels or by a fragment of a channel, according to the scheduling
strategy at flow level.

2. The characteristics of a channel are random and stationary, and so is the statistics
of the length of a certain type of flows. This guarantees that the statistical features
of the service time for a certain type of flow on these channels will not change
along time.

3. The arriving process of a certain type of traffic flows is random and stationary.

8For a complete system description, please refer to Sect. 3.1.2.
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The remaining part of the book is organized as follows:
Chapter 2 reviews the basic theory of MC in discrete time and continuous time,

which is the fundamental tool for analyzing different CA and CF strategies in this
book. Readers who are already familiar with the concept and the derivation of
stationary distribution of MC can skip this chapter.

Chapter 3 uses CTMC to study the impact of CA and CF at flow level on the
simplest system where there exists only one type of users with one type of traffic
flows. The behavior of various CF and CA strategies is modeled and the system
performance is evaluated thoroughly. The capacity upper bound9 for such a simple
system with CF and CA is also derived in a closed form. This simple scenario allows
readers to capture the essence of the problem in a relatively straightforward way. It
also helps readers obtain fundamental comprehension on how to apply CTMC in
analytical problems. Indeed, this chapter can be considered as the foundation for
studying more complicated scenarios.

In Chap. 4, we study a more complicated scenario where there exist multiple
types of users, each of which has one type of flows. Various CF and CA strategies are
modeled and evaluated in a scenario of CRNs. In addition to the analytical models,
simulation approaches are also presented in the same chapter.

Indeed, Chaps. 3 and 4 deal with analytical models of different CA and CF
strategies in distinct scenarios, and are the main body of this book. The motivation
for presenting these models is the popularity of CF and CA in the literature versus
the lack of systematic and step-by-step interpretation of the modeling process for
systems with these techniques at flow level. Such models can provide us with
insights of these techniques and thus help us select the proper strategies in designing
and implementing a communication system. Besides, the modeling procedure itself
can be used as an example to study MC based analysis in communication systems.

We conclude the book in Chap. 5 by carrying out a test-bed study. The test-bed is
based on an LTE architecture via a transceiver and its controller made by National
Instrument. This test-bed study confirms the advantages of CA and CF in practice.
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Chapter 2
Markov Chain and Stationary
Distribution

MC has been a valuable tool for analyzing the performance of complex stochastic
systems since it was introduced by the Russian mathematician A. A. Markov (1856–
1922) in the early 1900s. More and more system analyses have been carried out by
using MC, including the analysis on CA and CF. In this chapter, we will briefly
review the essential ingredients of MC that are necessary for the performance
analysis presented in this book. A more comprehensive introduction of MC and
its applications can be found in [1].

2.1 Basic Concept of MC

An MC is a model of stochastic process. A stochastic process can describe the
behavior of a system by defining:

1. all states that the system may stay, and
2. all transitions that the system may evolve from one state to another over time.

Formally, a stochastic process can be described by a collection of random
variables, {Xt, t ∈ T }, which are defined in a given probability space and indexed
by the parameter t , to represent the evolution of a certain system with random values
over time. T is defined as the time index set. The values of the random variable Xt

are called states, and the set of all possible states forms the state space of the process,
which is denoted by S .

One of the simplest stochastic processes is the Markov process, where the future
of the process does not depend on its past, but only on its present. More precisely, a
stochastic process {Xt } is a Markov process if for all integers n and for any sequence
t0, t1, . . ., tn, tn+1, with t0 ≤ t1 ≤ . . . ≤ tn ≤ tn+1, we have P(Xtn+1 = j |Xtn =
itn , . . . , Xt0 = it0) = P(Xtn+1 = j |Xtn = itn), where j ∈ S and it0, . . . , itn ∈ S .
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This property is usually called Markov property, or memoryless property. A Markov
process {Xt } is time homogeneous if its transitions are independent of time t , i.e.,
P(Xt = j |Xtn = in) = P(X(t−tn) = j |X0 = in).

In a stochastic process, if the state space is discrete, the process is called a chain.
An MC is defined as a Markov process that has a discrete (finite or countable) state
space. In this chapter, without loss of generality, we suppose that the state space
of the chain, S , is a set of non-negative integers. Furthermore, if the time set T is
discrete in MC, the process is a discrete time MC (DTMC), otherwise the MC is a
continuous time MC (CTMC).

2.2 Introduction to DTMC

A DTMC has a discrete state space and is observed at a discrete set of time instants.
Since time is slotted, the time set becomes T = {0, 1, . . .}. Therefore, the random
variable Xtn can be indexed simply by Xn.

Definition 2.1 The Markov process {Xn}, n ∈ {0, 1, . . .} is a DTMC if for all time
index n, we have P(Xn+1 = j |Xn = in, . . . , X0 = i0) = P(Xn+1 = j |Xn = in).

The transition probability, i.e., the conditional probability P(Xn+1 = j |Xn =
in), is usually called single-step transition probability. If the process is homoge-
neous, we can simplify the single-step transition as:

pij = P(Xn+1 = j |Xn = i) = P(X1 = j |X0 = i). (2.1)

The matrix P , composed by placing pij in row i and column j , is defined as the
transition probability matrix. Note that the entries in P have the property:

∑

j

pij = 1, 0 ≤ pij ≤ 1, ∀ i, j ∈ S. (2.2)

Similar to the single-step transition defined by Eq. (2.1), we define the k-step
transition probability for homogeneous process as:

pk
ij = P(Xn+k = j |Xn = i) = P(Xk = j |X0 = i). (2.3)

The whole set of pk
ij constitute the k-step transition probability matrix P (k), which

can be calculated from the single-step transition probability matrix P by using the
Chapman–Kolmogorov equation as shown in Eq. (2.4).

Definition 2.2 In a DTMC whose single-step transition probability matrix is P , the
k-step transition probability matrix P (k) can be calculated as:

P (k) = P (n)P (k−n), ∀ 0 < n < k, (2.4)
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or in a scalar notation form:

pk
ij =

∑

∀m∈S
pn

impk−n
mj , ∀ 0 < n < k. (2.5)

Indeed, in DTMCs we are often interested in calculating the probability of a
state that the chain is in after a certain number of transitions from a given initial
state. This can be readily obtained by applying the Chapman–Kolmogorov equation.
Specifically, if we define πj (n) as the probability that an MC is in State j at time
step n, then the probability of any one of the states that the MC can be in at time
step n, can be defined by the vector π(n) = [π0(n), π1(n), . . . πj (n), . . .]. Note
that

∑
j∈S

πj (n) = 1. By applying Eq. (2.4), we have:

π(n) = π(n − 1)P = π(n − 2)PP = . . . = π(0)P (n).

Based on the transition features of DTMC, we have the following definitions:

• State j is accessible from State i if pk
ij > 0, ∀k ∈ {1, 2, . . .}.

• Two states communicate if they can access each other.
• If two states communicate, they are in the same class.
• An MC is said to be irreducible if it has only one class.

Definition 2.3 In a DTMC whose transition probability matrix is P , the vector π =
[π0, π1, . . . , πj , . . .] is the stationary distribution if and only if:

π = πP , 0 ≤ πj ≤ 1,
∑

j

πj = 1, ∀j ∈ S. (2.6)

The stationary distribution of an MC is a distribution that stays unchanged as
time progresses. Clearly, if the stationary distribution π is chosen to be the initial
state distribution, i.e., π(0) = π , then after any possible number of transitions, the
state distribution stays the same, i.e., π(n) = π , ∀n ∈ {1, 2, . . .}.

We use a simple example to show a concrete instance of DTMC, and how its
stationary probability distribution can be derived.

Example 2.1 It is shown in Fig. 2.1 a simple DTMC, and its transition matrix can
be formulated as:

P =

⎡

⎢⎢⎣

p00 p01 p02 p03

p10 p11 p12 p13

p20 p21 p22 p23

p30 p31 p32 p33

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

3/4 1/4 0 0
4/5 0 1/5 0
0 1/3 1/3 1/3
0 0 1 0

⎤

⎥⎥⎦ .



20 2 Markov Chain and Stationary Distribution

0 1 2 3

p00 = 3/ 4

p12 = 1/ 5 p23 = 1/ 3p01 = 1/ 4

p10 = 4/ 5 p21 = 1/ 3

p22 = 1/ 3

p32 = 1

Fig. 2.1 A simple example of DTMC

If we denote the stationary probabilities of this DTMC by π0, π1, π2, and π3,
then according to Definition 2.3, we have:

[
π0 π1 π2 π3

]

⎡

⎢⎢⎣

3/4 1/4 0 0
4/5 0 1/5 0
0 1/3 1/3 1/3
0 0 1 0

⎤

⎥⎥⎦ = [
π0 π1 π2 π3

]
. (2.7)

Note that the state probabilities must sum up to 1, thus we have the following
normalization equation:

π0 + π1 + π2 + π3 = 1. (2.8)

Now we can calculate the stationary probability of this DTMC by solving Eqs. (2.7)
and (2.8), and obtain:

π = [
π0 π1 π2 π3

] = [
0.6400 0.2000 0.1200 0.0400

]
.

Equation (2.7) can be written in a simplified way, which is called the balance
equations of the MC, as follows:

1/4π0 =4/5π1,

(4/5 + 1/5)π1 =1/4π0 + 1/3π2,

(1/3 + 1/3)π2 =1/5π1 + π3,

1/3π2 =π3. (2.9)

The concept of Eq. (2.9) is that when a system becomes stable, all the probabil-
ities of going out from a certain state, sum up to equal the sum of the probabilities
of going into the same state. The balance equations can be easily established by
observing the MC. For example, when the system is stable, the probability of
going out from State 0, i.e., 1/4π0, should equal to the probability of going into
State 0, i.e., 4/5π1. The same concept applies to all other states. Note that the
self-loops are not included in the balance equations. This is because they will be
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canceled out anyways, as a loop goes both out from and back into the same state.
Equation (2.9) can also be obtained by expanding Eq. (2.7) according to the rules of
matrix multiplication. Indeed, Eqs. (2.9) and (2.7) are equivalent mathematically.

2.3 Introduction to CTMC

A DTMC has a discrete time space within which transitions occur. In other words,
the system remains in a state for exactly one unit of time before transferring to the
next state. On the contrary, in a CTMC, the system is allowed to spend a continuous
amount of time being in a state, and thus has a continuous time space. Specifically
speaking, suppose a CTMC enters into State i, where i ∈ S , then the length of
time it spends in State i before it moves to the next state is a continuous positive
random variable, which is called sojourn time. When the sojourn time terminates,
the system makes a transition into the next state, say, State j , j ∈ S , with probability
pij . Note that pij is different from the transition probability in the CTMC, as it only
represents the probability that the system moves from State i to State j at the end of
the sojourn time. Also note that pii = 0, as when the system moves from a state to
itself, it only prolongs its sojourn time. Indeed, in CTMC, there is no self-transition.

Definition 2.4 A stochastic process {Xt, t ∈ T , t ≥ 0} with a discrete state space
S is a CTMC, if for all h ≥ 0, s ≥ 0, 0 ≤ v < s, and ∀ i, j ∈ S ,

P(Xs+h = j |Xs = i, {Xv}) = P(Xs+h = j |Xs = i) = Pij (h), (2.10)

where {Xv} represents the set of past states before time s.

The definition of CTMC means that given the present state Xs , the future state
Xs+h is independent of all the past states {Xv}. Pij (h) is the transition probability
with which the chain transfers from State i to State j , within a duration of time h. If
the conditional probability P(Xs+h = j |Xs = i) depends only on the time interval
h and is invariant for all s, we say that the CTMC is homogeneous [2]. We study
only homogeneous CTMC in this book.

The transition probabilities in a CTMC are defined to be conditioned only on
the current state of the process. This does not only mean that the CTMC’s transition
probabilities are independent from all the past states, but also means that they do not
depend on the duration of time for which the process has been staying in the current
state. The latter can be achieved by constraining the distribution of the sojourn
time1 so that the probability of the process staying in one state for a certain time
period does not rely on how long it has been staying in that state. The exponential

1Without specifying the distribution of the sojourn time, the process becomes Semi-Markov
process [1], and its future evolution depends on the current state of the process and on the length
of the time for which the process has been in that state.
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distribution has such a memoryless property. In more details, using S to denote the
random variable of the sojourn time in a state, we have:

P(S > t0 + t1|S > t0) =P(S > t0 + t1, S > t0)

P (S > t0)
= P(S > t0 + t1)

P (S > t0)

=
∫ ∞
t0+t1

λe−λtdt
∫ ∞
t0

λe−λtdt
= e−λ(t0+t1)

e−λt0
= P(S > t1). (2.11)

In Eq. (2.11), P(S > t1) is the probability of the system being in the current
state for at least t1, and P(S > t0 + t1|S > t0) represents the probability that
the system will be staying in the current state for at least another t1, given that the
system has already been in the state for at least t0. When the sojourn time follows
the exponential distribution, we have P(S > t0 + t1|S > t0) = P(S > t1), which
means the condition that the system has already been staying in the current state for
at least t0 does not influence the probability of the system being in the same state
for at least t1. In other words, the sojourn time possesses memoryless property.

In CTMC, we use the concept of transition rate to describe the transitions of
the process. The transition rates are essential elements in an infinitesimal generator
matrix, denoted by Q, which can be derived from the transition probabilities of the
CTMC.

If we denote the transition probability matrix by P (h), which consists of Pij (h)

defined in Eq. (2.10), then P (0) = I , where I is the identity matrix. This is because
within zero amount of time, the process stays at the same state with probability 1.
Suppose the sojourn time, S, follows an exponential distribution with rate λi , then
the transition probability from State i to State j (j �= i) within time interval h, can
be formulated as:

Pij (h) =
∫ h

0
λij e

−λij xdx = 1 − e−λij h, (2.12)

where λij = λipij . Recall that pij is the probability that the system moves from
State i to State j at the end of the sojourn time. If we denote the state space of all
the destination states starting from State i by SD , then

∑
j∈SD

pij = 1, and thus∑
j∈SD

λipij = λi . Also note that the integral in Eq. (2.12) is made from 0 to h,
instead of from h to ∞. This is because the transition will always happen within the
time interval h, indicating that the sojourn time S ≤ h.

Now, we can define Q = limh→0
P (h)−P (0)

h
, which is a matrix defined in

infinitesimal time scale that describes the transition rate of the CTMC. Here we
briefly summarize the derivation of the elements in Q.

Let qij be the elements in Q. We firstly consider the elements that are not located
at the main diagonal of Q, i.e., qij , ∀i �= j . Indeed Pij (0) = 0 holds for all i �= j ,
because given no time shift, the probability of transferring from State i to another
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State j is zero. Therefore, qij can be derived as:

qij = lim
h→0

Pij (h) − Pij (0)

h
= lim

h→0

1 − e−λij h − 0

h

= lim
h→0

1 − (1 − λijh + O((−λijh)2))

h

=λijh

h
= λij , ∀i �= j, (2.13)

where we have applied Taylor series at 0 for e−λij h.
We now consider the elements of Q locating at the diagonal, i.e., qii . By

definition,

qii = lim
h→0

Pii(h) − Pii(0)

h
. (2.14)

As Pii(h) = 1 − ∑
j �=i Pij (h), and Pii(0) = 1, Eq. (2.14) can be further calculated

as:

qii = lim
h→0

Pii(h) − Pii(0)

h
= lim

h→0

1 − ∑
j �=i Pij (h) − 1

h

= lim
h→0

−∑
j �=i (1 − e−λij h)

h
= lim

h→0

−∑
j �=i λij h + ∑

j �=i O((−λijh)2)

h

= −
∑

j �=i

λij . (2.15)

Again, in the fourth step of Eq. (2.15), Taylor series is applied at 0 for e−λij h.
Given Eqs. (2.13) and (2.15), we see that qii = −∑

j �=i qij . Therefore,
∑

j qij =
0 holds for all i.

Similar to the DTMC, the Chapman–Kolmogorov equations can be utilized to
calculate the transition probability.

Definition 2.5 In a CTMC, for all times s and t , the transition probability functions
Pij (t + s) can be obtained from Pik(t) and Pkj (s) as:

Pij (t + s) =
∑

k

Pik(t)Pkj (s), (2.16)

where Pik(t) is the probability of transiting from State i to State k in time t and
Pkj (s) is the probability of transiting from State k to State j in the remaining time s.
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Chapman–Kolmogorov equations have derivative forms, and we consider the
forward equation as an example. By replacing s with a sufficiently small value,
h, Eq. (2.16) becomes:

Pij (t + h) =
∑

k

Pik(t)Pkj (h) = Pij (t)Pjj (h) +
∑

k �=j

Pik(t)Pkj (h). (2.17)

Expanding Pjj and Pkj by Taylor series, Pjj (h) = 1 + qjjh + O(h2) and Pkj (h) =
qkjh − O(h2). Therefore, Eq. (2.17) can be further written as:

Pij (t + h) =Pij (t)Pjj (h) +
∑

k �=j

Pik(t)Pkj (h)

=Pij (t)(1 + qjjh + O(h2)) +
∑

k �=j

Pik(t)(qkjh − O(h2)). (2.18)

Subtracting Pij (t) from both sides of Eq. (2.18), dividing the equation by h, and
taking limit on both sides as h → 0, we obtain:

lim
h→0

Pij (t + h) − Pij (t)

h
= Pij (t)qjj +

∑

k �=j

Pik(t)qkj =
∑

k

Pik(t)qkj . (2.19)

Equation (2.19) is exactly the Chapman–Kolmogorov forward equations.2 Note
that the left-hand side of Eq. (2.19) is the derivative of Pij (t). Writing the equation
in the matrix form, we have:

dP (t)

dt
= P (t)Q. (2.20)

Equation (2.20) implies that when a CTMC reaches statistical equilibrium, its
transition probability P (t) does not change over time. In this circumstance, dP (t)

dt

becomes 0 and thus each row in P (t) becomes the stationary distribution.

Definition 2.6 In a CTMC with transition matrix of rates being Q, the vector π =
[π0, π1, . . . πj , . . .] is considered to be the stationary distribution if and only if:

0 = πQ, 0 ≤ πj ≤ 1,
∑

j

πj = 1, ∀j ∈ S. (2.21)

We study the process of deriving the stationary probability distribution of a
CTMC by examining the following simple example.

2Here we consider the time order as 0 → t → h and thus the forward equations apply. Similarly,
when we consider 0 → h → t , we can have the backward equations.



2.3 Introduction to CTMC 25

Fig. 2.2 A simple example of CTMC

Example 2.2 Figure 2.2 illustrates a simple CTMC. Given the transition rates λij ,
the transition matrix Q can be formulated as:

Q =

⎡

⎢⎢⎣

q00 q01 q02 q03

q10 q11 q12 q13

q20 q21 q22 q23

q30 q31 q32 q33

⎤

⎥⎥⎦ =

⎡

⎢⎢⎣

−1/4 1/4 0 0
4/5 −5.8 5 0
0 1/3 −10/3 3
0 0 1 −1

⎤

⎥⎥⎦ .

Denoting the stationary probabilities of this CTMC as π0, π1, π2,, and π3, then
by Definition 2.6, we have:

[
π0 π1 π2 π3

]

⎡

⎢⎢⎣

−1/4 1/4 0 0
4/5 −5.8 5 0
0 1/3 −10/3 3
0 0 1 −1

⎤

⎥⎥⎦ = [
0 0 0 0

]
. (2.22)

Expanding Eq. (2.22) by the matrix multiplication rule, we obtain:

4/5π1 − 1/4π0 = 0,

1/4π0 − 5.8π1 + 1/3π2 = 0,

5π1 − 10/3π2 + π3 = 0,

3π2 − π3 = 0. (2.23)

Besides, the state probabilities follow the normalization equation, i.e.,

π0 + π1 + π2 + π3 = 1. (2.24)

By solving Eqs. (2.23) and (2.24), we obtain the stationary probability of this CTMC
as:

π = [
π0 π1 π2 π3

] = [
0.0498 0.0156 0.2336 0.7009

]
.
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Fig. 2.3 A general birth and death process

Similar to the DTMC case, we can construct the balance equations for the CTMC
as:

1/4π0 = 4/5π1,

(4/5 + 5)π1 = 1/4π0 + 1/3π2,

(1/3 + 3)π2 = 5π1 + π3,

3π2 = π3. (2.25)

The balance equations are equivalent to Eq. (2.23), and can be used to calculate the
stationary probabilities for the CTMC.

Example 2.3 Figure 2.3 shows an MC for a birth and death process (BDP). In the
BDP, the states represent the number of items in a population. The state transitions
have two types, namely “births” and “deaths”. When birth happens, the number
increases by one. On the contrary, when “death” happens, the number decreases by
one. The transition rates are indicated in the figure.

The stationary state probabilities can be obtained by solving the following
balance equations,

λ0π0 = μ1π1,

(λk + μk)πk = λk−1πk−1 + μk+1πk+1, 0 < k < M,

λM−1πM−1 = μMπM, (2.26)

and the normalization equation, i.e.,
∑

j πj = 1, j ∈ {0, 1, . . . , M}.
Equation (2.26) can be simplified by canceling out the equal components on both
sides of the equations. Take the balance equation for State 1 as an example, as
λ0π0 = μ1π1, the equation (λ1 + μ1)π1 = λ0π0 + μ2π2 can be simplified to
be λ1π1 = μ2π2, hence π2 can be written as a function of π1, which, in turn, can
be written as a function of π0. Indeed, by simplifying Eq. (2.26), we can write each
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of the stationary probabilities, πk , 0 < k ≤ M , as a function of π0, as shown in
Eq. (2.27):

λ0π0 = μ1π1 	⇒ π1 = λ0

μ1
π0,

λ1π1 = μ2π2 	⇒ π2 = λ1

μ2
π1 = λ0λ1

μ1μ2
π0,

λ2π2 = μ3π3 	⇒ π3 = λ2

μ3
π2 = λ0λ1λ2

μ1μ2μ3
π0,

. . . ,

λk−1πk−1 = μkπk 	⇒ πk = λk−1

μk

πk−1 =
∏k−1

i=0 λi
∏k

i=1 μi

π0,

. . . ,

λM−1πM−1 = μMπM 	⇒ πM = λM−1

μM

πM−1 =
∏M−1

i=0 λi
∏M

i=1 μi

π0. (2.27)

Based on Eq. (2.27), the sum of the state probabilities is:

M∑

k=0

πk = π0

(
1 + λ0

μ1
+ . . . +

∏M−1
i=0 λi

∏M
i=1 μi

)
= π0

⎛

⎝1 +
M∑

j=1

∏j−1
i=0 λi

∏j

i=1 μi

⎞

⎠ .

(2.28)

As
∑M

k=0 πk = 1, we can calculate the stationary probabilities to be:

π0 =
⎛

⎝1 +
M∑

j=1

∏j−1
i=0 λi

∏j

i=1 μi

⎞

⎠
−1

, (2.29)

πk =
∏k−1

i=0 λi
∏k

i=1 μi

⎛

⎝1 +
M∑

j=1

∏j−1
i=0 λi

∏j

i=1 μi

⎞

⎠
−1

, 0 < k ≤ M. (2.30)

The way to solve for the stationary probabilities of the BDP will be utilized
extensively in the remaining chapters.



28 2 Markov Chain and Stationary Distribution

Remarks

In DTMC, the elements in the transition matrix are probabilities that take values
from [0, 1]. However, in CTMC, the elements in the transition matrix are rates. The
rates on the diagonal of the matrix can take any values from (−∞, 0], whereas the
rates located on the non-diagonal positions take values from [0, +∞).
We never associate self-loops with states in a CTMC, as opposed to its discrete-time
counterpart, DTMC.
There are several methods that can be used to calculate the stationary distributions
for CTMC and DTMC. When the state space becomes large, the task of calculating
stationary distribution can be challenging. In such cases, approximation and asymp-
totic methods can be applied to simplify the computing process [1, 3].
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Chapter 3
Markov Chain Analysis of CA and CF
with a Single Type of Users

In this chapter, we study the impact of CA and CF on traffic flows in the simplest
system where there is one single type of flows generated by one single type of users.
We will use CTMC to model the system, and the goal is to deliver the elementary
concept of CTMC analysis for a system with CA and CF.

In the following sections, we firstly explain different flow types, and then present
the system configurations and assumptions for the modeling process. Thereafter, we
elaborate on the system modeling process itself for different flow types.

3.1 Flow Types and System Configurations

3.1.1 Real-Time and Elastic Traffic Flows

We consider two types of traffic flows in this chapter. They are real-time flows and
elastic flows. Real-time flows describe traffic types such as Internet telephony or
video calls, and elastic flows represent file downloading or traditional web browsing.
Different types of traffic flows have distinct characteristics when CA and CF are
applied [1, 2].

For elastic traffic, such as file downloading flows, transmission data rate is one of
the most important factors that affect the transmission time. Therefore, in a system
with CA, flows that are able to employ multiple channels for transmission can gain
higher transmission data rate and thus shorter transmission time. Correspondingly,
a system with CF provides possibilities for flows to utilize only a portion of a
channel, thus allows lower data rate that results in longer transmission time. If CF
is adopted together with CA in a system, the advantage, in addition to the improved
data rate, is that the granularity of channel utilization becomes finer and more flows
can be accommodated by the system as long as the minimum QoS criteria is still
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maintained for each flow. In short, the service rate of an elastic flow is proportional
to the number of channels that a flow occupies.

For real-time flows, as long as the required QoS is fulfilled, providing higher data
rate will not shorten the conversation time. Indeed, the time duration for a real-time
conversation is determined by the end users’ demand and intention, and the service
rate of a flow is no longer proportional to the number of channels that the flow
occupies.

In this book, we study mathematical models corresponding to specific flow types.
To avoid any confusion, the flow types will be specified when a mathematical model
is introduced.

3.1.2 System Configuration and Basic Assumptions

In Chap. 2, we introduced two types of MCs, namely the DTMC and the CTMC.
The study in this book will adopt CTMC, as it is carried out at flow level which
is normally described in continuous time. DTMC is mostly applied in modeling a
time-slotted system, such as a time-slotted MAC protocol at packet level [3, 4].

The statistic features of a certain type of flow are usually described by probability
functions. In this book, unless otherwise stated, we assume the arrival process
of the traffic flows to follow a Poisson process,1 and the service time of flows
to follow an exponential distribution. The benefit is that the system can be
considered as memoryless by these assumptions. However, when we study the
system performance by applying measurement-based distributions, as in Sect. 4.2,
we will relax the assumption to general distributions for traffic flows.

To support a system with CA and CF, we assume there is a certain physical
layer and MAC layer scheme that can deploy CA and CF for traffic flows. We also
ignore the technique details, such as the water-filling algorithm, adopted by resource
allocation schemes.

We assume that channels are homogeneous and different channels have the same
long-term statistic features for traffic flows. With this assumption, we only need
to care about the total number of channels that a flow utilizes, without tracking
the details of each specific channel. Understandably, if channels are heterogeneous,
each individual channel has its own characteristics, and following these channel
details will increase the complexity of the system model significantly, which does
not help with understanding the basic concept of system modeling.

Besides the above assumptions, we suppose the system has only one type of
flows. In other words, the real-time and elastic flows do not co-exist in the system.
Specifically in this chapter, we study the simplest case where there is only one
single type of flows generated by one single type of users (single-flow single-
user). Admittedly, this scenario barely exists in real-life communication systems.

1In Poisson process, the time interval between events follows exponential distribution.
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However, it is a perfect toy-example for readers to easily understand the modeling
process using MC analysis. More complicated models, where there is one single
type of flows generated by multiple types of users with different channel access
priorities (single-flow multi-user), are to be studied in the next chapter.

3.2 Analytical Models Based on CTMC

In this section, we use CTMCs to model different CA and CF strategies in the single-
flow single-user case. To set a benchmark for modeling, we first present the analysis
for the traditional strategy that is without CA and CF.

3.2.1 System Model without CA and CF

In a system without CA and CF, each flow always occupies one channel, regardless
of the flow type it belongs to. We analyze real-time flows first. Consider a
communication system with M channels. Suppose the arrival of flows follows a
Poisson process with parameter λ, and we assume that there are an infinite number
of users generating traffic flows so that the parameter of the arrival process does
not vary with the number of ongoing flows.2 We also assume that the service time
of a flow follows an exponential distribution with service rate μ. As each flow in
the system occupies one and only one channel, the access strategy for the system
is to always accommodate an arrived flow as long as there is at least one vacant
channel. A CTMC as simple as illustrated in Fig. 3.1 can describe such a system. In
general, the state of the CTMC is defined to be the number of flows in the system,
and is denoted by i. The transition from State i to State i + 1 is λ, ∀i < M , and
the transition from State i to State i − 1 is iμ, ∀i > 0. The service rate for State i

is given by iμ because there are i independent flows in the system, each of which
occupies one single channel and has its service rate being μ. Indeed, Fig. 3.1 shows
a concrete example of such a CTMC with M = 3.

If we denote the transition rate matrix of the CTMC by Q, then each element
of Q represents the transition rate from one state to another. If we further define
π as the stationary probability vector of the CTMC, then each stationary state
probability, π(i), can be calculated by solving the equation group composed of the
global balance equation, 0 = πQ, and the normalization equation,

∑
i π(i) = 1.

We can now move on to calculate the system parameters, namely, the capacity ρ

and the blocking probability pb.
The capacity of the system, ρ, is defined as the average number of flow

completions per time unit [1]. It is calculated by summing up the products of state

2The case where there are a finite number of users will be studied later in Sect. 3.2.6.
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Fig. 3.1 The CTMC without
CA and CF when M = 3

probabilities and their corresponding service rates, as shown in Eq. (3.1):

ρ =
∑

i

iμπ(i). (3.1)

The blocking probability, pb, refers to the probability that a flow arrival is
blocked and lost due to insufficient channel resources. In this case, pb = π(M).

We now analyze for elastic flows. We keep the assumption that the service time
of a flow transmitting on one single channel follows the exponential distribution
with service rate μ. Though an elastic flow is able to obtain higher service rate if
more channels are utilized for transmission, in the present system where CA and
CF are not enabled, each flow is allowed to occupy only one channel. Therefore,
when the CTMC is in State i, it means there are i ongoing flows with i channels
being occupied, and the service rate of the state is iμ, which is the same as that in
the real-time flow case. Indeed, the CTMCs for elastic flows and real-time flows are
identical in systems without CA and CF, since each flow is allowed to occupy only
one channel at one time.

3.2.2 System Model with CA and CF

When CA and CF are enabled, the system model is quite different from the
benchmark model introduced in Sect. 3.2.1. We study the modeling process for such
systems in this section.

3.2.2.1 Models for Elastic Flows

We examine the elastic flows first. Similar to the benchmark model, for the single-
flow single-user case, we consider a communication system with M channels. The
arrival of the flows follows a Poisson process with parameter λ, and the service
time of the elastic flow on one channel follows an exponential distribution with
service rate μ. Let N ∈ R

+ be the number of channels that a flow adopts, and let
W ∈ R

+ and V ∈ R
+ represent the respective minimum and maximum numbers

of aggregated channels allowed for the flow, then 0 < W ≤ N ≤ V ≤ M . If the
channels in the communication system are homogeneous, the service rate for a flow
with N channels is Nμ. Note that we have assumed the service rate for a flow to
be linear with the number of its aggregated channels. Indeed, in reality, depending
on the system configurations, this may not be the case. When the service rate is not
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linearly proportional to the number of occupied channels [5], it needs to be adjusted
according to a function that maps the occupied channels to the actual service rate.
However, in this study, we keep the linear assumption for simplicity.

In the following paragraphs, we will present three strategies and their CTMC
models.

Strategy EFAFS(W,V ) We assume that the users in this communication system
can adjust the number of channels an ongoing flow occupies, and that the ongoing
flows operate in the following manner:

• The ongoing flows always utilize as many channels as they are able to.
• The ongoing flows always equally share the channels.
• The ongoing flows always share their occupied channels with a new arrival by

adjusting the number of their own channels.

Such a channel access strategy means, if one or more channels become idle due
to a departure of an ongoing flow, the remaining ongoing flows will equally share the
newly available channels, with the constraint that the number of channels each flow
occupies is not greater than V . It also means upon an arrival of a flow, the new flow
will be allowed to commence if and only if the number of channels per flow is not
lower than W after channel sharing. One may have noticed that in order for a flow
to equally share channel resources, the flow must be able to assemble a non-integer
number of channels with the help from CF. Though in reality, due to the constraint
in hardware, it might be impossible to achieve an absolutely equal channel sharing
among all ongoing flows, we assume in this study that the granularity of channel
sharing is fine enough to keep the statistics of flows. We name this channel access
strategy as “extended full adaptation and full sharing strategy,” and denote it as
EFAFS(W,V ).

We are to establish a CTMC to analyze the behavior of the system with
EFAFS(W,V ). Let i be the number of ongoing flows in the system and the index of
the states in the CTMC. The transition of the CTMC from State i to State i + 1 is
made upon a new flow arrival and the transition rate is λ if i <

⌊
M
W

⌋
.
⌊

M
W

⌋
indicates

the maximum number of ongoing flows that can be accommodated in the system,3

hence i ≤ ⌊
M
W

⌋
. Similarly, the transition of the CTMC from State i to State i − 1 is

made when an ongoing flow finishes and leaves the system, and the transition rate
is equal to the service rate for State i. More specifically, if the number of channels
that all the ongoing flows occupy is less than the maximum number of channels in
the communication system, i.e., V i < M , then the service rate is V iμ. If all the

3In this book, we assume the maximum number of ongoing flows is bounded by
⌊

M
W

⌋
for

simplicity. In reality, the number may be greater or less than
⌊

M
W

⌋
. For example, due to the

utilization of guard bands in between the original channels for transmission, the overall data rate
of the system with CA and CF may be higher than that of the system without CA and CF. In such
a case, a greater number of simultaneous flows can be supported as the increased overall data rate
is able to support more flows. One can adjust the analytical model by extending or reducing the
length of the CTMC to fit the system in reality.
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Fig. 3.2 The CTMC of EFAFS(0.5, 2) with M = 3 for elastic flows

M channels are occupied by the ongoing flows already, i.e., V i ≥ M , then due
to the assumption that the maximum number of channels in the system cannot be
extended, the overall service rate becomes Mμ.

Figure 3.2 illustrates such a CTMC with W = 0.5, V = 2, and M = 3. In this
system, each flow requires at least 0.5 channel for communication. Therefore, the
maximum number of ongoing flows is 6, resulting in a 7-state CTMC. Note that
the service rate at State 1 is 2μ, because the system at this state has only one flow
which occupies at most two channels. When i > 1, the service rate becomes 3μ, as
all three channels can be fully utilized by flows.

Based on the state transitions presented above, we can compose the transition
rate matrix Q of the CTMC, and calculate the stationary state probability, π(i), for
each of the states in the CTMC. Both Q and π(i) are further used for calculating
the key parameters of the communication system.

The capacity of the system, ρe, is defined as:

ρe =
∑

i, iV ≤M

π(i)iV μ +
∑

i, iV >M

π(i)Mμ. (3.2)

The first part on the right-hand side of Eq. (3.2) is the average service rate when the
ongoing flows have not used up all channels in the system, whereas the second part
represents the average service rate when all channels are occupied.

The blocking probability of the system is, pbe = π
(⌊

M
W

⌋)
.

Another system parameter of interest is the number of channels that each flow
utilizes after CF and CA. We denote it by N̄e, and N̄e is defined to be the average
number of channels that all flows occupy divided by the average number of flows in
the system, as shown in Eq. (3.3),

N̄e = E(No. of channels utilized)

E(No. of flows)
=

∑
i, 0<iV ≤M π(i)iV + ∑

i, iV >M π(i)M
∑

i π(i)i
.

(3.3)

Strategy Greedy(W,V ) To illustrate the importance of allowing new arrivals to
commence, we now model a strategy where ongoing flows will not share their
occupied channels with the new arrival when the number of idle channels is
insufficient for the newcomer to commence. We name this strategy Greedy(W,V ).
In Greedy(W,V ), the maximum number of ongoing flows equals

⌊
M
V

⌋ + 1 if M −
V
⌊

M
V

⌋ ≥ W , and
⌊

M
V

⌋
otherwise. The transitions of the CTMC are similar to those
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Fig. 3.3 The CTMC of
Greedy(0.5, 2) with M = 3
for elastic flows

of EFAFS(W,V ), and the length of the CTMC reduces due to the greedy behavior
of the ongoing flows. Figure 3.3 illustrates the CTMC for the Greedy(W,V ) system
when M = 3, W = 0.5, and V = 2.

In Fig. 3.3, when there is only one flow in the system, i.e., when the CTMC is
at State 1, the service rate is 2μ as the flow can utilize at maximum two channels.
When a new flow arrives, the one idle channel allows the system to accommodate
the new flow as the requirement for the new flow to commence is that at least a half
of a channel is available. Upon the new flow’s arrival, the system moves from State 1
to State 2. Because now the ongoing flows take up all channels, the service rate at
State 2 is 3μ. The completion of either of the two flows will result in the system
moving back to State 1. When the system reaches State 2, it will not accommodate
any new flows since all the channels are being used and the ongoing flows do not
share their own channels. The new flows will thus be blocked. The capacity of the
system and the indicator of the number of channels that a flow occupies can be
calculated in the same way as those in the EFAFS(W,V ) system.

Strategy Dy(W,V ) Both strategies EFAFS(W,V ) and Greedy(W,V ) deal with
flows that equally share channels. In the following so-called Dy(W,V ) strategy, we
consider flows that do not share their channels equally, i.e., they can have different
numbers of channels.

As in the strategy EFAFS, we use N ∈ R
+ to denote the number of channels that

a flow utilizes, and W ∈ R
+ and V ∈ R

+ to represent the minimum and maximum
numbers of channels a flow can occupy, respectively. We have 0 < W ≤ N ≤ V ≤
M . Consider the arrival event first. Suppose a flow tries to access channels in the
Dy(W,V ) system, the flow can commence directly if the number of idle channels,
denoted by Ic, is no less than the minimum number, W , at that moment. In this
case, the number of channels that the new flow can utilize is min{V, Ic}. In the case
that there are not enough idle channels in the system for a newly arrived flow to
commence, ongoing flows will share their occupied channels with the new flow,
as long as each ongoing flow and the new flow can get at least W channels after
sharing. Channel sharing upon arrival in the Dy(W,V ) system is not equal. Instead,
it obeys a rule that is based on priority. Specifically speaking, when a new flow needs
ongoing flows to share channels with it, and if there are more than one ongoing
flows existing in the system, the ongoing flow that occupies the most channels will
donate first. If the flow with the most channels cannot provide enough channels to
accommodate the new flow, the one with the second most channels will then share its
channels, and so on. If the number of idle channels plus the channels to be released
by ongoing flows surpasses the minimum number W , the newly arrived flow can
join the network successfully. Otherwise, the new arrival will be blocked.

The departure event in the Dy(W,V ) system also involves different scenarios. A
general rule is that, when channel resource becomes available upon a flow departure,
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the flow with the minimum number of channels will utilize the resource first, and so
on. Table 3.1 lists the typical scenarios for both arrival and departure events in the
first column.

To construct the CTMC for this strategy, we first define the states of the CTMC
model as x = (jW , . . . , jk, . . . , jV ), where jk is the number of flows that
utilize k = W, 2W, . . . , or V channels. Note that in this definition, for the sake of
simplicity, we assumed N , M , and V to be integer multiples4 of W . We then denote
the total number of channels that are being used in the system at State x as b(x) =∑V

k=W kjk , and the set of feasible states as S = {x |jW , . . . , jV ≥ 0; b(x) ≤ M}.
Then the transitions between states in this CTMC upon different conditions can be
described by Columns 2, 3, and 4 in Table 3.1.

Because the Dy(W, V ) system involves not only the number of ongoing flows
but also the number of channels each flow occupies, the transition of its CTMC is
more complicated than that for EFAFS(W,V ) and Greedy(W,V ). The complexity
of Dy(W, V ) also lies in the fact that the destination state of the system upon an
arrival or a departure scenario may involve multiple different system conditions.
Take the first departure scenario in Table 3.1 as an example. It involves the following
three different conditions:

1. jk = 1, k < V ; jm = 0, ∀m < V and m �= k; V > W . This describes the
condition that in the system, there exists only one flow with k < V channels, and
at the time the flow departs, each of the remaining ongoing flows has no less than
V channels.

2. jk > 0, k = V ; jm = 0, ∀m < V ; V > W . This condition describes that all flows
in the system, including the ongoing ones and the departing one, each occupies
V channels.

3. jk > 0, k = W = V . This is a condition where all flows occupy a constant
number of flows all the time.

Under any one of the above conditions, when the flow with k channels leaves
the system, the remaining ongoing flows are not allowed to use the vacant channel
released by the departed flow, as each of the remaining ongoing flows has already
taken up V channels, reaching the maximum number of channels allowed to a flow.
Upon the departure of the flow, the system will move to the destination state of
(jW , . . . , jk − 1, . . . , jV ).

Other transitions in Table 3.1 can be derived following the same concept.

To further understand the Dy(W, V ) strategy, we study the CTMC with W = 0.5,
V = 2, and M = 3, as plotted in Fig. 3.4. We take State (1,1,1,0) as an example to
explain the transitions. State (1,1,1,0) means there are three flows in the system and
they occupy 0.5, 1, and 1.5 channels, respectively. When a flow arrives, the ongoing
flow that occupies 1.5 channels will donate 0.5 channel to the new flow, and the

4If we relax the constraint to non-integer multiples of W , then the dimension of the state space
will be higher, though the same analysis concept can be utilized in that situation with an increased
complexity.
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Fig. 3.4 The CTMC of Dy(0.5, 2) with M = 3 for elastic flows

result is that the donating flow occupies 1 channel after donating and the new flow
is accommodated by the system with the donated 0.5 channel. As there are two flows
in the system that occupies 0.5 channel, and two flows that are using 1 channel, the
system has moved to the destination state of (2,2,0,0) upon the arrival of the new
flow.

When a flow departs from (1,1,1,0), depending on which flow is departing, the
destination state could be either (0,0,2,0) or (0,1,0,1). When the flow that occupies
1.5 channels departs, the released channels will be utilized by the flow with the
least 0.5 channel, resulting in a flow that occupies two channels. In this case, the
destination state is (0,1,0,1). Similarly, if the departing flow is the one with 0.5
channel or the one that occupies 1 channel, then after the released channel resource
is reused by the remaining flows, the system ends up with two flows, each of which
owns 1.5 channels. In this case, the system will move to the destination state of
(0,0,2,0).

Analysis on the transitions between other states can be carried out similarly.
With the CTMC being constructed, and π(x) being the stationary state proba-

bility of State x in the CTMC, the capacity of the Dy(W, V ) system, ρ′
e, can be

calculated by:

ρ′
e =

∑

x∈S

V∑

k=W

kjkμπ(x). (3.4)
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The blocking probability of the system can be presented by:

p′
be

=
∑

x∈S,

M−b(x)+∑V
k=2W (k−W)jk<W

π(x), (3.5)

and the number of channels that a flow statistically utilizes, N̄ ′
e, can be defined to

be:

N̄ ′
e =

∑
x∈S

∑V
k=W kjkπ(x)

∑
x∈S

∑V
k=W jkπ(x)

. (3.6)

3.2.2.2 Models for Real-Time Flows

One of the key differences between real-time flows and elastic flows is that real-
time flows maintain constant service rate. More precisely, even in a system with CF
and CA, where more or less channels can be utilized by the traffic flow, the service
rate of a real-time flow will not change as long as its minimum QoS requirement
is satisfied. Due to the difference, the models for real-time flows are different from
those for elastic flows. In this section, we establish real-time-flow models for the
EFAFS(W,V ) strategy and the Greedy(W,V ) strategy.

In the EFAFS(W,V ) strategy, ongoing flows share their own channels with a new
arriving flow. The maximum number of flows is bounded by

⌊
M
W

⌋
. If the system is

in State i with i <
⌊

M
W

⌋
, the transition of the CTMC from State i to State i + 1

can be made upon a new flow arriving and the transition rate is λ. Similarly, when
an ongoing flow finishes and leaves the system, the transition of the CTMC is made
from State i to State i −1. As the service rate for each flow is μ, if there are N flows
in the system, the service rate of the entire system is Nμ. Figure 3.5 illustrates a
real-time-flow CTMC with W = 0.5, V = 2, and M = 3. The CTMC has in total 7
states, indicating that there can be at most six ongoing flows co-exist in the system.
This is because there are in total 3 channels in the system and each flow requires
at least 0.5 channel for communication. The service rate of the system is linearly
proportional to the number of ongoing flows.

Fig. 3.5 The CTMC of EFAFS(0.5, 2) with M = 3 for real-time flows
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Fig. 3.6 The CTMC of
Greedy(0.5, 2) with M = 3
for real-time flows

The capacity of the system, ρr , can be then defined as:

ρr =
∑

i, i≤M

π(i)iμ. (3.7)

The formulas for the blocking probability and the average number of channels that
each flow utilizes are, in this case, the same as those for the elastic flows in the
EFAFS(W,V ) strategy.

For Greedy(W,V ) with real-time flows, a CTMC with M = 3, W = 0.5, and
V = 2 is illustrated in Fig. 3.6. We observe that the only difference between this
CTMC and the one in Fig. 3.3 for elastic flows is the service rates. Therefore, if we
replace the service rates with the new ones, we can calculate the system parameters
for this real-time-flow CTMC in the same way as for the elastic traffic flows in the
same strategy.

3.2.3 Numerical Results

In Sects. 3.2.1 and 3.2.2, we utilized CTMC to model six different systems, and they
are:

1. The benchmark model for the system without CA and CF.
2. The elastic-flow model for the EFAFS(W,V ) strategy.
3. The elastic-flow model for the Greedy(W,V ) strategy.
4. The elastic-flow model for the Dy(W,V ) strategy.
5. The real-time-flow model for the EFAFS(W,V ) strategy.
6. The real-time-flow model for the Greedy(W,V ) strategy.

Before we continue with further analyses, we display some numerical results
from the mathematical models to further illustrate the behavior of the systems under
various strategies for different types of traffic flows.

In order to obtain numerical results that can be fairly compared, the system is
configured as follows:

• For both elastic and real-time traffic, in systems with or without CA and CF,
and for all the three strategies, EFAFS(W,V ), Greedy(W,V ), and Dy(W,V ):
the maximum number of channels in the system is set to be M = 3.

• The service rate for a real-time flow is set to be 0.5 per flow, while the service
rate for an elastic flow is set to be 0.5 per channel.
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• In systems where CA and CF are enabled, we configure the minimum and
maximum numbers of channels that one flow is allowed to occupy as W = 0.5
and V = 2.

• We plot the system capacity, the blocking probability, and the indicator for the
number of channels per flow, as functions of the arrival rate, λ, which ranges
from 0.2 to 0.9.

• The unit of the rate is the number of flows per time unit, and the time unit can be,
e.g., in seconds or minutes, depending on the system to be modeled.

The results of elastic flows are plotted in Figs. 3.7, 3.8, and 3.9.
Figure 3.7 illustrates the system capacity of different strategies for elastic flows.

All the capacities have an increasing trend with an increasing λ. The main reason
is that when the system is far from saturation, more flows will be injected into

Fig. 3.7 The capacity for
elastic flows with different
CA and CF strategies
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Fig. 3.8 The blocking
probability for elastic flows
with different CA and CF
strategies
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Fig. 3.9 The number of
channels per flow for elastic
flows with different CA and
CF strategies
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the system per time unit as λ grows. However, one can expect the trend to stop
increasing when the saturated capacity is achieved after λ surpasses a particular
value. The capacity values of Dy(0.5, 2) and EFAFS(0.5, 2) increase almost linearly,
which is better than the benchmark strategy (named as “No CA/CF” in the figure)
where CA and CF are not enabled. The improvement is benefited from the features
of Dy(0.5, 2) and EFAFS(0.5, 2), i.e., they both support CA and CF, and they both
allow ongoing flows to share channels with new flows so that new flows can be
accommodated into the system. On the contrary, the capacity of Greedy(0.5, 2) is
not as good as the benchmark model. Though Greedy(0.5, 2) supports CA and CF,
since its ongoing flows do not share their occupied channels with new arrivals, most
of the new arrivals will be blocked from entering the system, resulting in a low
system capacity. This observation implies if more capacity is required, allowing new
flows to commence is of great importance. Note that Dy(0.5, 2) and EFAFS(0.5, 2)
have exactly the same capacity for elastic flows. Indeed, this is also the case with
their blocking probabilities and the number of channels per flow. The reason is to be
revealed in the next section where we talk about the upper bound of the capacity.

Figure 3.8 depicts the blocking probabilities of different strategies for elastic
flows. The blocking probabilities increase as λ grows, because an increasing λ

means an increasing number of flows arriving per unit time, and hence a higher
probability of them being blocked. Dy(0.5, 2) and EFAFS(0.5, 2) have in general
lower blocking probabilities than Greedy(0.5, 2) and the benchmark strategy,
especially when λ is large. The main reasons are threefold. Firstly, Dy(0.5, 2)
and EFAFS(0.5, 2) allow ongoing flows to share channels with newcomers, and
therefore, a new flow has a better chance to commence. Secondly, Dy(0.5, 2) and
EFAFS(0.5, 2) enable a flow to start with a half of a channel for transmission
by virtue of CF. For the system with the maximum number of channels being
M = 3, if the minimum number of channels for a flow to start transmission
is W = 0.5, then the maximum number of ongoing flows in the system is 6,
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which is doubled compared with that in the benchmark strategy. In other words,
Dy(0.5, 2) and EFAFS(0.5, 2) lower the threshold, W , for a flow to commence, and
therefore, they are able to accommodate a larger number of flows, and thus achieve
a higher system capacity. Finally, in Dy(0.5, 2) and EFAFS(0.5, 2), ongoing flows
are allowed to keep aggregating channels released by departed flows, as long as
its channel resources are within the maximum number V . For elastic flows, more
channels means higher service rate. Therefore, flows can be finished faster, leaving
more room to accommodate new arrivals.

The blocking probability of Greedy(0.5, 2) is greater than that of the benchmark
strategy. This is due to its greedy nature that an ongoing flow can occupy multiple
channels but will not share channels with the new arrival when the latter needs the
shared channels to commence.

Figure 3.9 shows the number of channels per flow for elastic traffic. The trend
in Dy(0.5, 2), EFAFS(0.5, 2), and Greedy(0.5, 2) is descending as λ increases. This
is because more flows will be sharing the same limited channel resources when the
arrival rate becomes larger. The number in the benchmark strategy is a constant
though, because each flow always occupies one channel in this strategy. Among the
strategies Dy(0.5, 2), EFAFS(0.5, 2), and Greedy(0.5, 2), the number in the Greedy
strategy is the largest. This is because ongoing flows in this strategy do not share
their channels with new arrivals, which allows the system to accommodate at most 2
flows simultaneously, and results in a generous resource occupancy for the ongoing
flows.

Although within the range of λ that is shown in Fig. 3.9, one can observe the
number of channels per flow in Dy(0.5, 2) and EFAFS(0.5, 2) being greater than that
in the benchmark strategy. Indeed, when λ keeps on growing, these numbers will
become closer to and eventually lower than that of the benchmark strategy. However,
those cases are not of interest because the blocking probability will be too high
for a reasonable communication system.5 In general, Dy(0.5, 2) and EFAFS(0.5, 2)
significantly outperform the benchmark strategy in terms of system performance for
elastic flows.

Figures 3.10, 3.11, and 3.12 illustrate the system parameters for real-time traffic
in different strategies.

In Fig. 3.10, the overall trend of the system capacity is ascending as the arrival
rate λ increases. The capacity increases because more traffic is injected into the
system. Again, EFAFS(0.5, 2) provides an improved system capacity in comparison
with the benchmark strategy. The capacity of the Greedy(0.5, 2) strategy is the
lowest, indicating that it is important for ongoing flows to share their channels with
the new arrivals if an enhanced system capacity is to be expected.

Figure 3.11 shows that the real-time flows have a similar trend of blocking
probability to the elastic traffic. The EFAFS(0.5, 2) has the lowest blocking

5We can observe in Fig. 3.8 that when λ = 0.9, the blocking probability of Greedy(0.5, 2) has
already reached 22%, and the blocking probability of the benchmark strategy has surpassed 17%
also. These values are indeed very high already.



44 3 Markov Chain Analysis of CA and CF with a Single Type of Users

Fig. 3.10 The capacity for
real-time flows with different
CA and CF strategies
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Fig. 3.11 The blocking
probability for real-time flows
with different CA and CF
strategies
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probability while the Greedy(0.5, 2) has the highest. Also notice that the blocking
probability of EFAFS(0.5, 2) for real-time flows is lower than that for elastic flows,
and the difference becomes more apparent when λ is larger. The main reason for
this is that these two cases have different service rates at the system level. The
service rate for elastic flows is determined by how many channels that all ongoing
flows jointly occupy. Therefore, the maximum service rate is 3μ, as demonstrated in
Fig. 3.2, which happens when all channels are being utilized by the ongoing flows.
For the real-time flows, the service rate is linearly proportional to the number of
ongoing flows in the system. Therefore, the maximum service rate is 6μ when the
number of flows accommodated in the system reaches the maximum, as shown in
Fig. 3.5. As most of the states in Fig. 3.2 for elastic flows have a lower service
rate than those in Fig. 3.5 for real-time flows, the blocking probability, i.e., the
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Fig. 3.12 The number of
channels per flow for
real-time flows with different
CA and CF strategies
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probability that the system is in the right-most state (e.g., State 6 in Fig. 3.2 and
Fig. 3.5), is greater for elastic flows than for real-time flows.

From the number of channels per flow that is presented in Fig 3.12, we
understand that both EFAFS(0.5, 2) and Greedy(0.5, 2) outperform the benchmark
strategy within a reasonable range of blocking probability. Indeed, the service rate
for real-time flows cannot be increased by CA and CF, but it does not stop a certain
flow from utilizing more channels statistically. Statistically using more channels
results in statistically increased data rates for real-time flows.

From the above illustrated numerical results, we observe that regardless of the
traffic types, CA and CF can indeed improve the system performance for traffic
flows, given the strategy being properly designed. Though the scenarios being stud-
ied so far are mere simple examples which can hardly be seen in real communication
systems, the analytical process provides us with an initial comprehension of apply-
ing CTMC in modeling a certain channel access strategy. Besides, the promising
results demonstrated by employing CA and CF are encouraging and motivate us to
further explore the benefits that these techniques can bring to the system.

3.2.4 Capacity Upper Bound of Elastic Traffic Flows

As presented in the previous section, with various CA and CF strategies applied
to traffic flows, a system can achieve capacities at different levels. Capacity
improvement has been observed in the system with EFAFS(W , V ) and the system
with Dy(W , V ). One question is, is there any capacity upper bound for the strategies
with CA and CF being applied under the same system configurations? The answer is
“Yes,” and the upper bound is the one that can be achieved by EFAFS(W , V ), with
V = M and W being set to be the minimum value satisfying the QoS requirement
for the elastic flows. We will prove this statement in the following two subsections.
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Fig. 3.13 The BDP with K = 6

3.2.4.1 Capacity Upper Bound of EFAFS(W,V )

We study a CTMC which is a BDP with K + 1 states. The transition rate from
State (k − 1) to State k is λ, and the transition rate from State k to State k − 1 is
μk , k ∈ {1, . . . , K}. The capacity of the system described by the BDP can be
defined as ρBDP = ∑K

k=1 πkμk , with πk being the stationary probability of State k.
Figure 3.13 illustrates an example of the BDP with K = 6.

Proposition 3.1 If a BDP has a fixed length and a fixed arrival rate, then ∀k ∈
{1, . . . , K}, the capacity of the BDP, ρBDP , will increase monotonically as μk

increases. �

Proof As the blocking probability of the system is πK , ρBDP = (1 −πK)λ. This is
because the rate of flows being completed equals to the rate of arrival deducting the
rate being blocked. As λ is a constant by definition, to prove that ρBDP increases
with an increasing μk , we can prove that πK decreases as μk increases.

In Chap. 2, we have introduced that the stationary probability of a CTMC can be
calculated by solving the balance equations and the normalization equation of the
CTMC. Following the same method, we can calculate the stationary distribution of
the above mentioned BDP, and represent the stationary distribution of State k as a
function of λ, μk , and the stationary probability of State 0, i.e.,

πk = π0

k∏

i=1

(
λ

μi

)
, k ∈ {1, . . . , K}. (3.8)

According to the normalization equation,

1 =
K∑

i=0

πi =
⎡

⎣1 +
K∑

i=1

i∏

j=1

(
λ

μj

)⎤

⎦π0

=
⎡

⎣1 +
k−1∑

i=1

i∏

j=1

(
λ

μj

)
+

(
λ

μk

) K∑

i=k

i∏

j=1,j �=k

(
λ

μj

)⎤

⎦π0

=
(

A + λ

μk

B

)
π0, (3.9)
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where A = 1 + ∑k−1
i=1

∏i
j=1

(
λ
μj

)
and B = ∑K

i=k

∏i
j=1,j �=k

(
λ
μj

)
. Therefore,

π0 =
(

A + λ

μk

B

)−1

. (3.10)

Based on Eqs. (3.8) and (3.10), we have:

πK =
(

K∏

i=1

(
λ

μi

))
π0 =

⎛

⎝ λ

μk

k−1∏

j=1

(
λ

μj

) K∏

j=k+1

(
λ

μj

)⎞

⎠π0

= λ

μk

K∏

j=1,j �=k

(
λ

μj

)(
A + λ

μk

B

)−1

=
λ
∏K

j=1,j �=k

(
λ
μj

)

Aμk + Bλ
. (3.11)

As λ is a constant, and A and B are independent from μk , from Eq. (3.11), we see
that when μk increases, πK will decrease monotonically. We thus proved that the
capacity increases monotonically with an increasing μk . �

Proposition 3.1 informs us that with a fixed chain length K +1 and a fixed arrival
rate λ, the system capacity ρBDP is maximized if the service rate for each state is
maximized. Applying this proposition to the EFAFS(W,V ) model in Fig. 3.2, then
with the fixed chain length

⌊
M
W

⌋ + 1, ρe will increase as V increases, and it will
reach its maximum when V = M . Note that V = M indicates all channels can be
utilized by just one flow.

Proposition 3.2 A BDP with K+1 states will get its capacity increased if one more
state is added to the chain as the last state (i.e., as State K + 1), and if the service
rate of State K + 1 satisfies μK+1 ≥ max{μk}, k ∈ {1, . . . , K}. �

Proof We use π̂k, k ∈ {0, . . . , K + 1} to denote the stationary probabilities of
the new process after adding State K + 1. As ρBDP = (1 − πK)λ, with λ being
a constant, the capacity is inversely proportional to πK . Therefore, to prove the
capacity increases after adding State K + 1, we are to prove that πK ≥ π̂K+1.

In the old BDP, πK = π0
∏K

i=1 (λ/μi), and π0 = 1
1+∑K

i=1
∏i

j=1(λ/μj )
. When

State K + 1 is appended, the stationary probability of the new state in the new BDP
is π̂K+1 = π̂0

∏K+1
i=1 (λ/μi), with π̂0 = 1

1+∑K+1
i=1

∏i
j=1(λ/μj )

. Therefore,

πK ≥ π̂K+1 ⇐⇒ π0

K∏

i=1

(λ/μi) ≥ π̂0

K+1∏

i=1

(λ/μi) (3.12)
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⇐⇒
∏K

i=1(λ/μi)

1 + ∑K
i=1

∏i
j=1

(
λ/μj

) ≥
∏K+1

i=1 (λ/μi)

1 + ∑K+1
i=1

∏i
j=1

(
λ/μj

) (3.13)

⇐⇒ 1

1 + ∑K
i=1

∏i
j=1

(
λ/μj

) ≥
λ

μK+1

1 + ∑K
i=1

∏i
j=1

(
λ/μj

) + ∏K+1
j=1

(
λ/μj

) .

(3.14)

To prove πK ≥ π̂K+1 is hence equivalent to proving the inequality of Eq. (3.14).
Firstly, when λ/μK+1 ≤ 1, Eq. (3.14) holds, as the denominator of the right-hand

side is greater than that of the left-hand side.
Secondly, we consider λ/μK+1 > 1. Let Pk = ∏k

i=1(λ/μi), then Eq. (3.14) can
be re-written as:

1

1 + ∑K
i=1

∏i
j=1

(
λ/μj

) ≥
λ

μK+1

1 + ∑K
i=1

∏i
j=1

(
λ/μj

) + ∏K+1
j=1

(
λ/μj

)

⇐⇒ 1 + P1 + . . . + PK+1 ≥ λ

μK+1
(1 + P1 + . . . + PK) (3.15)

⇐⇒ 1 +
(

P1 − λ

μK+1

)
+

(
P2 − P1

λ

μK+1

)
+ . . . +

(
PK+1 − PK

λ

μK+1

)
≥ 0.

(3.16)

Since μK+1 ≥ max{μk}, ∀k ∈ {1, . . . , K}, we have P1 ≥ λ/μK+1 and Pk+1 ≥
Pk(λ/μK+1), ∀k ∈ {1, . . . , K}. Hence Eq. (3.16) holds,6 and Proposition 3.2 is
proven. �

Proposition 3.2 informs us that a higher system capacity can be achieved by
lengthening the CTMC with the service rate of the newly added state being no
less than any of the existing service rates in the chain. Indeed, in the strategy
EFAFS(W,V ), it is true that μK+1 ≥ max{μi}, i ∈ {1, . . . , K}. Applying
this proposition to the EFAFS(W,V ) model described in Fig. 3.2, it indicates that a
higher ρe can be obtained if the chain is longer, and a longer chain can be achieved
by lowering W , i.e., the minimum number of channels for a flow to commence. In
other words, in an EFAFS(W,V ) system with a fixed maximum number of channels
V , the maximum capacity ρe is achieved when W is the lowest possible value that
satisfies the minimum QoS requirement.

From Proposition 3.2, we can also conclude that blocking new arrivals of flows in
order to prioritize ongoing flows does not provide any benefit to the system in terms
of maximizing the capacity, because blocking new arrivals reduces the number of

6Note that Pk+1 = Pk
λ

μK+1
, and Eq. (3.16) is in fact equivalent to 1 +

(
P1 − λ

μK+1

)
+

(
P2 − P1

λ
μK+1

)
+ . . . +

(
PK − PK−1

λ
μK+1

)
≥ 0.
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ongoing flows in the system, and thus shortens the length of the chain. This explains
why Greedy(W,V ) can hardly obtain a higher capacity than EFAFS(W,V ) under
the same system configuration.

Based on Propositions 3.1 and 3.2, we ascertain that the highest system capacity
for a BDP is achieved when V = M , and the minimum value meeting the
requirement of QoS is chosen for W . This is written in formula as:

ρe =

⌊
M
W

⌋

∑

k=1

πkMμ = (1 − π⌊
M
W

⌋)λ. (3.17)

Though the above maximum capacity is derived for the strategy EFAFS(W,V ),7

in the next section, we will demonstrate that given the same values of W , V , M , λ,
and μ, no other strategies can achieve higher capacity than the maximum capacity
of EFAFS(W,V ).

3.2.4.2 Capacity Upper Bound in General

In an EFAFS(W,V ) system, when V = M and W is set to be the minimum possible
value, the BDP achieves its maximum capacity as it has the maximum chain length
with

⌊
M
W

⌋+1 states, and the service rate for every state in this BDP except State 0 is
at the maximum of Mμ. Indeed, the maximum capacity achieved by EFAFS(W,V )
is the upper bound for all the strategies that have the same setup for V , M , W , μ,
and λ. In order to confirm this statement, in this section, we specifically show that
a general strategy has no greater capacity than the capacity upper bound that can be
achieved by EFAFS(W,V ).

We do this in a two-step manner. In the first step, we transform the states of
a general strategy from its own state space, which might be multi-dimensional,
to be single dimensional. In other words, we construct an equivalent BDP to the
original CTMC, by converting the state space of the original CTMC into a single
dimensional one. In the second step, we compare the equivalent BDP with the BDP
of EFAFS(W , V ). By showing that the chain length of the equivalent BDP cannot
be longer than

⌊
M
W

⌋ + 1, and that the corresponding service rates in the equivalent
BDP cannot be higher than Mμ, we will be able to conclude that the maximum
capacity that can be achieved by the EFAFS(W,V ) strategy is also the upper bound
of capacity for any other strategies.

Firstly, given M and W for a strategy, the number of ongoing flows that can be
coexisting in the system is upper-bounded by

⌊
M
W

⌋
. This is equivalent to say that

the chain length of the equivalent BDP of the strategy cannot exceed
⌊

M
W

⌋ + 1.

7The majority of the proof can be found in [6] for CRNs configurations, where only CA is
considered.
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Recall that the EFAFS(W , V ) strategy has its chain length defined as
⌊

M
W

⌋+ 1. It is
therefore safe to say that given the same system configuration, the chain length of
any other strategies will not be longer than that of EFAFS(W , V ).

Secondly, we show that the service rates of the equivalent BDP for a general
strategy are not greater than Mμ.

We denote a state in the general strategy as φ, and the stationary state probability
of φ as π(φ). Note that φ can be multi-dimensional, and the number of flows at
State φ is denoted by |φ|. To construct an equivalent BDP with the state space being
single dimensional, we re-define the states of the CTMC by an integer pair (r, l),
where r is the number of ongoing flows in State φ, and l is the index of a particular
state among all the states that have r flows. State (r, l) thus represents the general lth
state with r flows. We let L(r) be the number of states that have r flows, and have
l ∈ {1, . . . , L(r)}. We also denote by b(r, l) the total number of channels that all
ongoing flows utilize at State (r, l), and further let π ′(r, l) be the state probability of
(r, l).

Consider that in a general strategy, channel allocation for traffic flows may
happen even without flow arrivals or departures. We utilize the parameter ζr (l, l

′) to
represent such transitions. In more details, ζr (l, l

′) is the transition rate from State
(r, l) to State (r, l′), where 1 ≤ l ≤ L(r), 1 ≤ l′ ≤ L(r), and l �= l′.

The balance equation for State (r, l) can now be constructed as Eq. (3.18).

(λ + b(r, l)μ)π ′(r, l)︸ ︷︷ ︸
1

+π ′(r, l)
L(r)∑

l′=1, l′ �=l

ζr (l, l
′)

︸ ︷︷ ︸
2

=
L(r−1)∑

n=1

Pr−1,n,lλπ ′(r − 1, n)

︸ ︷︷ ︸
3

+
L(r)∑

l′=1, l′ �=l

π ′(r, l′)ζr (l
′, l)

︸ ︷︷ ︸
4

+
L(r+1)∑

n=1

P ′
r+1,n,lb(r + 1, n)μπ ′(r + 1, n)

︸ ︷︷ ︸
5

. (3.18)

In Eq. (3.18), Pr−1,n,l is the probability of the system moving from State (r−1, n)
to State (r, l) upon a flow arrival, and P ′

r+1,n,l is the probability that the system
moves from State (r+1, n) to State (r, l) upon a flow departure. Pr−1,n,l and P ′

r+1,n,l

represent the different ways of access upon an event in a specific strategy. They
satisfy the condition

∑L(r)
l=1 Pr−1,n,l = 1 and

∑L(r)
l=1 P ′

r+1,n,l = 1.
To better interpret Eq. (3.18), we divide it into five parts that are indexed by

the circled numbers as shown in this equation. 1 and 2 represent the transitions
out of State (r, l), and 3 - 5 describe the transitions into State (r, l). When the
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system reaches the stationary status, 1 + 2 equals 3 + 4 + 5 , which is
the balance equation for the single State (r, l). Specifically speaking, 1 involves
the transitions out of State (r, l) when a flow departure or arrival happens and the
number of ongoing flows changes. 3 represents the transitions from other states
into State (r, l) due to arrival of flows, whereas 5 is the transitions into State (r, l)

because of flows departing. Both transitions in 3 and 5 result in a change in the
number of ongoing flows. 2 and 4 describe the transitions from and into State
(r, l), respectively, and these transitions do not change the number of ongoing flows
in the system.

λ

L(r)∑

l=1

π ′(r, l) +
L(r)∑

l=1

π ′(r, l)
L(r)∑

l′=1, l′ �=l

ζr (l, l
′)

+ μ

(
g(r) −

∑L(r)
l=1 (g(r) − b(r, l)) π ′(r, l)

∑L(r)
l=1 π ′(r, l)

)
L(r)∑

l=1

π ′(r, l)

= (3.19)

λ

L(r−1)∑

n=1

π ′(r − 1, n) +
L(r)∑

l=1

L(r)∑

l′=1, l′ �=l

π ′(r, l′)ζr (l
′, l)

+ μ

(
g(r + 1)−

∑L(r+1)
l=1 (g(r + 1)−b(r + 1, l)) π ′(r + 1, l)

∑L(r+1)
l=1 π ′(r + 1, l)

)
L(r+1)∑

l=1

π ′(r + 1, l).

Let g(r) = maxl (b(r, l)), by summing up the balance equations of all states that
have r ongoing flows, we have Eq. (3.19).

Equation (3.19) can then be simplified to Eq. (3.21), with π ′′(r) =∑L(r)
l=1 π ′(r, l). Here, we have canceled the equivalent opponents,8 i.e.,

∑L(r)
l=1 π ′(r, l)

∑L(r)

l′=1, l′ �=l
ζr (l, l

′) and
∑L(r)

l=1

∑L(r)

l′=1, l′ �=l
π ′(r, l′)ζr (l

′, l), on both
sides of Eq. (3.19).

8One can see that Eq. (3.20) holds by expanding the summation operation on each side of the
equation. The left half of the equation describes the sum for transferring out of all states with r

flows. As the flows transferring out of a state will eventually arrive at another state, the left sum
equals the sum for going into the destination states with r flows, which is the right half of the
equation.

L(r)∑

l=1

π ′(r, l)
L(r)∑

l′=1, l′ �=l

ζr (l, l
′) =

L(r)∑

l=1

L(r)∑

l′=1, l′ �=l

π ′(r, l′)ζr (l
′, l), (3.20)
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(
λ + μ

(
g(r) −

∑L(r)
l=1 (g(r) − b(r, l)) π ′(r, l)

π ′′(r)

))
π ′′(r)

= (3.21)

λπ ′′(r − 1) + μ

(
g(r + 1)−

∑L(r+1)
l=1 (g(r + 1)−b(r + 1, l)) π ′(r + 1, l)

π ′′(r + 1)

)
π ′′(r + 1).

Note that Eq. (3.21) has the same format as the balance equation of the rth state
in a BDP. The upper half of Eq. (3.21) includes the service rate for states with r

services and the lower half contains the service rate for states with the number of

services being r+1. In the upper half of Eq. (3.21), since
∑L(r)

l=1 (g(r)−b(r,l))π ′(r,l)
π ′′(r) ≥ 0,(

g(r) −
∑L(r)

l=1 (g(r)−b(r,l))π ′(r,l)
π ′′(r)

)
≤ g(r). Similarly, in the lower half of the equation,

(
g(r + 1)−

∑L(r+1)
l=1 (g(r+1)−b(r+1,l))π ′(r+1,l)

π ′′(r+1)

)
≤ g(r+1). As g(r) ≤ M by definition,

for any strategies with CA and CF, the corresponding service rates in their equivalent
BDPs will be no greater than the service rate of Mμ, which is the service rate the
EFAFS(W ,V ) strategy can achieve with V = M . Recall that the chain length will
not be longer than the one in EFAFS(W ,V ) with W being minimized, according
to Propositions 3.1 and 3.2, we ascertain that for any strategy, its capacity will not
exceed the capacity defined in Eq. (3.17) for EFAFS(W ,V ) with V = M and W set
to be the smallest possible value determined by the QoS of the flows.

In addition, in Eq. (3.21), if b(r, l) = g(r), ∀l ∈ {1, . . . , L(r)}, we have
∑L(r)

l=1 (g(r)−b(r,l))π ′(r,l)
π ′′(r,l) = 0, meaning that the maximum service rate, i.e., Mμ, is

achievable if b(r, l) = g(r) = M , ∀l ∈ {1, . . . , L(r)}. This implies that if a
strategy meets the following two requirements:

1. the length of the equivalent BDP of the strategy can reach
⌊

M
W

⌋ + 1, where W is
the minimum value meeting the requirement of QoS,

2. and each of its states with r services is able to utilize M channels, i.e., b(r, l) =
M , ∀l ∈ {1, . . . , L(r)} and ∀r ∈ {

1, . . . ,
⌊

M
W

⌋}
,

then the derived capacity upper bound is attainable for the strategy. Dy(0.5, 3) with
M = 3 is an example of such a strategy, whereas Greedy(0.5, 3) cannot achieve the
same upper bound as the chain length is constraint by the strategy.

3.2.5 The Equivalence of EFAFS(W,V ) and Dy(W,V )

One may have noticed that the strategies EFAFS(W , V ) and Dy(W , V ) are very
similar to each other in terms of system performance. In fact, Dy(W,V ) is equivalent
to EFAFS(W,V ) for our studied parameters. We now analyze the equivalence by
taking a closer look at EFAFS(0.5, 2) and Dy(0.5, 2), with M = 3.
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Fig. 3.14 The CTMC of Dy(0.5, 2) when M = 3 for elastic flows with index (r, l)

Let us revisit Fig. 3.4 that illustrates the CTMC of Dy(0.5, 2) with M = 3 for
elastic flows, and use φ to represent generally the four-element states in this CTMC.
We are to construct a BDP that is equivalent to this CTMC by re-indexing the
states according to the number of ongoing flows, r . Then State φ in the original
indexing system will be corresponding to State (r, l) (with l being defined the
same as the one in Sect. 3.2.4.2) in the new indexing system. Figure 3.14 re-plots
the CTMC with states in both indexing systems. The states are in colors with
each color representing a group of states that have the same number of flows.
For example, State (2,1) and State (2,2) in the new indexing system correspond
to State (0,1,0,1) and State (0,0,2,0), respectively, in the old indexing system. As
both states have r = 2, meaning there are two ongoing flows in the system, they are
hence represented in the same color of black. Similarly, States (3,1), (3,2), and (3,3)
represent respectively States (2,0,0,1), (1,1,1,0), and (0,3,0,0) for r = 3, thus they
are all marked in color green. For r = 4, the color is brown, and there are State (4,1)
and State (4,2) representing the respective State (3,0,1,0) and State (2,2,0,0). All the
rest states in the old system are also re-indexed in the same way to fit into the new
system.
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We now establish balance equations for the states in the new indexing system
for Dy(0.5, 2) with elastic flows when M = 3. Take the states with r = 3 as an
example, the balance equations for States (3,1), (3,2), and (3,3) are:

(λ + 3μ)π ′(3, 1) = 1.5μπ ′(4, 1), (3.22)

(λ + 3μ)π ′(3, 2) = 1.5μπ ′(4, 1) + 2μπ ′(4, 2) + λπ ′(2, 1) + λπ ′(2, 2),

(3.23)

(λ + 3μ)π ′(3, 3) = μπ ′(4, 2), (3.24)

where π ′(r, l) is the stationary probability of State (r, l). If we sum up the above
equations, we have:

(λ + 3μ)(π ′(3, 1) + π ′(3, 2) + π ′(3, 3))

=3μ(π ′(4, 1) + π ′(4, 2)) + λ(π ′(2, 1) + π ′(2, 2)). (3.25)

Further defining π ′′(3) = π ′(3, 1)+π ′(3, 2)+π ′(3, 3), π ′′(4) = π ′(4, 1)+π ′(4, 2),
and π ′′(2) = π ′(2, 1) + π ′(2, 2), then Eq. (3.25) can be simplified as:

(λ + 3μ)π ′′(3) = 3μπ ′′(4) + λπ ′′(2). (3.26)

Examining Eq. (3.26) against the BDP of EFAFS(0.5, 2) shown in Fig. 3.2, we can
observe that Eq. (3.26) is exactly the balance equation for State 3 in EFAFS(0.5, 2).
This result applies also to all the other states with the same number of flows. In
other words, if we consider the sum of the stationary probabilities of states with the
same number of flows r as a single virtual state, the equivalent BDP of the CTMC
of Dy(0.5, 2) is in fact the BDP of EFAFS(0.5, 2). As the system parameters we
studied in all the previously mentioned strategies are based on the states with the
same number of flows, the parameters observed for Dy(0.5, 2) are identical to that
of EFAFS(0.5, 2).

To generalize the above example, for a general state (r, l) in the strategy
Dy(W,V ), its balance equation is:

(λ + b(r, l)μ)π ′(r, l)

=
L(r−1)∑

n=1

Pr−1,n,lλπ ′(r − 1, n) +
L(r+1)∑

n=1

P ′
r+1,n,lb(r + 1, n)μπ ′(r + 1, n).

(3.27)
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By summing up all the equations of the states with r flows, we have:

λ

L(r)∑

l=1

π ′(r, l) + μg(r)

L(r)∑

l=1

π ′(r, l)

=λ

L(r−1)∑

n=1

π ′(r − 1, n) + μg(r + 1)

L(r+1)∑

l=1

π ′(r + 1, l). (3.28)

Equation (3.28) holds for Dy(W,V ) because g(r) = b(r, l), ∀l ∈ {1, . . . , L(r)}.
More concretely, when r = 1, g(r) = 2, and when r = 2, . . . , 6, g(r) = 3
for Dy(0.5, 2) and M = 3. We can further define π ′′(r) = ∑L(r)

l=1 π ′(r, l), then
Eq. (3.28) can be written as:

(λ + μg(r))π ′′(r) (3.29)

=λπ ′′(r − 1) + μg(r + 1)π ′′(r + 1).

Equation (3.29) is exactly the balance equation of State r in the BDP of EFAFS
with the same W and V . Therefore, it is not a surprise that strategy Dy(W,V ) and
strategy EFAFS(W,V ) have identical system performance.

3.2.6 System with a Finite Number of Users

In all the previously studied scenarios, we considered systems with an infinite
number of users, by assuming λ to be a constant regardless of the number of ongoing
flows in the system. In this section we construct CTMC for a scenario where there
are a finite number of users in the system.

Consider a system with M channels, and its strategy being EFAFS(W,V ) for
elastic flows. Suppose there are U users, each of which generates one flow at a time,
i.e., one flow per user, as in the traditional telephone system. Each user has an arrival
rate λ when it is not being served. In other words, once a user is being served in the
system, it will not generate new flows until the service finishes. The service rate for
each flow is μ on one channel. To establish a CTMC for the system, let i be the
number of users that are being served in the system and thus the state of the CTMC
can be represented by i, i < min

(
U,

⌊
M
W

⌋)
, where

⌊
M
W

⌋
is the maximum number

of ongoing flows in the system. As the system can accommodate at most
⌊

M
W

⌋
flows,

and the maximum number of flows that the users can generate is U , the chain length
is indeed the minimum of

⌊
M
W

⌋
and U . The transition of the CTMC from State i to

State i + 1 is made upon a new flow arriving, and the transition rate is (U − i)λ.
The transition of the CTMC from State i to State i − 1 is made when an ongoing
flow finishes and leaves the system. The service rate is V iμ when V i ≤ M , and Mμ

when V i > M .
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Fig. 3.15 The CTMC of EFAFS(0.5, 2) when M = 3 for elastic flows with five users

Figure 3.15 illustrates the CTMC for EFAFS(0.5, 2) with M = 3, U = 5 for
elastic flows. As can be seen from the figure, the only difference between this CTMC
and the one for EFAFS(0.5, 2) in a system with an infinite number of users is that
the arrival rate of this CTMC decreases when the number of users being served in
the system increases.

In the remaining part of the book, we consider only the case where an infinite
number of users exist in the system. The main reason is that the one flow per
user scenario exists mainly in old fashioned communication systems such as the
voice call based system. In modern communication systems, multiple flows can be
generated by the same user, resulting in a relatively stable arrival rate of traffic flows
at system level, which approximates to an arrival rate that is constant. We thus can
use the infinite-user model as a good approximation to most of the communication
systems in the scenarios with multiple flows per user.

3.3 Discussions and Summary

In this chapter, we studied CTMC models for different strategies in the single-flow
single-user scenario. By examining the system capacity, blocking probability, and
the number of channels per flow under different strategies, we revealed the benefit
of applying CA and CF for traffic flows. Indeed, CA and CF allow traffic flows to
access channels in a more flexible manner, and thus significantly improve system
performance in terms of system capacity, blocking probability, and the number of
channels per flow.

The scenarios studied in this chapter are designed to be simple. The intention
is to let the beginners easily follow the concept and grasp the modeling process of
CTMC. In the next chapter, we study a system with multiple types of users, which
will be slightly more complicated.
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Chapter 4
Markov Chain Analysis of CA and CF
with Multiple Types of Users

In the previous chapter, we studied in depth the impact of CA and CF on traffic flows
in systems where there exists only one type of users with one type of flows. In this
chapter, the influence of CA and CF is studied in a more complicated scenario, i.e.,
the one in which multiple users exist, and where users have different priorities in
using channel resources. CRN is a typical example for such a system, and we study
the CRNs where PUs and SUs have one type of flows for each.

In the following sections, we firstly evaluate system performance in the case
where the time scales of user flows are similar to each other. We then study the
performance of the system in the QSR, which is a special case where the time scale
of one type of users greatly exceeds that of the other. Both cases are evaluated
by using CTMC analyses. To validate the correctness and the generality of MC
analyses, we also employ simulation approaches to examine the performance of the
system in general distributions for traffic flows, and this will be studied in the last
part of this chapter.

4.1 Analytical Models Based on CTMCs for CRNs

4.1.1 System Configurations and Access Strategies

We model access strategies for elastic flows and real-time flows in the single-flow
multi-user case in CRNs. In a CRN, spectrum is allocated to PUs, and SUs are
allowed to access the spectrum when PUs are inactive. PUs have higher priority
than SUs in terms of spectrum access and can acquire the channels being used by
SUs at any time. It is assumed that there is no cooperation between PUs and SUs,
thus when a PU flow returns, and when there is no vacant channel for the PU flow
to use, one or multiple SU flows must give way to this PU flow.
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We assume that spectrum sensing1 carried out by SUs has sufficient accuracy and
sensing failures do not influence the statistics of the traffic flows. We also assume
that with the help of advanced physical and MAC layer techniques,2 the statistics
of traffic flows will not be influenced by eventual packet drops that are due to,
e.g., channel variations. We assume as well that there is a protocol running among
the SUs to coordinate CA, CF, and spectrum adaptation, and that the SU flows are
independent from each other.

We define the spectrum requirement for a single PU flow to transmit as one
channel, and assume the spectrum band in the CRN consists of M channels for
PUs. M ∈ Z

+, and Z
+ denotes the set of positive integer numbers. For the sake of

simplicity, we suppose that the system supports CA and CF for SUs, but does not
support CA or CF for PUs. Therefore, each PU flow can use only one channel at a
time, whereas SUs have an option to transmit a flow using a portion of a channel by
CF, or in multiple channels by CA. The multiple channels utilized by an SU flow
can be either neighboring to or separated from each other in the spectrum domain.
We further define W and V as the minimum and the maximum numbers of channels
that a single SU flow can utilize respectively, and let N be the number of channels
that an SU flow utilizes, then W, V, N ∈ R

+, and 0 < W ≤ N ≤ V ≤ M . R+
denotes the set of positive real numbers.

As PUs are assumed to occupy exactly one channel for each flow, its channel
access strategy is simple. Upon a PU flow arrival, if there is a channel that is not
occupied by ongoing PU flows, the new PU flow can be accommodated. Upon a
PU flow departure, other ongoing PU flows do not take any actions. For SUs, the
case is different. As SUs are enabled with CA and CF, they can adaptively adjust the
number of channels that an SU flow utilizes according to channel availability. We
assume that SUs use the EFAFS(W,V ) strategy that has been introduced in Chap. 3.
This means that the ongoing SU flows:

• always utilize as many channels as they are permitted to,
• always equally utilize the available channels, and
• always share their occupied channels with a new SU arrival if each of the ongoing

SU flows and the new SU flow are able to use at least W channels after channel
sharing.

Under the EFAFS(W,V ) strategy:

• Whenever there are channel resources being released due to a PU flow or an
SU flow completing transmission, or because of an SU flow being forcedly
terminated, the released channel resources will be equally shared by ongoing
SU flows under the condition that each SU flow is allocated no more than V

channels.

1Spectrum sensing is a technique of CRNs that is designed to prevent interference with PUs and to
identify the available spectrum. One can refer to [1] for more details.
2A real-time voice conversation may tolerate up to 3% of packet loss [2]. The re-transmission
scheme at MAC layer can also reduce the impact of packet loss for traffic flows.
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• Upon an SU flow arrival, the new SU flow will commence if the number of
channels it can obtain is not lower than W .

• Upon a PU flow arrival, the ongoing SU flows will reduce the number of their
occupied channels and possibly be able to continue if at least W channels can be
maintained for each SU flow. If the average number of channels is lower than W

for the ongoing SU flows after a PU arrives, one or multiple ongoing SU flows
will be forced to terminate.

4.1.2 The Precise Model for EFAFS with Elastic Flows

With M , W , and V being defined as in Sect. 4.1.1, we use CTMC to model the
EFAFS(W,V ) strategy for elastic flows in the CRN that support CA and CF for
SUs.

Following the common practice in CTMC modeling, we assume that the arrival
of both SU and PU flows follows Poisson process, with an arrival rate λS for
SU flows and an arrival rate λP for PU flows. The service time is assumed to
be exponentially distributed with the service rate per channel for SU flows being
μS , and the service rate per channel for PU flows being μP . Suppose channels are
homogeneous, the service rate of an SU flow with N channels is then NμS for elastic
flows.

Let i be the number of ongoing PU flows and j be the number of ongoing SU
flows in the CRN. The state in the CTMC is then represented by x = (i, j), and
the transitions of the chain from a general state (i, j) to any other possible state
are shown in Table 4.1. Note that in Table 4.1, we have defined the total number of
occupied channels at State x as b(x) = i + min(M − i, jV ), and the feasible states
of the CTMC as S= {(i, j)|i + Vj < M} ∪ {x|b(x) = M}.

Figure 4.1 shows an example of such a CTMC with M = 2, W = 0.5, and
V = 1. In this example, when there is no PU flows existing in the system, the two
channels can both be utilized by SUs, and the transitions are depicted by the top
branch of the CTMC in this figure. In the top branch, the service rate of all ongoing
SU flows is at most 2μS , as there are in total two channels in this system. The service
rate of State (0,1) is μS because when there is only one SU flow in the system, the
SU flow is able to use one channel for transmission, which is the maximum number
of channels that is allowed to an SU flow. As ongoing SU flows will share their
channels with new arrivals, and the minimum number of channels that is required
by an SU flow to commence is 0.5, the system can have at most four ongoing SU
flows at the same time, with each of the SU flows utilizing a half of a channel. When
there are four SU flows in the system, the CTMC is in State (0,4).

Suppose the system is currently in one of the states belonging to the top branch,
then upon a PU flow arrival, it will move to a state in the middle branch of the
CTMC, where each state has the number of PU flows being 1. For example, if
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Table 4.1 Transitions from a generic state x = (i, j) for EFAFS(W,V )

Activity Destination state Transition rate Conditions

PU arrives when no
SU exists

(i + 1, 0) λP i < M and j = 0

PU arrives when at
least one SU exists. No
SU forced termination
happens

(i + 1, j) λP M − (i + 1) ≥ jW ,
j > 0, and i < M

PU arrives when at
least one SU exists.
SU forced termination
happens

(
i + 1, � max(0,M−(i+1))

W
�
)

λP M − (i + 1) < jW ,
i < M , and j > 0

PU departure (i − 1, j) iμP i > 0

SU arrival (i, j + 1) λS M − i ≥ (j + 1)W

SU departure (i, j − 1) min(M − i, jV )μS j > 0

In this table, PU and SU represent a PU flow and an SU flow, respectively

Fig. 4.1 The CTMC of EFAFS(0.5, 1) with M = 2 for elastic flows in CRNs

the current state of the system is State (0,3) or State (0,4), the newly arrived PU
flow will terminate one (if it is State (0,3)) or two (if it is State (0,4)) ongoing
SU flows, resulting in the system moving to the destination state, i.e., State (1,2).
Correspondingly, if the only one PU flow existing in the system leaves, the system
will move from the middle branch to a certain state residing in the top branch.
Similar analysis can be carried out for the transitions between middle branch and
the bottom one.

Table 4.1 summarizes the transitions of EFAFS(W,V ) in general. Based on the
state transitions presented in Table 4.1, we can construct the transition rate matrix
Q, and then calculate the stationary state probability, π(x), by solving the equation
group πQ = 0 and

∑
x π(x) = 1. Note that π is the stationary probability vector

of the CTMC.
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Our goal is to calculate the following system parameters:

• The capacity of the secondary network, ρe. It is calculated by summing up the
products of state probabilities and their corresponding SU service rates, as shown
in Eq. (4.1):

ρe =
∑

i

⌊
M−i
W

⌋

∑

j=0

min(M − i, Vj)μSπ(i, j). (4.1)

In the example illustrated in Fig. 4.1, the capacity is:

ρe =μSπ(0, 1) + 2μSπ(0, 2) + 2μSπ(0, 3)+
2μSπ(0, 4) + μSπ(1, 1) + μSπ(1, 2).

• The blocking probability, Pbe, refers to the probability that an SU flow arrival is
blocked and lost. It is defined as:

Pbe =
∑

x∈S,
M−i<(j+1)W

π(x). (4.2)

In the example illustrated in Fig. 4.1, the blocking probability of SU flows is the
sum of the stationary probability of State (0,4), State (1,2), and State (2,0), i.e.,

Pbe = π(0, 4) + π(1, 2) + π(2, 0).

• The forced termination probability, Pf e, which is defined as the ratio of the SU
flows being terminated over the admitted SU flows, is given by:

Pf e =Rf e

λ∗
S

=λP

λ∗
S

∑

x∈S, j>0,
M−(i+1)<Wj

(
j −

⌊
max(0,M − (i + 1))

W

⌋)
π(x), (4.3)

where Rf e is the forced termination rate, and λ∗
S = (1 − Pbe)λS is the admitted

rate that has the blocked SU flows deducted from the total rate of arrival. Indeed,
the blocked flows are not included in calculating Pf e.

The forced termination probability in the example presented in Fig. 4.1 is:

Pf e = λP (π(0, 3) + 2π(0, 4) + π(1, 1) + 2π(1, 2))

λS(1 − (π(0, 4) + π(1, 2) + π(2, 0)))
.
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• The indicator, N̄e, of the number of channels that each SU flow utilizes after CF
and CA, is defined as:

N̄e = E(No. of channels utilized)

E(No. of flows)
=

∑
x∈S π(x)(b(x) − i)∑

x∈S π(x)j
. (4.4)

In the example illustrated in Fig. 4.1, N̄e can be presented by:

N̄e = π(0, 1) + 2π(0, 2) + 2π(0, 3) + 2π(0, 4) + π(1, 1) + π(1, 2)

π(0, 1) + 2π(0, 2) + 3π(0, 3) + 4π(0, 4) + π(1, 1) + 2π(1, 2)
.

4.1.3 The Model of EFAFS in the QSR for Elastic Flows

In a CRN, if the time scale between state transitions per PU activity is significantly
larger than the time scale between state transitions that are due to SU activities,
the CRN is in the QSR. In this subsection, we establish the CTMC model for the
EFAFS(W,V ) strategy in the QSR and derive the capacity upper bound in the QSR
when CA and CF are applied to SUs with elastic flows. In the QSR, PUs appear
to be static in comparison with SU events, and the transitions of SU flows reach
equilibrium between two consecutive PU events. In other words, if there are i PU
flows in the QSR, i < M , then the rest M − i channels can be considered as
dedicated to SU flows. The QSR is valid in scenarios such as communications in
TV white band where PU’s behavior is relatively stable.

To further explain the concept of the QSR, we plot an example of its CTMC
with M = 2, W = 0.5, and V = 1 in Fig. 4.2. As can be seen from the figure,
the system models for PU flows and SU flows are described by separate CTMCs.
In fact, whether the system is in the QSR or not, the CTMC for PU flows remains

Fig. 4.2 The CTMC of EFAFS(0.5, 1) with M = 2 for elastic flows in the QSR in CRNs
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Fig. 4.3 The BDP for PU flows given M channels

the same. This is because PUs are the owners of the spectrum, and the process of
PU flows will not be influenced by SU events. A general BDP that describes the
transitions per PU flows is shown in Fig. 4.3. Based on the balance equations and
the normalization equation of the BDP, the stationary process of the BDP for PU
flows can be written as:

π(0) =
(

M∑

i=0

(
λP

μP

)i 1

i!

)−1

, (4.5)

π(i) =
(

λP

μP

)i 1

i!π(0), ∀i ∈ {1, . . . , M}.

The activities of SUs are subject to the influence of PUs. Therefore, the behavior
of SU flows cannot be modeled separately in the same manner without considering
PUs’ activities. However, in the QSR, by virtue of the time scale of PU flows being
significantly greater than that of SU flows, we can construct the model for SU flows
by assuming that the available channels are, in a sense, dedicated to SU flows.
In the example illustrated in Fig. 4.2, there are three BDPs describing SU flows
under different conditions of PU flows. The top branch is when there is no PU flow
in the system. In this case, SUs can use up to two channels with maximum four
simultaneous ongoing flows, and thus the SU flows can be modeled by the BDP
with five states. Similarly, when there is one PU flow in the system, there exists
only one available channel for SU flows to use, meaning that the BDP has three
states with maximum two simultaneous ongoing SU flows, as shown by the middle
branch. The branch at the bottom has only one state, indicating the system does not
accommodate any SU flows when there are two PU flows in the system occupying
both the channels.

Figure 4.4 generalizes the BDPs for the SU flows in the QSR, with i being the
number of ongoing PU flows, and M − i the number of channels being dedicated

to SU flows. In Fig. 4.4, we defined Q = M − i, I =
⌊

Q
W

⌋
and C =

⌊
Q
V

⌋
. The

service rate of the rth state is rV μS when 0 < r ≤ C, and QμS when r > C.
This is because when r > C, all Q channels are fully utilized by SU flows, and
the secondary network reaches its maximum service rate at QμS . However, when
r ≤ C, each ongoing SU flow is using V channels, resulting in a service rate of
rV μS for the entire secondary system.

The stationary probabilities for the generalized BDP for SU flows can be
calculated by solving the balance equations and the normalization equation, and
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Fig. 4.4 The BDP for elastic SU flows with EFAFS(W,V ) given M − i dedicated channels

they can be written as:

π(0|i) =
[

C∑

k=0

(
λS

V μS

)k 1

k! +
(

λS

V μS

)C 1

C!
I−C∑

k=1

(
λS

QμS

)k
]−1

, (4.6)

π(j |i) =

⎧
⎪⎨

⎪⎩

(
λS

V μS

)j
1
j !π(0|i), ∀j ∈ {1, . . . , C},

(
λS

QμS

)j−C
1
C!

(
λC

V μS

)C

π(0|i), ∀j ∈ {C + 1, . . . , I },

where π(j |i), j ∈ {0, . . . , I } and i ∈ {0, . . . , M} denotes the conditional
probability of having j SU flows in the system, given that the number of ongoing
PU flows is i.

Based on the stationary probabilities calculated in Eqs. (4.5) and (4.6), for the
respective primary and secondary networks in the QSR, we can formulate the
stationary probability for the entire system as:

π(i, j) = π(i)π(j |i). (4.7)

Then, the system parameters in the QSR, namely, the capacity of SU flows, the
blocking probability of the SU flows, and the number of channels per SU flow can
be calculated in the same way as we did in Eqs. (4.1), (4.2), and (4.4). Note that the
forced termination probability in QSR is zero as PUs are assumed to be static in this
case.

4.1.4 Capacity Upper Bound in the QSR for Elastic Flows

Similar to the single-flow single-user case, for the system of CRN in the QSR,
strategies with CA and CF being applied by SU flows under the same system
configurations also have an upper bound for the system capacity. The upper bound
of capacity is again the one that can be achieved by EFAFS(W,V ), with V = M

and W set to be the minimum value satisfying the QoS criteria for the elastic SU
flows. We derive the upper bound of the capacity in this subsection.

In QSR, PU flows and SU flows can be modeled by separate CTMCs, and the
CTMCs for SU flows are composed of SU BDPs under different PU conditions
with different numbers of ongoing PU flows. If we can bound the capacity for each
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BDP for SU flows, we are able to derive the upper bound of capacity for the overall
system by summing up all the individual capacity upper bounds for each of the SU
BDPs.

According to Propositions 3.1 and 3.2 in Sect. 3.2.4, in a system with a fixed
number of channels, the capacity of the BDP for elastic flows can be improved either
by increasing the service rate of the system or by increasing the chain length of the
BDP. In the CRN in QSR with M channels and i ongoing PU flows, the chain length
of the SU BDP can be increased with a decreased W , thus a higher capacity can be
achieved by setting a smaller value for W . Besides, if V is larger, i.e., each SU flow
is allowed to use more channels at the same time, the service rates of the BDP at
certain states will be enhanced, resulting in a higher capacity as well. Indeed, the
capacity of the BDP is maximized when W is minimized and when V = M . If the
capacity of each BDP is maximized, the capacity of the entire system is maximized.

As CF can lower W to a degree that is less than one channel, and CA is able to
enlarge V by combining fragments of channels, one can observe that in the CRNs
in QSR, CA and CF also play an important role in enhancing the capacity of a
system.

In Sect. 3.2.4.2, we derived the capacity upper bound for a general strategy with
CA and CF in the single-flow single-user case. The method can be also applied to the
CRN studied in QSR. The only difference is that in the single-user case, there is only
one BDP representing SU activities, whereas in the CRN in QSR, there are more
than one SU BDPs, each of which corresponds to a different number of ongoing
PU flows in the system, and thus has a different number of available channels being
allowed to the SU flows. Fortunately, the difference does not change the nature of
the derivation, and we can still use the same method to derive the upper bound of
capacity for a general strategy with CA and CF in the CRN studied in the QSR.
Indeed, the capacity of any strategies with CA and CF in the CRN in QSR is upper-
bounded by the maximum capacity that can be achieved by EFAFS(W,V ) in QSR
with V = M and W being minimized.3

Although minimizing the value of W can enhance the capacity of a system, W

cannot be infinitely small, as it must satisfy the minimal QoS requirement for an
SU flow. Besides, due to the hardware limitation in reality, an infinitely small W is
practically unachievable. However, studying the capacity when W → 0 is still of
theoretical interests, as when W → 0, the capacity achieved is the firm bound of all
the possible capacities that can be achieved in practice.

Proposition 4.1 With π(i) being defined as in Eq. (4.5), then given W , V ∈ R
+,

the theoretical capacity upper bound for elastic SU flows in the CRN in QSR is:

ρqel =
∑

i, i<M

π(i) min((M − i)μS, λS). (4.8)

3If we consider queuing as another system resource, the capacity upper bound may be larger as the
chain length can be further extended by the queue. Though this is out of scope of this book, one
can refer to [3] for a concrete example when queuing is considered.
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Proof In a CRN in QSR with V = M , when the number of ongoing PU flows is i,
i < M , the capacity for SUs can be expressed as:

ρ′ = (1 − π(0|i))(M − i)μS. (4.9)

To calculate ρ′, we only need to calculate π(0|i). By solving the balance equations
and the normalization equation of the BDP for SU flows with M − i dedicated
channels, we have:

π(0|i) =
⎧
⎨

⎩

1−ri

1−rI+1
i

if ri �= 1,

1
I+1 if ri = 1,

(4.10)

where ri = λS

(M − i)μS

. As I =
⌊

M − i

W

⌋
→ ∞ when W → 0, we apply limit on

Eq. (4.10), and have:

lim
I→∞ π(0|i) =

{
1 − ri if ri < 1,

0 if ri ≥ 1.
(4.11)

Substituting Eq. (4.11) into Eq. (4.9) yields:

lim
I→∞ ρ′ =

{
λS if ri < 1,

(M − i)μS if ri ≥ 1.
(4.12)

Equation (4.12) is equivalent to ρ′ = min(λS, (M − i)μS). As for each
value of i, the capacity of SU flows is min(λS, (M − i)μS). Considering the
probability for each value of i, the capacity of the entire secondary network is∑

i, i<M π(i) min((M − i)μS, λS). Proposition 4.1 is thus proven. �

Proposition 4.1 demonstrates that with M − i > 0 dedicated channels, the

maximum capacity for the SU BDP equals min((M − i)μS, λS). This conclusion
agrees with our intuition. When the network is saturated, and if the arrival rate keeps
being greater than the total service rate, the number of accomplished flows per time
unit is equal to the service rate (M − i)μS . Otherwise, the number of flows that
can be completed per time unit equals the offered load λS . Note that this conclusion
holds only for systems in the QSR. The problem of determining the capacity upper
bound for SU traffic flows in general cases when CA and CF are enabled is still open.

4.1.5 Models for Real-Time Flows

In this section, we analyze the impact of CA and CF on real-time flows. Since the
service time of a real-time flow depends mainly on the user’s willingness, and is
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not affected by the number of adopted channels, the service rate of a real-time flow
system is not a function of the number of channels that the SU flows utilize, but a
function of the number of ongoing SU flows.

Consider the same EFAFS(W,V ) strategy applied to real-time flows. Given the
number of ongoing PU flows i, the maximum number of SU flows that the system
can accommodate is determined by �(M − i)/W�. We denote the service rate of the
real-time SU flows by μ′

S and the arrival rate of the real-time SU flows by λ′
S . The

arrival rate and service rate for PU flows are the same as those defined in the system
with elastic flows.

The precise model of a CRN with real-time SU flows has the same transitions as
those illustrated in Table 4.1, except that we need to substitute λS and min(M − i,

jV )μS with λ′
S and jμ′

S , respectively. As the service rate of a state is a function of
the number of ongoing SU flows rather than the number of channels that the flows
utilize, the capacity of the system, ρr , can be calculated as:

ρr =
∑

i, i<M

�(M−i)/W�∑

j=0

jμ′
Sπ(i, j). (4.13)

The blocking probability, the forced termination probability, and the number of
channels per flow are the same as those in the system with elastic flows, thus can be
expressed by Eqs. (4.2), (4.3), and (4.4), respectively.

In the QSR, for any given M − i > 0, the behavior of SU flows can be modeled
by a BDP with arrival rate λ′

S and the service rate being mμ′
S for a state with m

flows. The chain length of the BDP is I + 1, with I = �(M − i)/W�. In this case,
the capacity of the system is:

ρqr =
∑

i, i<M

π(i)(1 − π(I |i))λ′
S

=
∑

i, i<M

π(i)

⎡

⎢⎣1 − λ′I
S

μ′I
S I !

⎛

⎝
I∑

j=0

λ
′j
S

μ
′j
S j !

⎞

⎠
−1

⎤

⎥⎦ λ′
S. (4.14)

In Eq. (4.14), π(I |i) is the blocking probability of SU flows given that the
number of ongoing PU flows is i. Therefore 1 − π(I |i) is the probability that a new
arrival can be accommodated, and (1 − π(I |i))λ′

S is the capacity of the ith BDP in
the CTMC for SU flows. When we multiply the capacity of the ith BDP with the
probability of the corresponding PU event that there are i PU flows existing in the
system, the sum of the products, i.e.,

∑
i, i<M π(i)(1 − π(I |i))λ′

S , is the capacity
of the entire secondary system in the QSR.



70 4 Markov Chain Analysis of CA and CF with MultipleTypes of Users

4.1.6 Numerical Results

To illustrate the impact of CA and CF on the system performance of the CRN, the
numerical results based on our mathematical analyses are presented in this section
for both elastic and real-time flows. The system is configured with λS = 1 (λ′

S for
real-time flows), μS = 0.82 (μ′

S for real-time flows), μP = 0.5, and M = 6, and
we study the system’s behavior by observing the system’s performance when the
arrival rate of PU flows, i.e., λP , increases. As λP is an indicator of the density of
PU flows, this allows us to observe how PU activities influence the performance of
SU flows. In terms of strategy configuration, we study EFAFS(1, 1), EFAFS(1, 6),
and EFAFS(0.5, 6). One can see that EFAFS(1, 1) is a strategy without CA and CF,
EFAFS(0.5, 6) is a strategy where both CA and CF are applied, and EFAFS(1, 6) is
considered as a strategy utilizing CA without CF.

We examine the system performance for elastic flows first. Figures 4.5, 4.6,
4.7, and 4.8 illustrate the blocking probability, the capacity, the forced termination
probability, and the number of channels per flow, for elastic flows, respectively. In
all the three EFAFS strategies, as λP grows, PUs become more active, the blocking
probabilities and the forced termination probabilities increase, while the capacities
decrease. The reason is that when the PUs arrive more frequently, the SU flows have
less room for their flows in general. For the same reason, the number of channels per
flow for EFAFS(1, 6) and EFAFS(0.5, 6) also decrease as λP grows. EFAFS(1, 1)
has a constant number of channels per flow, as SU flows in this strategy always
occupy one channel for each.

Comparing the different EFAFS strategies with various W and V values, we
observe from Figs. 4.5 and 4.6 that the EFAFS(0.5, 6) performs the best with the
lowest blocking probability and the highest capacity in general. This manifests
the importance of CA and CF in improving the system performance in CRN.

Fig. 4.5 The blocking
probability of elastic flows
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Fig. 4.6 The capacity for
elastic flows
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Fig. 4.7 The forced
termination probability for
elastic flows
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The EFAFS(1, 6) strategy has the second best performance in terms of blocking
probability and capacity, indicating that CA without CF also improves the system
performance for CRN, though not as much as the strategy with both CA and CF
does. The advantage of applying CA and CF becomes more obvious when PUs
become more active.

The forced termination probability is the percentage of ongoing SU flows
being terminated due to the appearance of PUs. As can be seen from Fig. 4.7,
this probability is lower in EFAFS(1, 6) and EFAFS(0.5, 6) than in EFAFS(1, 1).
Besides, when λP is small, the probability in EFAFS(0.5, 6) is slightly lower
than that in EFAFS(1, 6), whereas when λP becomes larger, the probability in
EFAFS(0.5, 6) becomes closer to EFAFS(1, 6), and surpasses the probability in
EFAFS(1, 6) when λP increases to a certain value.
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The fact that the forced termination probability in EFAFS(0.5, 6) is lower at the
early stage, and grows faster than the one in EFAFS(1, 6) after a certain value of λP ,
can be elaborated from the following two aspects:

• When λP is small, EFAFS(0.5, 6) can accommodate more flows than
EFAFS(1, 6), as EFAFS(0.5, 6) requires only 0.5 channels for an SU flow to
commence while EFAFS(1, 6) demands for 1 channel. Besides, a small λP

means PU flows do not arrive very often, hence the number of terminated SU
flows due to the presence of PU flows is generally low for both EFAFS(1, 6)
and EFAFS(0.5, 6). Given a low number of terminations in general, the strategy
which can accommodate more SU flows will have a slightly lower termination
probability.

• When λP becomes larger, PUs become more active, the resource that can be used
by SU flows becomes less and the termination of SU flows happens more often.
In this situation, even though an SU flow is able to utilize multiple channels, the
number of channels per flow will be still reduced due to the limited resource left
to SUs. In the strategy of EFAFS(0.5, 6), an arrival of one PU flow can result in
termination of two SU flows, resulting in a higher forced termination probability
than EFAFS(1, 6), where one PU terminates one SU flow. However, considering
that a system in practice should not operate in a condition with a high probability
of termination, EFAFS(0.5, 6) is still a preferred configuration.

Figure 4.8 displays that the number of channels per flow in EFAFS(0.5, 6) is
lower than that in EFAFS(1, 6). This is because EFAFS(0.5, 6) can accommodate
more flows than EFAFS(1, 6), and a larger number of flows result in a lower number
of channels per flow in a system with a fixed number of channels.

We now study the system performance plotted in Figs. 4.9, 4.10, 4.11, and 4.12
for real-time flows. The overall trend of the system parameters is similar to the case

Fig. 4.8 The number of
channels per flow for elastic
flows
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Fig. 4.9 The blocking
probability of real-time flows
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Fig. 4.10 The capacity for
real-time flows
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where elastic flows are studied. The most distinct characteristics is that EFAFS(1, 1)
and EFAFS(1, 6) perform identically in terms of the capacity, the forced termination
probability, and the blocking probability. Indeed, EFAFS(1, 1) and EFAFS(1, 6) in
the real-time flow case have identical CTMCs. The reason is twofold. Firstly, both
strategies have W set to 1, which means both allow the same maximum number
of SU flows in the system, resulting in the chain length being the same. Secondly,
although different values are set to V in these two strategies, in the real-time flow
case, both strategies have the same service rate, as the service rate is determined by
the number of flows in the system, and does not change with V .

Figures 4.9, 4.10, and 4.11 show that EFAFS(0.5, 6) performs better than
EFAFS(1, 1) and EFAFS(1, 6) in terms of capacity, forced termination probability,
and blocking probability. This is because EFAFS(0.5, 6) can accommodate more SU
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Fig. 4.11 The forced
termination probability for
real-time flows

0 0.5 1 1.5

P

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Fo
rc

ed
 te

rm
in

at
io

n 
pr

ob
ab

ili
ty

W=V=1
W=1, V=6
W=0.5, V=6

Fig. 4.12 The number of
channels per flow for
real-time flows
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flows in the system with a smaller W , as long as the QoS requirement of the flow
is satisfied, and the service rate for a real-time flow is not relevant to V . Therefore,
given that the minimum number of channels required for an SU flow to commence
meets the lowest QoS requirement, accommodating more flows into a system can
indeed improve the system performance statistically for real-time flows.

Figure 4.12 illustrates the indicator for the number of channels per flow. It shows
that although CA cannot provide higher service rates for real-time services, it can
still increase the number of channels that each ongoing flow utilizes. In this way, the
QoS of the real-time flows can be improved by using CA, which is the main benefit
that this technique can bring to the real-time traffic systems.

To illustrate the performance of the CRN system in the QSR, we plot the capacity
as a function of f in Figs. 4.13 and 4.14. The system is configured with λS = 1.5,
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Fig. 4.13 The capacity as a
function of f for elastic flows
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Fig. 4.14 The capacity as a
function of f for real-time
flows
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μS = 0.82, λP = f , μP = 0.5f , and M = 6, where f is a scalar describing the
dynamics of the primary network. According to Eq. (4.5), π(i), i ∈ {0, . . . , M},
is a function of λP /μP . Given λP = f and μP = 0.5f , λP /μP = 2, implying
that the stationary probability of PU flows does not vary with f . Therefore, f

can be considered as a parameter that indicates how active PU flows are without
changing the stationary distribution of PU flows. A small f means the arrival rate
λP is low and hence the service rate in the primary network is also low. In this case,
PU flows seldom arrive and once they arrive, they stay in the channel for a long
time. Correspondingly, if f is large, it means PU flows arrive very often and they
stay in the system for only a short period of time. In Figs. 4.13 and 4.14, when f is
small, the system operates in a status close to the QSR, whereas when f becomes
larger, the behavior of the system is farther away from the QSR.
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In the system plotted in Fig. 4.13 for elastic flows, when the system is in the
QSR, i.e., when f is small, EFAFS(0.2,6) outperforms EFAFS(1,6), which, in turn,
has a better performance than EFAFS(1,1) in terms of capacity. This confirms that
the capacity of the system can be improved by applying CA, and can be further
enhanced if both CA and CF are applied. Besides, the theoretic upper bound of
the capacity in the QSR can be calculated by applying Eq. (4.8). Given the specific
configurations of the system, this value is calculated to be 1.4572. Inspecting the
capacities in Fig. 4.13, we observe that the EFAFS(0.2,6) strategy in the QSR is
able to achieve a capacity that is very close to the theoretical value.

When f becomes larger, the system will no longer stay in the QSR. We observe
that the capacity decreases until it reaches zero. This is because PU flows arrive
very often and stay in the system for a short time, which, from SUs’ perspective,
is an interruption of their ongoing flows and results in a high probability of
termination. The capacity of the system is degraded because of the high probability
of termination.

4.2 Simulations and System Performance with Various
Measurement-Based Distributions

So far, we have employed CTMC to model the system behavior mathematically. In
this section, we will validate the CTMC models through computer simulations.

4.2.1 Simulation Procedure

The standard method to simulate a CTMC is presented in [4]. The concept is to
simulate the evolution of the system by a discrete sequence of events along time,
and observe the events statistically. Algorithm 1 describes the simulation procedure.
In this method, an instantaneous state at time t , which is usually multi-dimensional,
is denoted by x(t) = (x1(t), . . . , xi(t), . . . , xn(t)), where xi(t), i ∈ {1, . . . , n}
is a scalar representing the ith element in x(t). It is assumed that there are l possible
destination states upon a transition from state x(t), with the transition rate associated
with the kth destination state being represented by ξk(x(t)), k = 1, . . . , l. τ is the
duration of time between two consecutive transitions.

To better understand the simulation procedure, we simulate the BDP in Fig. 4.15
as an example. The BDP in Fig. 4.15 is instantiated from the general BDP for PU
flows in Fig. 4.3 with M = 3. In this instantiated BDP, the state of the system at
time t is the number of PU flows at that time, and is represented by a one-digit
element in x(t) as x(t) = (x1(t)). The system has four possible states, i.e., {x} =
{(0), (1), (2), (3)}.

We simulate the BDP in the following steps:

1. At the beginning of the simulation, without loss of generality, we assume there
are two flows in the system. Therefore, the state of the system is (2), i.e.,
x(0) = (2).
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Algorithm 1 Simulation-CTMC
Input The set of possible states {x}, the set of transition rates for all states {ξk(x)}, and

simulation duration ts .
Output The statistics of interested parameters.

1: Select an initial state of the system, x(0).
2: while 0 ≤ t ≤ ts do
3: For the current state x(t) of the system, find its transition rates ξk(x(t)), k = 1, . . . , l.
4: Calculate the sum of all transition rates for the state, ξ(x(t)) = ∑l

k=1 ξk(x(t)).
5: Generate the duration of time, τ , by sampling from an exponential distribution with mean

1/ξ(x(t)).
6: Determine the destination state x(t + τ). The kth destination state is selected with

probability ξk(x(t))/ξ(x(t)) by sampling from the discrete distribution ξk(x(t))/ξ(x(t)),
∀ k = 1, . . . , l.

7: Update the new time t = t + τ , the new system state x(t + τ), and the parameters of
interest.

8: end while
9: Calculate the statistics of the parameters of interest.

Fig. 4.15 The BDP for PU
flows given M = 3 channels

2. From State (2), the system can either move to State (3) with rate λP , or to
State (1) with rate 2μP . Therefore, ξ(x(0)) = ∑

k ξk(x(t)) = λP + 2μP .
3. We determine the transition time τ by sampling from an exponential distribution

with mean 1/(λP + 2μP ).
4. We decide the destination state x(0 + τ) by referring to a random number drawn

from the uniform distribution in [0,1]. If the random number is between 0 and
λP /(λP + 2μP ), the destination state is State (3). Otherwise, the system goes to
State (1).

5. We increase the index of the system time by τ , update the system state to the new
destination state, and register the events occurred during the period of time τ .

This process is repeated until the end of the given duration of time, ts .
If we want to simulate a system parameter, e.g., the capacity, we can count the

number of completed PU flows in the process of simulation, and divide the number
by the period of time at the end of the simulation. The total number of completed
PU flows in the simulation can be simply obtained by registering each PU flow’s
completion, i.e., whenever the system transfers to a destination state with one less
ongoing PU flows.

The Matlab code for the above simulation procedure is presented in Listing 4.1,
where the capacity is simulated as an example of simulating the system parameters
of interest.

To illustrate the results of simulations, we plot in Fig. 4.16 the analytical and
simulated capacities of the EFAFS strategy as a function of λP for elastic flows.
The system is configured with λS = 1.5, μS = 0.82, μP = 0.5, and M = 6.
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In this figure, the curved lines represent the analytical results, and the triangle and
square marks are results obtained from simulations. From the figure, we observe that
the simulated capacities coincide with the analytical ones, implying the simulation
is precise, and is a good approximation to the analytical results. Indeed, if the
simulation is carried out for a longer period of time, even more precise results can
be expected from the simulations.

1 c l c ; c l e a r a l l ; c l o s e a l l ;
2 Lambda_P = 0 . 4 ; %Flow a r r i v a l r a t e
3 Mu_P = 0 . 5 ; %Flow d e p a r t u r e r a t e
4 M=3; %Number o f a v a i l a b l e c h a n n e l s
5 T_s =10000000; %The t ime of t h e s i m u l a t i o n
6 X_0 =0;%I n t i t i a l s t a t e o f t h e s i m u l a t i o n
7 Index =1;%The i n d e x of t r a n s i t i o n s
8 X( Index ) =X_0 ;%R e g i s t e r t h e number o f f l o w s ( S t a t e o f t h e CTMC)
9 T ( Index ) =0;%R e g e s t e r t h e a c c u m u l a t e d d u r a t i o n s

10 Completed =0;%R e g e s t e r t h e number o f comple t ed f l o w s
11 w h i l e T ( Index ) <T_s %When t h e t ime i s l e s s t h a n t h e s i m u l a t i o n

t ime
12 x=X( Index ) ;%The c u r r e n t s t a t e
13 i f 0<=x && x<M %I f t h e s t a t e i s n o t t h e one wi th M f l o w s
14 t a u = exprnd ( 1 / ( Lambda_P+Mu_P∗x ) ) ;%G e n e r a t e t h e i n t e r v a l

b e f o r e t h e n e x t t r a n s i t i o n
15 T ( Index +1)=T ( Index ) + t a u ;%Add t h e g e n e r a t e d i n t e r v a l t o

t h e a c c u m u l a t e d sys tem t i m e
16 u= rand ; %G e n e r a t e a number u n i f o r m l y i n ( 0 , 1 )
17 i f u < ( ( x∗Mu_P) / ( Lambda_P+x∗Mu_P) )%Dete rmine t h e

d e s t i n a t i o n s t a t e
18 X( Index +1)=x−1; %One f low d e p a r t s , and u p d a t e

sys tem s t a t e
19 Completed=Completed +1;%Update t h e t o t a l number o f

comple t ed f l o w s
20 e l s e
21 X( Index +1)=x +1;%One f low a r r i v e s
22 end
23 e l s e i f x==M %I f t h e s t a t e i s t h e one wi th M f l o w s
24 t a u = exprnd ( 1 / ( x∗Mu_P ) ) ;%G e n e r a t e t h e i n t e r v a l b e f o r e

t h e n e x t t r a n s i t i o n
25 T ( Index +1)=T ( Index ) + t a u ;%Add t h e g e n e r a t e d i n t e r v a l

t o t h e sys tem t ime
26 X( Index +1)=x−1;%One f low d e p a r t s , and u p d a t e sys tem

s t a t e
27 Completed=Completed +1;%Update t h e t o t a l number o f

comple t ed f l o w s
28 e l s e
29 b r e a k ;
30 end
31 Index = Index +1; %Update t h e i n d e x
32 end
33 C a p a c i t y =Completed / t _ s ; %C a p a c i t y i s t h e comple t ed f l o w s ove r t h e

t o t a l s i m u l a t e d d u r a t i o n s

Listing 4.1 Matlab code for simulation: the BDP for PU flows with M = 3
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Fig. 4.16 The capacity of
EFAFS for elastic flows with
simulation results
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Another way of doing simulation for a CTMC is to track the system along time
by dividing the time into sufficiently small intervals and check the events of the
process, namely, the arrival and departure of a flow, within each interval. Specifically
speaking, the simulation is conducted over a period of time with N time units, with
each unit being further divided into n sub-intervals. Denoting the time unit as T , and
the sub-interval as h, then h is the minimum time granularity in this simulation, and
T = nh. Note that h is to be configured sufficiently small so that the probability
of simultaneous events in one sub-interval is ignorable. When the simulation is
carried out, within each sub-interval h, the arrival or departure event of the PU or SU
flows are checked, and processed according to the strategy that the system adopts.
For the Poisson arrival process, arrivals of a certain flow within each sub-interval
follow the binomial distribution4 with parameters λiT

n
, where λi is the arrival rate

of the traffic flows for the ith type of users. The lengths of flows are generated
according to exponential distributions with parameters corresponding to the types
of users. At the end of each h, the length of the ongoing flow decreases by a certain
number, depending on how much of the flow is completed. The flow is considered
as completed when the length of the flow reaches zero. At the end of simulation, the
statistics of the system can be calculated.

We can explain the above simulation procedure by an example where the strategy
EFAFS(W,V ) is adopted. The arrivals of PU and SU flows in each sub-interval h

are generated according to the binomial distributions with parameters λP T /n and
λST /n, respectively. For example, when the binomial distribution of SU indicates
an SU arrival, the simulator will check the possibility to accommodate the flow. If

4Note that the binomial distribution converges to a Poisson distribution when n → ∞, i.e.,

limn→∞ n!
k!(n−k)! (

ιT
n

)k(1 − ιT
n

)(n−k) = e−ιT (ιT )k

k! . In our simulations, as T is the time unit and

n is sufficiently large, the probability ιT
n

is sufficiently small.



80 4 Markov Chain Analysis of CA and CF with MultipleTypes of Users

the system is in a condition that allows the flow to commence, the flow is registered
as an ongoing flow. Otherwise, the flow is registered as being blocked. The length
of a flow is generated according to exponential distributions, with parameter μP for
PUs and μS for SUs. The length of the flow is then divided into segments that are
scaled to the unit of h. At the end of each h, the remaining length of an ongoing PU
flow will decrease by one, meaning that a segment of this flow has completed. For
an ongoing elastic SU flow which utilizes N channels simultaneously, the length
will decrease by N after each h ends, since the service rate for this SU flow is N

times of the service rate of one channel. A flow is considered as finished when the
length of the flow reaches zero. At the end of simulation, the statistics of the system
can be calculated. For example, the blocking probability is obtained by averaging
the total number of blocked SU flows over the total number of arrived SU flows.

4.2.2 System Performance with Various Measurement-Based
Distributions

When we use CTMC to model a system, and when we employ the simulation
methods introduced in Sect. 4.2.1 to simulate a system, we utilize the distribution
with the memoryless feature. However, in reality, the distributions of traffic flows
may not have the memoryless property, and must be simulated according to
distributions based on real-life measurements. Briefly speaking, instead of assuming
that the arrival events follow Poisson distributions, and that the flow lengths are
exponentially distributed, in the simulation for a non-memoryless system, both the
duration of time between two arrival events for a certain type of flows and the length
of the flow are generated by certain random variable generators. Those random
variable generators are normally constructed according to measurement results of
real communication systems, and the resulting distributions are called measurement-
based. The statistics of the system obtained by applying the measurement-based
arrivals and flow lengths can help us understand to what extent the results based on
CTMC models reflect the system’s performance in real-life.

Figure 4.17 illustrates the blocking probability of the EFAFS(0.2, 6) strategy
applied to elastic traffic with M = 6. The analytical results from the CTMC model
are depicted and labeled as Original as a reference, while the other curves are
all based on simulations. We consider three simulation cases with different traffic
patterns [5, 6]. In the case Randomwalk, the behavior of PUs is generated by a
random walk model5 [5], the arrival of SU flows follows a Poisson process, and a
log-normal distribution is used to simulate flow lengths. In the cases of Lognormal
and Lognormal*, Poisson processes are utilized to model the arrivals of PU and
SU flows, and the flow lengths are generated according to log-normal distributions.

5Note that the random walk is adopted to describe the presence of PU flows, rather than the PUs’
movement behavior.
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Fig. 4.17 The simulation
results of blocking
probability of EFAFS for
elastic flows with various
measurement-based
distributions
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However, in Case Lognormal, the means and the variances of the log-normal
distributions are equal to those of the corresponding exponential distributions in
the CTMC, while in Case Lognormal*, the means are the same, but the variances
are greater than those of the corresponding exponential distributions. The squared
coefficient of variation (SCV) for Case Lognormal* is configured as SCV=4.618 [6]
(SCV= variance/mean2).

The results in Fig. 4.17 indicate that when the simulation of the system does
not maintain the memoryless property for some of the distributions, the results will
differ away from the one that is obtained by the CTMC analytical model. However,
the difference is not significant. One can observe from the figure that the results
of the two log-normal cases are in fact fairly close to the analytical one, with the
difference being within 1.5% for most of the values of λP . This confirms that the
results based on CTMC can represent the system’s performance as long as flow
arrivals are Poisson processes. The results obtained in the random walk case is about
3% larger than the analytical results, which exhibit, though not precisely, a rough
estimate of the system performance. All in all, the CTMC model of a system can be
considered as a reference in analyzing the system performance for traffic flows with
CA and CF.

4.3 Discussions and Summary

In this chapter, we studied the CTMC models for CRNs with CA and CF applied
to SUs, and introduced approaches to simulating the CRNs in order to validate
the CTMC models. The analytical results show that the system performance can
be significantly improved by applying CA and CF to allow traffic flows to access
the channels in a more flexible manner, and CTMC models are in general good
approximations to the systems of CRNs.
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We claim that the CTMC models built for the CRNs can also be utilized to the
multi-flow single-user system if one type of flows has firm priority over the other.
Then the parameters represent PUs in the previous model can be used to describe
the flows with the firm priority in the new system. Indeed, CTMC, as a general
analytical tool for stochastic process, can be utilized to describe distinct systems, as
long as the CTMC can reflect the nature of interactions among the flows or the users
precisely.

The scenario studied in this chapter is a simple example for the single-flow multi-
user system. One can extend the study to a more complicated case, where the system
has multiple types of users, and each type of users have multiple types of flows with
various priorities. In [7], such a multi-flow multi-user case is studied by configuring
SUs in the CRN with two types of flows in different priorities. Regarding EFAFS,
a more complicated scenario is examined in [8], where a PU flow can also utilize
multiple channels. Both [7] and [8] analyzed the systems in the QSR also. Although
queuing is out of the scope of this book, one can refer to [3] to see that the same
modeling and simulation procedure can be followed by modeling with queuing, and
the performance of a system with queuing can be analyzed in the same way as
presented in this chapter. It is also worth mentioning that to support CA and CF, a
system needs to have more complicated signaling process. The signaling overhead
is studied analytically in [9]. The readers who have reached so far are expected to
be able to understand thoroughly these research articles.
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Chapter 5
Test-Bed Evaluation of CA and CF
via a Software Defined Radio

In Chaps. 3 and 4, we presented the analytical models and simulation approaches
to study the impact of CA and CF on traffic flows in the single-flow single-user
and the single-flow multi-user systems. In this chapter, we investigate the impact
of CA and CF in a test-bed. We employ a software defined radio (SDR) from
National Instruments (NI) to evaluate the performance of a CR system with user
datagram protocol (UDP) flows. The adopted SDR is based on LTE protocol stack
with additional functionalities that can support CA and CF, and accommodating
PUs. By conducting measurements based on the test-bed system, we will be able to
confirm that performance improvement can indeed be obtained by applying CA and
CF in a real system.

In the following sections, we firstly introduce briefly the basic configurations of
the system and the strategies that are to be evaluated. We then explain in detail the
hardware setup and the workflow of the system. The numerical results based on the
measurements are illustrated at the end of this chapter. An abridged version of this
chapter is published in [1].

5.1 The Communication Scenario and the Access Strategies

In the test-bed CRN, two CRs compose one SU communication pair, with one
of them being the transmitter and the other being the receiver. We consider two
system configurations: one is with CA and CF, and the other is without. When
CA and CF is configured, the channel accessing strategy adopted in the CRN is
EFAFS(W,V ), with W being the minimum number of channels required for a flow
to start transmission, and V being the maximum number of channels that a flow can
occupy simultaneously. In the EFAFS(W,V ) system, the ongoing SU flows share
equally the available spectrum with each other. Newly arrived SU flows are allowed
to start transmitting by sharing the channels with ongoing SU flows, as long as the
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number of channels that each SU flow occupies after channel sharing is greater than
or equal to W . If a PU flow arrives, and if there is no vacant channel for the PU flow,
the SU reduces the amount of channels shared by each flow or even terminate one or
more ongoing SU flows to gather the channel resources that the PU flow requires. If
a PU or an SU flow departs, the released channel resource can be shared by ongoing
SU flows.

To set a benchmark for the test-bed measurement, we also do a series of
measurement in the test-bed CRN without CA and CF. In the configuration without
CA and CF, each SU flow occupies only one channel for communication. If PU
comes to a channel that is in-use by an SU flow, the SU flow will move to another
channel to continue with communication if there is at least one free channel. If all
the channels are being occupied, the SU flow will be terminated upon the PU’s
arrival.

We specifically select UDP flows as the type of traffic flows being used by SUs
in the test-bed CRN. This is because the UDP protocol is connectionless, hence
allows the measurement results to neutrally reflect the impact of the CA and CF.
If we utilize connection oriented protocols, for example, the transmission control
protocol (TCP), then the system performance will be influenced by the congestion
control functionality of the TCP, making the observation results for CA and CF
biased. Besides, under the TCP, a flow may be re-transmitted for several times
when it is terminated, and this will result in a more complicated statistics of the
SU flows. In addition, the acknowledgment (ACK) message of TCP requiring a
feedback communication link brings in another uncertainty in scenarios where the
ACK message can be eventually interrupted by PUs. Therefore, considering both
the simplicity and the neutrality of observation results, UDP flow is the best option
that we can use in the test-bed CRN.

5.2 System Design

5.2.1 Test-Bed Setup

The test-bed is based on the NI platform, which consists of a software platform
named LabView and a hardware platform that can be formed from different types of
specialized hardware. In this study, we choose the NI-USRP2953R to form our radio
platform. NI-USRP2953R is an SDR and belongs to the category called Universal
Software Radio Peripheral (USRP). There are indeed many research activities that
have been carried out on LabView and USRP, and one can refer to [2] and [3] for
two of them.

Our test-bed is specifically made up from a USRP, the LabView Communications
Design Suit 2.0, and the LTE Application Framework developed by NI. Figure 5.1
shows the setup. The USRP is utilized as the transmitter (Tx) and the receiver (Rx),
and the transmissions between Tx and Rx are via an over-the-air interface. In
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Fig. 5.1 A photo of the test-bed
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Fig. 5.2 The block diagram of the CRN test-bed

other words, flows are sent by the Tx through the transmission antenna, and the
Rx receives flows through the receiving antenna. The functionality of the USRP
is controlled by the controller in collaboration with the LabView software. The
controller is composed of the PXIe-8880 and the PXIe-1082 (or PXIe-1071), which
are specialized hardware that supports real-time deterministic control of the SDR.

Figure 5.2 illustrates the main modules of the test-bed, and they are the channel
availability control module, the channel access control module in collaboration
with the LTE framework, and the UDP flow control module. The three modules
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Fig. 5.3 The DTMC of the
PUs

form the logic control of the test-bed, and are made in the software LabView and
implemented on the controller in order to control the USRP interface.

The channel availability control module determines whether a PU is active on one
channel, and the PU’s status, in turn, determines whether this channel is available for
an SU flow. For each channel, the module maintains a two-state DTMC to generate
the active/inactive sequence that describes the PU’s activity. As shown in Fig. 5.3,
in the DTMC, State “0” means the PU is inactive, implying that the channel is
idle and available for SUs to use. State “1” means there is an active PU in this
channel and SUs must not utilize the channel when the PU is active. Indeed, PUs
operate in a time-slotted manner, and the statistics of PU activities on each channel is
independent and identical, as each channel is controlled by an independent DTMC.
In principle, SUs need to carry out spectrum sensing to determine whether a channel
is being occupied. However, to eliminate the impact of imperfect spectrum sensing
on UDP flow statistics, in this test-bed, the module of channel availability control
will inform the channel access module the state changes of the channel, so that
spectrum sensing can be considered as perfect.

The channel access control module is established on top of the LTE framework
provided by NI. For this reason, the communication channel is configured according
to the realization of the LTE system. In the LTE system, the smallest unit of
communication resource that can be allocated to a certain flow is the resource block
constructed by subcarriers in the frequency domain and slots in the time domain.
In this test-bed, the spectrum of a group of resource blocks is defined as a channel.
Therefore, an idle channel is defined as the spectrum band covered by a group of
resource blocks that are currently not occupied by PUs. If a channel is being used by
an SU, and a PU appears on this channel, then the SU needs to release the channel,
i.e., the group of resource blocks, to give way to the eligible PU.

Note that the feedback information, for example, the ARQ messages, which are
supposed to be sent from the receiver to the transmitter at MAC layer, is handled
internally in the USRP in this test-bed. In other words, we do not establish another
air interface between Tx and Rx to transmit the feedback information. Instead, the
USRP handles the information internally and ideally so that the transmission of
feedback information can be considered perfect. For this reason, the arrow for the
feedback information in Fig. 5.2 is presented by a dashed line.

As the EFAFS strategy requires all available channels to be equally shared by
ongoing UDP flows, in the test-bed, we apply the weighted fair queuing (WFQ) for
UDP flows to achieve uniform access opportunities at packet level. Specifically,
depending on the configuration of the EFAFS, the packets that are sent to the
USRP via localhost are transmitted over-the-air interface [4] on a certain number
of available channels based on WFQ. In the benchmark configuration where CA
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and CF are disabled, only one idle channel is utilized for transmitting packets from
one UDP flow.

The UDP flow control module contains two components. One is the Flow
Generator, and the other is the Flow Event Tracker. The Flow Generator is
responsible for generating UDP flows. As the test-bed is a time-slotted system,
we suppose the arrival of the UDP flows follows a Bernoulli distribution with
probability Pa , and the size of the flows, X, follows a geometric distribution with
parameter Ps , i.e., Pr(X = k) = (1 − Ps)

k−1Ps , for k = 1, 2, . . .. Then at the
beginning of each time slot, an SU flow arrives with probability Pa . If there is an SU
flow arriving, and if there are channels available for the SU flow, the Flow Generator
generates a flow with the size that follows the geometric distribution Pr(X = k).

The Flow Event Tracker registers flow events, maintains the flow statistics, and
calculates numerical results.

Figure 5.4 illustrates the workflow of the test-bed within one time slot. At the
beginning of each time slot, the system starts from S1, where it checks the status
of the PUs and SUs, including the number of ongoing SU flows, the number of
channels that the SU flows occupy, the arrivals and departures of PUs, and the
number of channels that the PUs occupy. Then based on the channel access rules
at S2, the system checks at S3 to verify if the number of channels in this system
is sufficient to support all ongoing flows or not. If the number is insufficient, the
system makes a decision to go to S4 to terminate one or more SU flows and register
the termination events. Otherwise, it goes to S5 to check if there are new SU flows
arriving. If there are no new SU flows arriving, the system goes to S8. Otherwise,
it goes to S6 to verify if there are sufficient number of channels that can be used to
accommodate the new SU flow. If the number of available channels plus the number
of channels that can be shared by ongoing SU flows is insufficient to accommodate
the new SU flow, the new SU flow will be blocked, and the system goes to S7 to
register a blocking event. If the channel condition meets the requirement for an SU
flow to commence, the system will accommodate the new SU flow and goes to S8.
S8 is a state where all the ongoing flows are being transmitted over the channels.
At the end of the time slot, the system moves to S9 and register the number of the
successfully transmitted flows within this slot.

The above process repeats in every time slot during the period of measurement.

5.2.2 Performance Metrics

Similar to the metrics utilized in the previous analytical models and the simulation
approaches, we study the system performance of the test-bed by examining the
percentage of SU flows that are blocked, terminated, and completed during the
measurement, and they are denoted by Pb, Pf d , and ρpc, respectively. A flow is
blocked when it arrives at the system but is prevented from entering the system for
communication. A terminated flow is an ongoing flow that is terminated due to the
appearance of the PUs. A flow is completed when it is successfully transmitted over
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the communication link. These three system parameters correspond respectively to
the blocking probability, the forced termination probability, and the capacity studied
in the analytical models and the simulation approaches. The difference is that the
unit of the capacity applied in the analytical models and simulations is flow per time
unit, whereas in the test-bed, we normalize the capacity by the injected density of
UDP flows. Therefore, the capacity of the test-bed is described in percentage and
we have1 (1 − Pb)(1 − Pf d) = ρpc.

5.3 Measurement Results

5.3.1 Numerical Configurations of the Test-Bed

In this test-bed, the system operates on a spectrum band centered at 2 GHz with a
total bandwidth of 20 MHz. The 20 MHz spectrum band is divided into 25 resource
block groups, each of which covers 0.8 MHz. Each resource group is considered
as an independent channel with a PU activity described by the DTMC in Fig. 5.3.
The length of each time slot is 250 ms, and Pa and Ps are configured as 0.4 and
0.6 respectively. The unit of k is 0.1 mega bytes, i.e., the flow length is a multiple
of 0.1 mega bytes. The parameter β in the DTMC that describes the transitions
from occupied to idle, is configured as 0.75. In the Strategy EFAFS(W,V ), we set
W = 0.5 and V = 25, meaning that one flow requires at least half of a channel
and can occupy up to 25 channels. The measurements are done for ten times in total
in the same indoor and static environment, and are carried out independently. Each
of the measurements lasts for 2400 consecutive time slots. The events and the time
stamps for UDP flows are tracked by the system.

5.3.2 Numerical Results

Figures 5.5, 5.6, and 5.7 illustrate respectively the flow completion probability,
the flow blocking probability, and the flow termination probability as a function
of α. α is the parameter in Fig. 5.3 that represents the probability of PUs’ re-
appearance. When α increases, PUs return more often to the channels and the
opportunities for the UDP transmissions will be reduced, hence the probability
of flow completion decreases and the blocking probability and forced termination
probability increase. Though the probability curves in these figures are not smooth
due to the limited number of samples being measured and the stochastic property of
the radio channels, we are able to validate the measurement results by confirming

1To convert the capacity that is defined in the previous chapters in percentage, we can divide the
capacity by the arrival rate of the SU flows, i.e., λS .
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Fig. 5.5 The flow completion probability obtained from the test-bed measurement
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Fig. 5.6 The flow blocking probability obtained from the test-bed measurement

(1 − Pb)(1 − Pf d) = ρpc. Take the results of the EFAFS strategy as an example,
when α = 0.5, the blocking probability Pb, as shown in Fig. 5.6, is 0.035, and
according to Fig. 5.7, the forced termination probability Pf d is 0.067. Therefore,
(1−Pb)(1−Pf d) = 0.9042, which is consistent with the result for EFAFS presented
in Fig. 5.5 when α = 0.5.

The measurement results confirm the advantages of applying CF and CA in the
channel accessing strategy. In the test-bed system that operates in a time-slotted
manner, a strategy with CA and CF is also able to increase the bandwidth for a traffic
flow and accommodate more flows simultaneously into the system, hence enhance
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Fig. 5.7 The forced
termination probability
obtained from the test-bed
measurement

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

5 · 10−2

0.1

0.15

0.2

0.25

0.3

0.35

α

Fo
rc
ed
te
rm
in
at
io
n
pr
ob
ab
ili
ty

EFAFS
Without CA/CF

the system performance. Besides, by virtue of the flexibility of the software defined
radio platform in channel accessing, the number of channels that are utilized by
UDP flows can be adjusted accordingly to the availability of the channel resource,
which is another reason that the system performance is improved by the CA and CF
enabled strategy.

5.4 Discussions and Summary

In this chapter, we utilized an NI-USRP SDN platform and the LabView software
platform to establish a test-bed for transmitting UDP flows on an on-shelf LTE
framework. The measurement results indicate the advantages of applying CA and
CF in a real system operating in a time-slotted manner for UDP flow communica-
tion, and therefore confirm the conclusions from the theoretical study.

The test-bed system for studying the impact of CA and CF can be extended by
applying other transport layer protocols than the UDP, such as the TCP and the
stream control transmission protocol. One can also employ the channel sensing
functionality to make the system a complete CR test-bed platform and see if
imperfect channel sensing would affect the final results.
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